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ABSTRACT

Systems containing bubbles and/or drops are encountered in a wide range of industrial
_operations. Nevertheless, designing multiphase reactors that offer high selectivity and
‘yield remains a major challenge because of the complex hydrodynamic conditions
prevalent in conventional reactor configurations, and the use of CFD to simulate such
- conditions is clouded by uncertainties related to the accurate representation of bubble and
drop breakage and coalescence. Most of these hydrodynamic difficulties are however .
overcome when multi-stage screen-type static mixers are used as reactors. '

The current thesis work aims towards developing a better understanding of the factors
that influence the use of the population balance equation (PBE) in simulating multi-fluid -
dispersed systems as well as the application of screen-type static mixers in intensifying
multiphase operations. '

For that purpose, an approach for predicting the spatial variation of the energy dissipation
rate downstream of a screen was developed and validated with experimental results.
Furthermore, a new methodology for solving the discretized PBE employing a novel
algorithm that prevents error propagation was also developed and successfully tested for
stability, accuracy, reliability and robustness at low to very high shear rate conditions.

In addition, successful attempts to model turbulently flowing gas-liquid and liquid-liquid
dispersions ‘through multi-stage screen-type . static mixers were undertaken. Good
agreement between model predictions and experimentally determined dispersion
characteristics was obtained under various operating and design conditions as well as
interfacial qhare\zcteristics,

- Moreover, a model for estimating the-dispersed phase mass transfer coefficient was
~ developed then incorporated in the aforementioned PBE algorithm to calculate the local
volumetric mass transfer coefficients in regions of varying turbulent energy dissipation
rates. This model was found to be capable of predicting the experimental data well over a
wide range of design and operating conditions. It also provided a hydrodynamic
justification for the commonly used effective diffusivity correction factor which is
reported to vary between 1 and 50.

Finally, an attempt to intensify gas-liquid contacting using screen-type static mixers was
also undertaken. While investigating the effect of varying the hydrodynamic conditions
and interfacial characteristics, kia values as high as 4.08 s were achieved even in the
presence of contaminants. ‘ "
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n number density probability
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U Superficial velocity .
u’ Root mean square velocity fluctuation
Up Particle velocity |
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Droplet volume
vs - slip velocity
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Xo Virtual origin of turbulence decay
Greek Letters |
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Energy dissipation rate
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¥ Drag coefficient of the screen
Subscripts
c continuous phase
d  dispersed phase
exp exp.erimental data
sim  simulated data
mix  mixture
L liquid phase
G gas phase
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Chapter 1.

Introduction

Systems containing bubbles, drops are encountered in a wide range of industrial and
environmental opérations such as- the production, storage and transport of oil and gas
resources, oil sand extraction and processing, power generation, biotechnology, mineral
and metal processing, water and waste water treatment, soil remediation, as well as
various operations encountered in the chemical process industry. Unfortunately, design
information concerning processing units handling multi-fluid systems is traditionally
obtained using experimental, semi-theoretical, and simplified mathematical methods; a
practice that conceals many of the -hydrodynamic details and non-idealities. In addition,
the use of empirical correlations is limited due to the over simplifications associated witﬁ
their development, thus, rendering them inapplicable to many practical situations without
the incorporation of excessive safety margins. Consequently, the majority of the
multiphase contactors/reactors presently used are inefficiently designed with subsequent

adverse effects on the reaction yield and selectivity and/or the mass transfer performance.

Furthermore, in order to improve sustainability, the chemical process industry is rapidly
moving towards cleaner synthesis, reduced environmental impact, improved energy
efficiency, and the use of smaller and safer multifunctional process plants. Process
intensification [PI]- is one of the mdst effective approaches by which these objectives can
be accomplished and relies on the use of innovative approaches to. achieve dramatic

reductions in the size of the plant needed to attain a certain production capacity. »

One of the most effective PI approaches matches the fluid dynamic conditions of the
processing unit to the chemical/biological reaction requirements in order to enhance the
reaction rate, improve selectivity, and minimize by-prodﬁct formation. This approach is
particularly effective in multiphase systems where the need to transfer material and/or
energy across the interface between phases can often be the main factor affecting the
overall performance of mény industrial operations such as multiphase reactions,

absorption, distillation, liquid-liquid extraction, direct contact heat exchangers, stripping



of VOC, aerobic wastewater treatment, onne disinfection, and high-temperature
catalytic oxidation. Unfortunately, our abﬂity to design effective multiphase contactors,
or even predict the performance of such units, is limited by inadeq{late undefstanding of
the factors affecting bubble/drop breakage and coalescence and the absence of tools by
which the perforrhance of multiphase systems can be accurately predicted (Azizi and Al
Taweel, 2007). It is estimated that less than 2% of the energy input to most present day
contactors is utilized to form liquid-liquid and gas-liquid dispersions and maintain inter-

phase contact.

Traditionally, mechanically agitated tanks (MAT) have been used for mixing multiphase
systems as they offered the ability to easily change the stirring power and residence time.
However, these types of reactors suffer from many dré.wbacks as they lack uniformity,
where mixing intéhsity, drop/bubble size distributions, and hold-up have large local \
variations. Consequently, temperature control in the reaction regions becomes very
difficult (Andersson et al., 2004). On the contrary, plug flow reactors/contactofs serve as
a better choice in order to understand the complex phenomena taking place as well as
providing better performance and control over the nﬁxing, breaking of drop's and bubbles,
as well as témperaulre. This choice can be reinforced by the fact that the turbulence
characteristics of single phase pipe flows are relatively simple and have been well
investigated and are clearly understood. A large databasé of experimental investigations
in which information pertinent to the validation of models (e.g. volume fraction
distributions, turbulence intensity, drop/bubble size distribution, etc...) is also available.
Further, the symmetrical nature of pipe flow reduces drastically the computational

requirements for their simulation.

Lately, there has been a growing interest in the use of tubular reactors equippéd with
static mixers as they present an attractive alternative to conventional agitation due to their
inhérént advantages whereby similar or better performance can be achieved at lower
capital and operating costs (Thakur et al., 2003). A commdn feature for these reactors is
thét turbulence is continuously produced and dissipated along the reactor length. The
turbulence is more homogeneous and nearly isbtropic compared to a stirred tank reactor
“where most turbulence is produced and dissipated in the impeller region. They also

provide large interfacial area of contact, effective radial mixing and narrow residence
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time distribution (Turunen and Haario 1994; Al Taweel et al., 2003; Andersson et al.,
2004). In addition, the mass transfer efﬁéiency cah be easily adjusted according to the
requirements of the reaction by modifying the flow velocity, the type of mixer used, or
inter-mixer spacing. For example, using mixers that provide high energy dissipation
allow the formation of small drop/bubble diameters which favours the processes with
high reaction rates since they require largé interfacial area of contact between the phases.
Similar results can also be achieved by operating under high flow velocities or short

inter-mixer distances.

While a variety of inline static mixers (e.g. Kenics, Sulzer, Lightnin) differing in their
geometries and ranges of applicability exist on the market, a new static mixing element
was recently introduced in which screens of grids are used to repetitively supefimpose an
adjustable uniformly-distributed turbulence field on the nearly plug flow conditions
encountered in high velocity pipe flows. This characteristic made them particularly
effective in processing multiphase systems and their ability to promote contact between
immiscible liquids were found to be about 5-fold more energy efficient than mechanically
agitated tanks equipped with Rushton-type impellers (Al Taweel and Chen, 1996).
Interfacial areas as high és 2200 mz/_m3 could also be efficiently generated in the case of
gas-liquid systems (Chen, 1996). The very high turbulence intensities genefated in the
regions adjacent to the screens result not only in the formation of fine dispersed phase
entities (bubbles and/or drops) but also considerably enhance the value of the inter-phase
mass transfer coefficient. The combined effect of these two factors resulted in inter-phase
mass transfer coefficients as.high as 13 s” being achieved in the case of liquid-liquid
dispersions (Al Taweel et al., 2007) and allow for 99% of equilibrium conditions to be
achieved in less than 1 s. The use of multi-stage screen-type contactors to promote gas-
liquid mass transfer in an energy efficient fashion also resulted in oxygen transfer
efficiencies as high as 4.2 kg/kWh being achieved even‘in the presence of surfactants (Al
Taweel et al., 2005). |

However, the design of these contactors/reactors requires not only a knowledge of the
dynamic properties of the dispersion, such as drop/bubble size distributions and residence
time, but also the dynamic rate characteristics of drop/bubble breakup and coalescence.

Hence, better understanding of the factors governing the evolution of drop/bubble size, -

3



the interfacial area of contact, and mass transfer coefficient in ‘turbulent systems is an
area of major interest since it forms the basis for generating rational and acceptable
design and 'scale-up methodologies for multiphase contactors/reactors and can thus help
in optimizing the performance, economy, and safety of these industrial systems. To
achieve such a goal, mathematical models capable of accurately prediéting drop size and
motion within the contactor/reactor in question (including drop breakage and
coalescencé), as well as the mass transfer coefficient within the~contactor, are needed.
This requires the use of population balance equations (PBE) to handle bubble breakage
and coalescence within various regions of the contactor, and the identification of the

 breakage/coalescence kernels that can accurately describe these processes.

A detailed description of the dispersed phase characteristics can be obtained by using the
population balance models introduced in the mid-60s to simulate chemical engineering .
operations. PBE have since becomé a well established tool that is widely used for
simulating dispersed phase dperations because it has the advantage of being able to
describe drop/bubble breakage and coalescence processes in terms of identifiable
physical parameters and operational conditions. However, the biggest uncertainty
associated with the use of PBE to simulate multi-fluid processing (i.e. immiscible liquid-
liquid and gas-liquid system) remains the identification of the breakage and coalescence
kernels that can accurately describe what happens in turbulent flows. Most of the models
developed over the past several decades were verified using experimental data obtained
in rhechanically-agitated tanks (MAT) in which the dispersed phase holdup, drop size
distribution, and energy dissipation rate are assumed to be uniformly distributed
.throughout‘the volume of the mixing vessel. The fact that such units exhibit a broad
residence time distribution and that drops periodically circulate between the regions of
high and low energy dissipation rates present in the mixing tank (where the local energy

~ dissipation rates can vary by a factor of more than 10,000) are usuallyv overlooked.

Another factor which limited the widespread use of PBE is the ability to obtain accurate
numerical solutions as the analytic;al solutions are rare and include major simplifying
assumptions that may not be met in practice. Unfortunately, while simulating multiphase
systems using PBE, little attention was' given to the sources of errors arising from

- improper modeling of fhe hydrodynamic situation (e.g. the assumption that the energy
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dissipation rate is uniform throughout the vessel). In recent years, computational fluid.
dynamics (CFD) has emerged as a pqwerful tool for the understanding of the fluid
mechanics existing in the reactors/contactors rendering its use in cbnjunction With PBE to
become more popular particularly because of its ability to provide good estimates of the
hydrodynamic conditions prevailing at different parts of the processing vessel (Alopaeus
et al., 1999; Agetrof et al., 2003). Lately, stirred reactors have become a showcase for the
development of CFD simulation technology (Harris et al., 1996; Sahu et al., 1999;
Sommerfeld and Decker 2004), where the availability of large computational facilities
allowed higher accuracy of results from finer and finer griddings of the domain and
especially from the application and tuning of more advanced turbulence models (Brucato
et al., 2000). However, the ultimate success of this approach in' the case of multi-fluid
systems relies on the ability of PBE to yield realistic and accurate description of the

overall drop breakage/coalescence processes.

Since the hydrodynamic conditions prevailing in screen-type static mixers closely
approach those of isotropic homogeneous turbulence with alternating ' breakage-
dominated and coalescence-dominated regions, they offer an ideal situation to test the
various breakage/coalescence models proposed in the literature and validate the
simulation results. The models identified using such geometries (e.g. drop/bubble
breakage and coalescence kernels as well as the mass transfer models) are expected to
apply to other more coinplex hydrodynamic conditions such as those encountered in
MAT provided that the contactor/reactor volume is subdivided into a large number of

segments where isotropic homogeneous turbulence can be correctly assumed to prevail.

This investigation aims towards developing a better understanding of the factors that
influence the use of the population balance equation in simuléting multi-fluid dispersed
systems (i.e. gas-liquid, liquid-liquid) as well as the application of screen-type static
mixers in intensifying multiphase operations. Therefore, the objective of this work is to
fuﬁher explore the possibility of using PBE to accurately simulate multiphase operations,
particularly drop/bubble _bréakage and coalescence as well as inter-phase mass transfer
procesSes; and to employ such knowledge to' determine the optimum conditions under
which multiphase contacting can be intensified. Furthermore, an attempt to intensify gas-

liquid contacting using screen-type static mixers was also undertaken.



This thesis consists of éight chaptefs and is a compilation of six manuscripts, of which

one is publiéhed (Azizi and Al Taweel, 2007), four are currenﬂy in review (Azizi and Al

Taweel, 2008a; Azizi anc{ Al Taweel, 2008b; Azizi and Al Taweel, 2009a; Azizi and Al
Taweel, 2009b) and one technical report to be submitted for publication. The importance,

relevance, and objectiVe of the current work are presented in Chapter 1. In Chapter 2,

PBE were used to simulate the temporal/spatial \}ariation of bubble size distribution for

gas-liquid dispersions turbulently flowing through multi-stage screen-type static mixers.

This methodology wés found to be capable of accurafely simulating the gas-liquid

contacting performance achieved in screen-type static mixers over a wide range of
operaﬁng conditions. However, the monotonic decay function used to simulate the

turbulence intensity in screen-type static mixers was found to be incapable of fully

accounting for the total pressure drop across screens. An approach for predicting the -
spatial variation of the energy dissipation rate downstream of a screen was therefore
developed in Chapter 3 and tested and validated by comparing the experimentally-
determined volume average energy dissipation rate in the system, with the spatial avérége
rate obtained using the developed simulation approach. The véry high local energy
dissipation rates encountered in screen-type static mixers pose particular problems while
solving PBE because of the vefy large breakage and coalescence frequencies that are
expected to dominate in the reactor/contactor. Therefore, a new methodology for solving
the discfetized population balance equation was developed in Chapter 4. It uses a novel
algorithm (which relies on monitoring the onset of errors and allows for corrective action
to be undertaken before the errors propagate in an uncontrollable fashion) to enhance the
numerical stability, accuracy and réliability of the solution. This method was also
successfully employed by Al Taweel et al. (2008a) to model the more demanding case of
flocculating particles. Furthermore, the knowledge and capabilities accrued from the
methodologies developed in Chapters 3 and 4 were tested in Chapter 5, where an attempt
to model liquid-liquid dispersions flowing through screen-type static mixers was
undertaken. Model predictions were then validated through the good agreement with the
large set of experimental results obtained under a wide range of design and operating
conditions. In Chaptér 6, a new model for estimating the dispersed phase mass transfer

coefficient in liquid-liquid dispersions was developed and then incorporated in the PBE



- algorithm. The combined equatio.ns were then used to calculate the local volumetric mass
transfer coefficients, ka, in regions of varying turbulent energy dissipation rates and the
model was found capable of predicting the experimental data, obtained using screen-type
static mixers, reasonably well over a wide range of design and operéting conditions. In
addition, the developed model not oniy provided a hydrodynamic justification for the
commonly used effective diffusivity correction factor, but also a better accuracy of the
predictions. Finally, the possibility to intensify the vo}umetric mass transfer coefficient in
gas-liquid syStems‘ by using screen-type static mixers was presented in Chapter 7, where
the effect of varying the hydrodynamic conditions and interfacial characteristics of the
system were taken into considefation. Chapter 8 summarizes the conclusions and

recommendations resulting from this work.



Chapter 2. |
~ Population Balance Simulation of Gas-Liquid Contacting
F. Azizi and AM. Al Taweel

Multiphase Mixing and Separations Research Lab, Department of Process Engineering and
Applied Sciences, Dalhousie University, Halifax NS, Canada B3J 2X4 (Al.Taweel@Dal.Ca)

Published in Chemical Engineering Science, vol. 62, pp. 7436-7445 (2007)

Abstract

A successful attempt to simulate turbulently flowing gas-liquid dispersions was
undertaken in this work where the turbulent dispersion/coalescence of bubbles was
accurately predicted over a wide range of operating conditions by incorporating the\ effect
of virtual mass into the pheﬁomenological ‘model developed by Coulaloglou and
Tavlarides (1977) for liquid—liquid dispersions. The population balance equation was -
numerically solved and the results obtained were compared with the experimental data ‘
obtained from an intensified 'gas-liquid reactor/contactor in which screen-type static
mixers were used to superimpose an adjustable uniformly-distributed turbulence field on

the nearly plug flow conditions encountered in high velocity pipe flows.

. The model was also found to be capable of predicting gas-liquid contacting for the case
of industrial streams where the presence of amphiphilic constituents was found to retard

coalescence and result in average interfacial areas as high as 2,100 being achieved.

The fact that the model was capable to match experimental results obtained under very
demanding/extreme conditions (where the flowing dispersion is succcésively exposed to
breakage-dominated and coalescence dominated regions with local energy. dissipation
ratios as high as 400) suggests that it may be used for simulating other more complex

gas-liquid contacting conditions such as those encountered in MAT.

Keywords: Process Intensification, Gas-liquid reactors, Static Mixers, Population

Balance, Bubble breakage and coélescence.
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2.1 Introduction

Gas-liquid mi)éing has one key objective namely the dispersion of gasés into ﬁhe bubbles
~ that possess large interfacial area of contact and relatively high inter-phase mass transfer
coefficient. The high volumetric mass transfef coefficients, kia, thus achieved allow for
the use of smaller and safer reactors and can significantly increase the selectivity and
yield of mass-transfer-controlled chemical reactions. Several contactor types such as
bubble columns and mixing tanks are used for this purpose, but due to the very complex
hydrodynamic conditions prevalent in these contactors/reactors, designing such units is
very difficult without the employment of empirical knowledge and experience and an
extensive amount of pilot-scale testing. Lately, there has been a growing interest in the
use of tubular reactoré equipped with static mixers as they present an attractive
- alternative to conventional agitation due to their inherent adVantages whereby similar or
better performance can be achieved at lower capital and operating costs (Thakur ef al.,

" 2003).

Recently, a new type of static mixing element was intrbduced in which screens or grids
are used to repetitively superimpose an adjustablé uniformly—distributed turbulence field
on the nearly plug flow conditions encountered in high velocity pipe flows. This
characteristic made them particularly effective in processing multiphase systems and their
ability to promote contact between immiscible liquids were found to be about 5-fold
more energy efficient than mechanically agitated tanks equipped with Rushton-type
impellers (Al Taweel and Cheh,« 1996). Interfacial areas as high as 2700 m%m? could also
be efficiently generated in the case of gas-liquid systems (Chen and Al Taweel, 2007).
The very high turbulence intensities generated in the regions adjacent to the screens result
not only in the formation of fine dispersed phase entities (bubbles and/or drops) but also
consi‘derably enhance the value of the interphase mass transfer coefficient. The combined
effect of these two factors resulted ‘in inter-phase mass transfer coefficients as high as 13
s being achieved in the case of liquid-liquid dispersions (Al Taweel et al., 2007) and
allow for 99% of equilibrium conditions to be achieved in less than 1 s. The use of multi-

stage screen-type contactors to promote gas-liquid mass transfer in an energy efficient



fashion also resulted in oxygen transfer efficiencies as high as 4.2 kg/kWh being

achieved even in the presence of surfactants (Al Taweel et al., 2005).

These performance improvements were achieved using phenomenological interpretation
of the role turbulence has on multiphase contacting. However, mathematical models
capable of accurately predicting bubble size and motion are needed in ,order to optimize
the performance of multiphase contactors/reactors. This requires the use of population
balance equations, PBE, to handle bubble breakage and coalescence within various
regions of the centactor, and the identification of the breakage/coalescence kernels that

can accurately describe these processes.

Population balance models, introduced in the mid-60s to simulate chemical engineering
. operations, can be used to obtain a detailed description of the dispersed phase
characteristics. They have become a well established tool that is widely used for
simulating dispersed phase operations because they have the advantage of being able to |
describe bubble breakage and coalescence processes in terms of identifiable physical
parameters and operational conditions. However, the biggest uncertainty. associated with
their use remains to be the identification of the most appropriate' breakage and

coalescence kernels that can accurately describe what happens in turbulent flows.

The objective of this woqu is to explore the possibility of using PBE to accurately
simulate bubble breakage and coalescence processes taking place in multi-stage screen- .
type static mixers (with alternating breakage-dominated and coalescence dominated
regions), and to use such knowledge to determine the optimum conditions under which

gas-liquid contacting in tubular reactors can be intensified.

Furthermore, since the hydrodynamic conditions prevailing in screen-type static mixers
closely approach those of isotropic homogeneous turbulence, the bubble
breakage/coalescence kernels identified in this investigation are expected to apply to
 other more complex hydrodynamic conditions (such as those encountered in MAT) |
provided that the contactor/reactor volume is subdivided into a large number of segments

where isotropic homogeneous turbulence can be correctly assumed to prevail.
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2.2 Modelling Bubble Breakage and Coalescence in Turbulently
Flowing Gas-Liquid Dispersions

Population balance equations describe the temporal variation in dispersed phase
characteristics (e.g. size, mass, temperature, age, and species concentration) where the
dispersed phase is considered as an assembly of bubbles whose individual identities are
being continually destroyed and recreated by the dynamic processes Occun/ring within the
system. Under such conditions, the hydrodynamics and the interfacial. forces are the
major factors affecting the changes in the interfacial area of contact between the phases.
In a two-phase turbulent flow, breakage and coalescence processes take place
simultaneously until a quasi-equilibrium state is reached, where the dispefsion and
coalescence rates become comparable and no net changes in bubble size and bubble size

distribution are observed.

Even though most of the breakage/coalescence models were developed using sound
thermo-, and hydro-dynamical theories, most of their validation was conducted using data.
obtained in mechanically agitated tanks where the complex hydrodynamics encountered
in such units were often over-simpliﬁéd by assuming perfectly mixed conditions with
uniform energy dissipation rates. This deficiency was recen‘ply mitigated by sub-dividing
the contactor volume into 2-24 compartments (Alexopoulos et al., 2002; Laakkonen et
al., 2006) where dif”ferent, but uniform value of the turbulent energy dissipation rate is
assumed to exist ih each compartment. The errors introduced from such a discretization
approach are practically eliminated when CFD is used where the contactor volume is
divided into a very large number of sub-regions. Unfortunately, most CFD tests used to

test pertinent PB kernels suffer from the uncertainties associated with the use of
incomplete inter-phase momentum closures, and turbulence modulation relations, needed
to accurately describe the interaction between the phases in the Eulerian-Eulerian

approach (Al Taweel et al., 2006).

Conversely, most of the aforementioned  hydrodynamic modeling difficulties are
eliminated under the flow conditions encountered in multi-stage screen-type static mixers
developed by Al Taweel and Chen (1996). The residence time distributions are very

narrow (essentially plug flow) and the characteristics of the turbulence generated in the
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region downstream from each consecutive screen are well known. These mixers therefore
offer a good alternative vto. conventional MAT mixers for developing and testing the
‘various hydrodynamic models as they overcome the difficulties associated with the high
spatial variations of the energy dissipation rates as well as flow/recirculation non- |
uniformities. In addition, the nearly plug flow conditions present in the multi-stage
screen-type contactor allow for the direct integration of the non-linear integro-differential
equations obtained by applying the PBE, thereby eliminating any computational

uncertainties and errors introduced through the use of CFD.

In the folloWing sections, the hydrodynamic conditions prevalent in screen type static
mixers are discussed with an emphasis on the model used for simulating bubble breakage

and coalescence in turbulent flows.

2.2.1 Modeling the Rate 6f En_efgvaissipation in Screen-type Static Mixers ‘
The rate of energy dissipation within screen-type mixers plays a crucial role in
determining the bubble size distributic}n of the flowing dispersion as well as the rate at -
which mass is transferred between the phéses. Information concerning the axial variation
of this parameter is therefore essential for the accurate modeling of the mixer dispersive

performarnce.

A relatively large body of knowledge is available concerning the nature of grid;generated
turbulence and how it is affected by the nature of flow as well as by the characteristics of
the wire mesh used (Groth and Johansson, 1988; Briassulis et al., 2001; Kang et al.,
2003); Its most distinctive characteristic is the generation of nearly isotropic turbulence
where the local turbulent ehergy dissipétion rate undergoes dramatic variation along the
axis of flow with the maximum value being encountered in the immediate vicinity of the
screen. This behaviour can be described using the following power law expression

(Bourne and Lips, 1991),

.. - —2
Lo 30 .[}__(_x_” | @.1)
2m-Cc | M \u), |

where C is the decay coefficient, the value of which varies widely with screen geometry.
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Figure 2.1: Effect of velocity on the axial variation of turbulent energy dissipation rate.

‘This equation clearly shows that the turbulence structure generated downstream of the
screen is controlled by the upstream superficial velocity as well as by the mesh size (M).
For the screen used in this investigation (a = 0.27; b = 0.508 mm; M = 0.55 mm) C was

taken as equal to 15 and the results obtained are shown in Figure 2.1.

2.2.2 Modeling of Bubble Bréakup and Coalescence in Screen-type Static Mixers

Thé extent of bubble breakup and coalescence in turbulently flowing gas-liquid mixtures
govern the evolution of the bubble size distribution (BSD) in the dispersion, and
consequently the interfacial area of contact between the phases. The use of PBE to model
these processes often leads to an integro-partial-differential equafion for which there
exists very limited analytical solutions, usually obtainéd at the expense of assuming
unrealistic major simplifications. A discretization scheme is therefore generally used to
transform the partial differential equation into an ordinary differential equation which is

easier to solve numerically.
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Figure 2.2: Schematic representation of the PBE cell

For the case at hand, the flow within the multi-stage screen-type static mixer can be
considered as radially uniform because of the flat velocity profiles induced by the screens
and the relatively small spacing between consecutive elements. To accommodéte the
large axial variation in turbulence intensity and energy dissipation rates depicted in
Figure 2.1, the hydrodynamic performance of the static mixer was modeled by dividing it
into very thin cells where uniform isotropic hydrodynamic conditions can be borrectly

assumed to exist (Figure 2.2).

In its most general form, the population balance for the uniform conditions present in the
cell shown in Figure 2.2 can be written as, |

Net rate of generation

Rate of accumulation Net rate of transport into )
= + in control cell by

of bubbles in control cell the control cell by convection

breakage and coalescence

Net rate of generation in control cell by other means
¢.g. chemical reaction, mass transfer..,

(2.2)

Although bubble grthh or dissolution is taken into account in the general PBE, it was
neglected in the present analysis since the water used is alréady saturated with air which
practically eliminates inter-phase mass transfer. That is supported by the recent findings
of Laakkonen et al. (2006) who reported a negligible mass transfer growth term in the

various sub-regions of a mechanically agitated tank when dry gas was dispersed in tap
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water (where less than 1% growth in the mean bubble size was observed in the gas inlet

sub-region where the dry gas became saturated with water).

For a cell moving under plug ‘ﬂow conditions the convection in and out of it can be
neglected. Assuming that no heat and mass transfer takes place and neglecting the effect A
of chemical reactions, the rate of change of concentration of bubbles of diameter d with
time can be expressed as a uni-dimensional PBE. For a locally isotropic turbulent field,
this equation can be written as (Coulaloglou and Tavlarides, 1977),

[N Ad)]

ot =N() mfxf/”(“"=a’)"/(a”)-g(a")-A(af',t)arar'
~N(¢)-g(d)- A(d,t)
Jk
[ n

0

+[N(t)]2
xi[(aﬁ -—d'3)%,d'J'A((d3 —d'3)%,t)-A(_d')dd'

((d3 ~d? )% ,d'j | 2.3)

B %
N0 4@y | h(d.d)-A(d.d)-A(dr)dd’
: 0 _

The first two ierms on the right hand side respectively present the rate of formation and
loss of bubbles of diameter &” due to breakage; where, g(d’) is the breakage frequency,
v(d’) is the number of dispersed fluid entities formed from breakage of a bubble of size
d’, and B(d’,d) is the size distribution of daughter bubbles formed from breakage of a
bubble of size d’. The folloWing two terms represent the rate of formation and loss of
bubbles of size d’ due to coalescence. Here, A(d,d’) is the coalescence efficiency between
bubbles of size 4 and &, and A(d,d’) is the collision frequency between those of size d
and @’. ' '

This population balance representation is applicable to both gas-liquid and liquid-liquid
dispersions provided that appropriate ’expressions for the various breakage and

coalescence sub-processes are used. Such models have been presented by several authors,
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' mahy of which have been recently reviewed by Jakobsen et al. (2005) and Lasheras et al.
(2002).

The phenomenological model developed by Coulaloglou and Tavlarides (1977) for
describing breakage and coalescence processes in turbulently flowing liquid-liquid
dispersions (and the associated breakage and coalescence kernels) was used in this
investigation to describe the situation for gas-liquid systems. This is jusﬁﬁed by the fact
that this model is based on turbulent fragmentation and amalgamation where both phases
are considered to be moving at the same mean velocity in a locally homogeneous and
isotropic turbulence field, a condition that can be held valid in the current work. Further,
this approach constituted the basis from which most of the gas-liquid breakage and
coalescenée models in turbulen‘;ly flowing dispersions were derived (e.g. Lee et al., 1987;
Prince and Blanch, 1990; Luo aﬁd Svendsen, 1996).

2.2.2.1 Breakage sub-processes .
The pressure fluctuations present in turbulént flows exerts shearing forces on bubbles that
lead to their deformation and stretching. If the contact time between the turbulent eddy
and the bubble is long enough, and if the energy of that turbulent eddy exceeds the
surface energy of the bubble, it may fesult in its breakage to new smaller dispersed fluid
entities. Therefore,‘ a combination of the collision frequency between the bubbles and
turbulent eddies as v;'ell as the probability that a collision leads to a successful breakage

has been used to describe the breakage process.

.For an isothermal system with no inter-phase mass transfer or reaction taking place,
Coulaloglou and Tavlar‘ides' (1977) derived an equation for the breakage frequeﬁcy
assuming a locally isotropic turbulence field and that the size of fluid particles falls in the
inertial sub-range. Based on the aforementioned considerations, the following function

was derived,

b ‘ o*(l+¢)2

g(d)=C, —ro——exp| ~Cy | (2.4)
| d%'(l+¢) " e d” )

In addition to predicting the breakup frequency, the resulting size distribution of daughter
bubbles and the number of fragments formed upon breakup must be specified to fully
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describe the breakage process. However, despite the considerabie amount of work spent
on developing models for drop and bubble breakage in turbulent flows, little

experimental data exist that can be used to validate these models.

In order to determine the probability at which bubbles of a certain size are formed as a
result of a bigger bubble being broken up, it is necessary to identify the size distribution
function of daughter bubbles. Coﬁlaloglou and Tavlarides (1977) assumed that the
daughter bubble density f(d,d’) function is a normally distributed and expressed as,

2d>-d®)
ﬂ(dad')=%-GXp ~4.5-L_(d_'3)7.)_

While Hesketh et al. (1991) and more recently Andersson and Andersson (2006)

2.5)

concluded that an unequal-sized breakage is more probable in the casev‘of gas bubbles, the
experimental findings of Risso. and Fabre (1998) indicate that equal-size daughter
distribution is most commonly observed in the case of bubbles immersed in a tﬁrbulent
field. The breakage functions proposed by Konno ef al. (1980) and Martinez-Bazan e al.
(1999) have a daughter distribution density function which yields a maximum probability
for equally sized daughter fluid entities whereas that proposed by Luo and Svendsen
(1996) .depictsv a very high probability for stripping infinitesimally small fragments.
Several investigators criticized the latter distribution function (Kostoglou and Karabelas,
2005) but this deficiency was recently corrected by Lehr and Mewes (2001) who
presented a daughter distribution function that predicts a maximum probability for equi-

sized breakage when the mother bubble is small.

“The number of daughter bubbles represented by breakage term, Wd"), is usually assumed
to be two (i.e. binary breakage) which is in agreement with the observations of Andersson
and Andersson (2006) who feported a very high probability (> 95%) for the occurrence of
binary breakage in gas-liquid systems.

2.2.2.2 Coalescence sub-processes
Coalescence occurs when two (or more) bubbles collide with sufficient energy to

overcome the interfacial tension between these dispersed fluid entities and the
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surrounding liquid, and the contact time is long enough to allow drainage and rupture of
the ﬁlrﬁ separating the two colliding entities (Coulaloglou and Tavlrarides, 1977; Ni et
al., 2002). Although only bubble coalescence resulting from turbulent interactions
between the continuous and dispersed phase is considered in this investigation, several
other collision mechanisms exist. These include buoyancy-driven (that is collisions due to
the difference in rise velocities of bubbles of different size) and collisions due to laminar
shear occurring when bubbles follow the continuous fluid streamlines (Prince and
Blanch, 1990); however, the relative importance of these mechanisms can be neglected

under the highly turbulent conditions present in screen-type static mixers.

The binary coalescence rate between bubbles is usually expressed as the product of
collision frequenéy and coalescence efficiency terms. In a locally isotropic field, the
collision frequency of dfops was modeled by Coulaloglou and Tavlarides (1977) in
analogy with the collision of molecules as described in the kinetic theory of gases. The

collision frequency of drops of diameter d and d’ can thus be written as,

%ooh
(1+9)

' h(d,d'_)=C3-(d+d’)2-(a’%+d’%) (2.6)
The expression given in Equation (2.6) is slightly different from the originally published
‘one as it incorporates a small algebraic error identified by Hsia and Tavlarides ( 1980). In
this model, the presence of the dispersed phase was assumed to dampen thé intensity of
turbulence in the continuous phase with the extent of this effect being larger at high
dispersed phase volume fraétions, ¢. The introduction of this factor was partially driven
by the observed formation of coarser drops at higher disperéed phase holdup but was also
~ necessitated by the inability of the model to simulate the experimental data generated
over a wide raﬁge of ’dispersed phase holdups (0.025 < ¢ < 0.15). However, there is very
little direct indication of turbulence dampening in liquid—liquid dispersion while there is a
growing body of experimental and theoretical investigatidns suggesting that turbulence
intensity can be enhanced in gas-liquid systems where large bubbles (2 — 12 mm) can
- generate high slip velocities. In the_ present investigation, the expressions containiﬁg the

(1+¢) dependency will be retained because of the absence of detailed information about
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that issue for the very small bubble sizes encountered in screen-type static mixers (0.1 ~

1.2 mm).

Coulaloglou and Tavlarides (1977) also presented an expression for the coalescence
efficiency term which is based on the film drainage between cblliding dispersed phase
entities which is applicable to the éase of deforming entities with immobile interfaces. It
assumes that turbulence causes the two entities to collide and holds them together for a
" definite time while the inter\}ening film thins under a constant force applied by
turbulence. Coalescence will therefore only occur when the contact time of the bubbles is

longer than the time required for draining the film entrapped in between them.

- Md,d")=exp|-C, L et ,(d'd')4 .(27)
7 s 4 O'Z-(l+¢)3 d+d" .

The initial film thickness and the critical thickness for film rupture are assumed to be
constant and lumped into the value of the parameter C;. However, it is well known that
the presence of surfactants or other contaminants in the system reducés coalescence rates
because of their dramatic effect on the film thinning time. This is attributed to the
observation thaf the surface tension gradient resulting from the thinning of the interface
results in an immobilization of that interface which, in turn, requires longer contact times
between the bubbles in order for a successful cbalescence event to occur, a condiﬁon that

does not always exist in turbulently flowing dispersions.

2.3 Testing and Validating the Turbulent Bubble Breakage and
Coalescence Models

2.3.1 Numerical Solution of PBE _
An accurate, stable, and robust algorithm for solving the integro-differential PBE
obtained by considering batch or plug flow systems, where uniform energy dissipation
conditions can be correctly assumed, was developed by Al Taweel et al. (2002). It was
further ‘modi_ﬁed to account for flow through systems with spatial variation of local
energy dissipation rate and used to model turbulent drop breakup and coalescence in

static mixers. This algorithm was found to accurately predict experimental liquid-liquid "
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dispersion data generated under the well controlled hydrodynamic conditions observed in

screen-type static mixers (Azizi, 2004; Azizi and Al Taweel, 2005).

The aforementioned algorithm uses the size disfribution sampling approach proposed by
Sovova and Prochazka (1981) and combines it with cubic spline interpolation if
information in between sampling points is needed. At any particular time, the value of the
birth and death terms are determined by integrating over the size domain (using
| Simpson’s rule) and the resulting ODE is numerically solved using the 4" order Runge-
Kutta rﬁethod. Solution staBility was enhanced by using a moving grid technique where
insignificantly large bubbles were cut off from the bubble size domain while occasionally
re-adjusting the distribution to ensure volume conservation.-Higher solution accuracy was
obtained by adopting such an approach which was able to achieve numerical solutions
within 7% using 10 sampling points whereas the error obtained when the bubble size
distribution is represented by 10 discrete classes was found to be as high as 29% (Al
Taweel ez al., 2002). A high degree of accuracy (1.8%) and improved solution stability
was achieved in the current work by using 40 sampling points within the self adjusting

bubble size domain.

The ability of this approach to track the variation of the bubble size distribution as a
function of the local energy dissipation rates along the length of the reactor can best be
illustrated by following the temporal variation of the Sauter mean diameter as the
immiscible dispersion ﬂows through the static mixer (Figure 2.3). It can be clearly
discerned that bubble diameter undergoes a sharp reduction in the high energy dissipation
regions adjacent to the screen before the fine bubbles formed in these regions start to
coalesce as they migrate to regions of lower energy dissipatipn rates further downstream.
This observation is similar to those reported by Turunen and Haario (1994) -and
Andersson et al. (2004) who used different types of commercially available static mixers
to promote dispersion. The results obtained clearly show that, under the conditions
investigated in Figure 3, quasi-steady state conditions are expected to be reached after 2—

3 stages.

The algorithm used to solve the PBE is attached in' Appendix A. Furthermore, additional

and more detailed descriptions of the methodology used to numerically solve the ’PBE, as
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well as a slightly modified version of the algorithm used to solve it are provided in
Chapter 4.
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Figure 2.3: Predicted spatial variation of the Sauter mean diameter along the length of the
contactor/reactor (U= 1 m/s; ¢=7%; a=0.27)

' 2.3.‘2 Experimental Determination of Gas-Liquid Contacting in Screen-type Static
Mixers

The effectiveness of gas-liquid dispersions in screen-type static mixers has been

experimentally investigated by Chen and Al Taweel (2007) using the setup depicted in

Figure 2.4. The aqueous continuous phase and air were metered and introduced to a 2 m

ldhg vertical mixing section where dispersion is induced using a series of six equally

spaced screens placed within a 25.4 mm ID precision bore Pyrex tube.

Table 2.1: Experimental conditions investigated

Inter-screen spacing .| 70 mm

Superficial velocity, U, 1.0 to 2.3 my/s
Screen fraction open area, «, 0.27

Dispersed phase holdup, ¢ 0.01 - 0.07
Concentration of SDS 0—10 ppm
Average energy dissipation rate, €, | 2.85 to 32.8 W/kg
Maximum energy dissipation rate | 220 to 2680 W/kg -
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The stainless steel woven wire screen elements were soldered onto a set of slotted brass
spacers which were used to adjust the distance between consecutive screens; however, a
distance of 70 mm was maintained throughout this investigation. The ldscr-based light
attenuation technique developed by Kasireddy and Al Taweel (1990) was used to
measure the intérfacial area of contact across the diameter of the flow section and the
slots enabled for the measurement of the interfacial area of contact at various ’axial

distances downstream from each screen.

The system investigated was tap water-air in which trace quantities of Sodium Dodecyl
Sulphate (SDS) were added to simulate the breakage/coalescence behaviour of industrial
streams containing amphiphilic materiéls such as alcohols, organic acids, electrolytes,
amines, g{ycols, and proteins. Table 2.1 summarizes the range of experimental operating

conditions used in this study.

The size of bubbles formed in differént locations along the reactor’s. length, and the
averag§ interfacial area of contact, was found to depend on the operating and design
conditions as well as the interfacial characteristics of the system with local interfacial
areas of contact as high as 2700 m*m® being achieved. In general, screen rhixing
elements were found to be up to 20 times more energy efficient than tanks agitated by
Rushton-type impellers (based on the same rate of power consumption per unit mass of
the liquid processed) and can generate at least 3 times more interfacial area when
compared with other commercially available static mixers. This advantage and the
subsequent impact on inter-phase mass transfer, reaction selectivity, and inherent safety
cleaﬂy show the advantages that can be gained by intensifying gas-liquid contacting

through the judicious application of turbulence intensity.
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Figure 2.4: Experimental setup (Chen and Al Taweel, 2007)

2.3.3 Comparison with Experimental Results ‘

Because of the non-linear dependency of the PBE on the various constants present in
Equations (2.4), (2.6) and (2.7), the Levenberg-Marquardt non-linear dptimization
algorithm was used to identify the best estimates for the value of the constants C;—Cy and -
minimize the y* (sum of squared errors) value while simultaneously varying all 4
parameters. The use of good initial estimates of the various parameters was found to
significantly affect the fitting process; an initial fitting process was therefore undertaken
in order to find reasohable estimates of these constants before using them as inputs to the
Levenberg—Marquardt algorithm. To obtain the best estimates and reach acceptable global
minima (in the multidimensional space), a stringent criterion of 2.5x10 relative change

in the sum of squared residuals was applied to stop the fitting process.

It is well known that the acceleration and deceleration of a bubble in a liquid dictates a
similar behaviour for a partAof its surrounding continuum. This generates an additional
force contribution to the general equation of momentum which is often referred to as the
“added” or “virtual mass” force. The effect of the virtual mass force is expected to be
more pronounced for gas in liquid dispersions because of the very high relative density .

ratio. Unfortunately, this effect is often neglected while modeling gas-liquid dispersions
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although recent findings suggést that it is a very important parameter particularly when
considering the response of bubbles to turbulent fluctuations (Mudde and Simonin, 1999;
Joshi, 2001).

The effect of virtual mass is usually accounted for using the following expression,

sum of forces = ( pg x particle volume + C, x g, x particle volume)x acceleration (2.8)

where th_é coefficient of virtual mass, Cyy, is known to vary with the shape of the bubble
‘and its size és well as the dispersed phase holdup (Kamp et al., 2001). In the present
investigation, -the cbmmonly used inviscid value of Cy, = 0.5 was applied throughout.
This is tantamount to changing the dispersed phase density (which only appears in the

- breakage frequency sub-process) to reflect the effect of the “entrained liquid”, -
Pa= Cim X P, 2.9)

By accounting for the effect of virtual mass in the breakage kernel, it was possible to

match the interfacial area maxima encountered immediately downstream of the screen.

This finding provides a partial explanation of the observations reported by Lasheras et al.

"(2002) who compared the Coulaloglou and Tavlarides breakage frequency term with
other commonly used expressions for gas-liquid systems, and suggésted that the
dispersed phase density term be substituted by that of the continuous phase but provided
no theoretical foundation for that recommendation. Furthermore, it is interesting to note
that the virtual density of the bubbles are expected to approach that of the continuous
phase at highér dispersed phase holdups and larger bubble diameters where Cym can reach
values as high as 0.8 (Kamp et al.,2001). |

In order to determine the numerical values for the empirical constants in the models, the
spatial variation of the Sauter mean diameter was fitted against the experimentally
measuréd values. Figure 2.5 shows the axial variation of the Sauter mean diameter along
the length of the reactor after estimating the various model constants using the non-linear
‘optimization approach, ‘and Table 2.2 shows the value of these constants. The
hydrodynamic conditions presented in Figure 2.5 can be considered as typical for those
experimentally investigated and the values of the model constants derived thereof should

be independent of'the operating conditions and/or the design parameters of the mixer.
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Figﬁre 2.5: Spatial variation of the Sauter mean diameter along the reactor/contactor
length (U = 1.3 m/s; ¢=7%; Csps = 0 ppm)

Table 2.2: Values of the model constants

Model Parameter | 0 ppm SDS

C 60.2+3.6

Cy 1.4040.1

Cs 14.7+1.1
Cs (m™) 2.3+0.1x10'2

Neglecting the effect of virtual mass would have resulted in a breakage rate constant (C;)
that is several orders of magnitude smaller than that reported in Table 2 and the
development of PB solutions that are incapable of predicting the high interfacial area
peaks in fhe immediate vicinity of the screen (i.e. under-predicting the obvserved
maximum breakage rates). It is also interesting to nbte- that the value of the breakage rate
constants (C; and C;) obtained using the virtual mass effect rqare of the same order of
magnitude as those reported for turbulently flowing liquid-liquid systems (Azizi and Al
Taweel, 2005). This is in line with some of the recently published models that do not
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require any adjustable parameters and can be assumed to be applicable to both gas-liquid
' ~and liquid-liquid systems (Luo and Svendsen, 1996; Lehr and Mewes, 2001).

Figure 2.6 clearly shows the effect of changing the operating conditions on the Sauter
mean bubble diameter prevalenf through stage 6 where quasi-steady state conditions are
considered to be reached. The average equilibrium diameter was thus found to decrease
with increasing superficial velocity mainly because of the enhanced energ}; dissipation
rates in the regions downstream of the screens which, in turn, results in increasing the
bubble breakage rate. The higher average energy dissipation levels encountered further
down stream result in higher coalescence rates but the net effect is that of generating finer

bubbles particularly in the presence of surfactants which retard coalescence. -

However, the effect of increasing gas holdup (or gas-to-liquid flow ratios) shows an
opposite trend where the average bubble diameter clearly increases as the gas Holdup in
raised from 1 to 7 %. This is mainly caused by the larger bubble population densities
encountered at higher gas holdups and’the subsequent increase in bubble collision and
coalescence rates. As can be seen from Figure 2.6, the breakage and coalescence model
used in this investigation can accurately predict the effect of varying the hydrodynamic
conditions (gas holdup, residence time, and local turbulence intensities) on the average

bubble size.

The presence of amphiphilic surfactaﬁts or contaminants in the gas-liquid system alters
its interfacial characteristics and changes both the breakage and coalescence rates. A
significant reduction in bubble breakage rate was observed (a factor of about 1.5) which
is independent of surfactant concentration for the range of 2 to 10 ppm. This resulted in
the value of C; being reduced frory 60 to 10 whereas C, decreased from 1.4 to 0.9. This
observation is very similar to that reported by Prince and Blanch (1990) who attributed
this phenomenon to the Marangoni effect induced by the diffusion and adsorpﬁon of the
amphiphilic molecules to the newly created interface generated during bubble breakup

processes.

The situation is however more complex in the case of bubble coalescence where the
presence of cationic surfactants, such as SDS, can affect both bubble collision rates (due

to the development of positively charged bubbles) as well as bubble coalescence
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efficiencies. The effect on coalescence efficiency is expected to be more pronounced
since the presence of amphiphilic materials is known to increase the time required for the
film entrapped between the colliding bubbles to drain (Chaudhari and Hofmann, 1994).
An 18-fold decrease in the coalescence rate was thus observed when 2 ppm of SDS were
introduced to the system followed by a slower monotonic reduction with‘increasing
surfactant concentration (coaleécenk:e rate were reduced by a factor of about 2 as the

surfactant concentration is doubled).
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Figure 2.6: Effect of varying the superficial velocity and holdup on the equilibrium
_ Sauter mean diameter in stage 6
The impact surfactants have on the bubble breakage and coalescence processes can best
be understood by monitoring the axial variation of the interfacial area of contact as the
' gas-liquid dispersion passes through the consecutive high energy dissipation regions
generated by the screens (Figure 2.7). Whereas quasi-steady conditions were typically
obtained after 2—3 stages in the case of the air-water system, the interfacial elasticity
induced by the presence of surfactants vresulted in significantly reducing the breakage and
coalescencé rates and in shifting the point at which quasi-steady state is reached further
downstream where no measurements were conducted. Although the model used in this

investigation did not accurately predict the first two stages well, it accurately predicted
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the spatial variation of the interfacial area throughout the remainder of the contactor. This
difficulty is most probably caused by the fact that the model developed in this
investigation takes into account neither the effect of interfacial elasticity nor bubble
breakage by cutting action, a mechanism that is expected to play a large role when the
: bli/Bbles are much bigger thap the screen mesh size. The tendency of bubbles to shed

microbubbles in the presence of surfactants could also have contributed to the deviation.

As can be seen from F igure 2.8, the model can predict the effect of surfactants on the
average Sauter mean diameter quite well (with interfacial area of contact as high as 2100
m?/m® being observed at high flow velocities). It however under predicts the effect of

surfactant concentration in the case of lower velocities (1.3 m/s), a situation that is most
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Figure 2.7: Effe_ct of surfactants on the interfacial area of contact
(U=2m/s; $=7 %; Csps = 5 ppm)

probably caused by the fact that interfacial elasticity is known to increase with increasing
surfactant concentration within the Concentration range investigated, and that within the
surface ages encountered during bubble collisions (ordelf of milliseconds) the elasticity is
essentially a. linear function of the surface age. The effect of interfacial elasticity on

bubble breakage and coalescence is therefore expected to be minimal at lower surfactant
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concentrations and at higher superficial velocities Where the characteristic bubble

breakage and coalescence times are expected to be shorter.

The ability of the current model to accurately predict the changes in the operating
conditions and the interfacial characteristics of turbulently flowing gas-liquid dispersions
can be taken advantage of to predict the mass transfer performance of gas-liquid
contactors/reactors equipped With screen-type static mixers. Using Higbie’s penetratiori
theory in combination with the surface renewal approach proposed by Kawase and Moo-
Young, interphase mass transfer coefficients as high as 15 s are expected to be achieved
even at moderate gas holdups. Such high mass transfer rates can play an 1mportant role in

enhancing the select1v1ty of multrphase chemical reactions.
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Figure 2.8: Effect of SDS concentration on average Sauter mean bubble size in stage 6

The raw data used in the present analysis, in addition to other graphs, are included in
Appendix A.

2.4 Conclusions

From the aforementioned findings, one can | conclude that the turbulent
dispersion/coalescence of gas-liquid systems can be accurately predicted by incorporating

the effect of virtual mass into the phenomenological model developed by Coulaloglou
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and Tavlarides (1977) for liquid-liquid dispersions. In this study, a population balance
model utilizing this kernel was developed and used to assess its ability to accurately
simulate the gas-liquid contacting performance achieved in screen-type static mixers

where nearly-isotropic turbulent plug flow conditions prevail.

The predicted spatial variation of the interfacial area of contact and Sauter mean diameter
as well as the average Sauter mean diameter (when quasi-steady state conditions were
assumed to be reached) were compared with experimental results and good agreement
was obtained at differeﬁt superficial velocities, dispersed phase volume fractions and

interfacial characteristics of the system.

The successive exposure of the flowing "dispersion to breakage-dominated “' and
coalescence dominated regions (where local energy dissipation ratios as high as 400 can -
be achieved) provided very stﬁrigent conditions for testing and validating the model and
for the development of accurate model parametersAthat may be used for simulating other

more complex gas-liquid contacting conditions such as those encountered in MAT.
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2.5 Nomenclature

A(dt) Probability density of a bubble of diameter d at time ¢ [m™.s
b Wire diameter | [m]

C - Turbulence decay equation constant - =]
Ci,..4+ Empirical constants / =]
Csps Concentration of SDS in the continuous phase ' [ppm]
Cym  Coefficient of virtual mass | -1

d Bubble diameter ‘ [m]
g(d’) Breakage frequency of bubbles of diaméter a . [s™]
hdd’) Collisioﬁ frequency of bubbles of diameter d and d° s
M Screen mesh size | ' » [m]
N()  Total number of bubbles in volume V' : -1 |
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U Superficial velocity : [m-S'l]

x Distance downstream of the screen [m]

Xo Virtual origin of turbulence decay . [m]
Gréek Letters

o Fraction bpen area of the screen -]
B(d,d’) Daughter bubble size distribution -]

£ - Energy dissipation rate ' ’ , [m?.s>
A(d d’) Coalescence efficiency : ‘ [~]

U Dynamic viscosity [kg.m"l.s'1

v(d) Number of daughter bubbles formed by breakage of bubble d -1

P Density , [kg.m]
o Static surface tension ' : N.m™]
¢ Dispersed phase volume fraction ; -]
Subscripts

c continuous phase

d  dispersed phase
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Abstract

An approach for predicting the spatial variation of the energy dissipation rate downstream
of a screen is proposed in this paper. It is based on extending the use of the homogeneous
and isotropic turbulence decay equation to the very thin anisotropic region adjacent to the
screen. Whereas the decay exponent and origin were kept constant in conformity with

other previous investigations; the decay coefficient was slightly altered.

This approach was found to be capable of predicting the experimental energy dissipation
data obtained using liquid flow through screens and screen-type static mixers reasonably _

well over a wide range of design and operating conditions.

Keywords:

Screen, wire mesh, pressure drop, drag coefficient, energy dissipation, turbulence decay.

3.1 Introduction

Over the past years, there has ‘been a growing interest in the use of tubular reactors
equipped with static mixers as they present an attractive alternative to conventional
agitation due to their inhefent advantages whereby similar or better performance can be

achieved at lower capital and operating costs (Thakur et al., 2003). Recently, a new type
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of static mixing element was introduced in which screens or grids are used to repetitively
superimpose an adjustable uniformly-distributed turbulence field on the nearly plug flow
conditions encountered in high velocity pipe flows. This characteristic made them
particularly effective in processing multiphase systems (Al Taweel and Chen, 1996, Azizi
and Al Taweel, 2008). Moreover, the very high turbulence intensities generated in the
regions adjacent to the screens resulted not only in the formation of fine dispersed phase
~ entities (bubbles and/or drops) but also considerably enhanced the value of the interphase
mass transfer coefficient (Al Taweel et al., 2005 and 2007). The relatively uniform
energy dissipation rates prevalent in the downstream regions behind screens offer ideal
conditions for investigating' bubble and drop breakup and coalescence under turbulent
conditions -and the assessment/screening of the various models proposed for such
processes. In addition, the quasi-isotropic turbulence generated by grids was taken
advantage of to study the effect of turbulent mixing on the .evolution of chemical
reactions (Bennani et al.‘, 1985) and served as a medium for testing the applicability of

micromixing models (Bourne and Lips, 1991).

Previous investigations have shown that a radially uniform velocity profile would be
attained downstream of a screen in a tubular contactor even at low superficial velocities.
In addition, screens were utilized to reduce axial and radial dispersion making plug flow
conditions more easily attainable (Ziolkowéki and Morawski, 1987), a favourable
situation when designirig tubular chemical reactors. Screen catalyst beds are also often -
used for very fast reactions such as tlie oxidation of ammonia into nitric oxide in the

production of nitric acid (Farrauto and Lee, 1990).

The ability of screen-type static mixers to promote contact between immiscible liquids
was found to be about 5-fold more energy efficient than mechanically agitated tanks
equipped with Rushton-type impellers (Al Taweel and Chen, 1996). This factor,
combined with the high inter-phase mass transfer coefficients achievable Behind screens,
resulted in inter-phase mass transfer coefficients as high as 13 s being achieved in the
case of liquid-liquid dispersions, and enables for 99% of the equilibrium conditions to be
achieved in less than 1 s (Al Taweel et al., 2007). Similarly, the use of muiti-stage screen-
type contactors to promote gas-liquid contacting resulted in interfacial areas as high as

2700 m*/m? being efficiently generated in the case of gas-liquid systems (Chen, 1996)
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while oxygen transfer efficiencies as high as 4.2 kg/kWh were achieved even .in the

presence of surfactants (Al Taweel et al., 2005).

Screens have long been used to modify fluid motion for the production or reduction of
turbulence scales and intensity, and to remove or create mean velocity non-uniformities
(Oshinowo and Kuhn, 2000). Consequently, a relatively large body of knowledge is
available concerning the nature of grid-generated turbulence and how it is affected by the
nature of flow as well as by the characteristics of the wire mesh used (Gad-El-Hak and
Corrsin, 1974; Grdth and Johanssdn, 1988; Lance and Bataille, 1991; Briassulis et al.,
2001; Kang et al., 2003). In most of thése studies, which pertain to the use of screens for
flow conditioning in wind tunnels, attention was focused on the various aspects of the
spatial decay of turbulence and its governing laws, but none addressed the spatial

distribution of the energy dissipation rate caused by the presence of grids/screens.

Since the rate at which turbulent energy is dissipated greatly affects breakage and
coalescence processes, knowledge of the spatial distribution of the local rate of turbulent
energy dissipation, &, is of paramount importance for the study of .multiphase flows
through screens, and consequently the design and optimization of multiphase
contactors/reactors utilizing wire meshes to modify flow conditions and/or intensify

contact between the 'phases.

Preliminary investigations (Groth and Johansson, 1988; Bourne and Lips, 1991; Chen,
1996) suggest that a very rapid decay of the turbulent energy dissipation takes place in
 the very thin layers located immediately after the screeh, and that bubble/drop breakup is
therefore expected to dominate in this high-energy dissipation region. On the other hand,
‘coalescence becomes significant further downstream where low . turbulent energy
dissipation rates prevail. These findings highlight the importance of accuratefy
determining the spatial variation of the energy dissipation rate if the simulation results of

multiphase flows are to bear a close resemblance to those actually occurring.

The objective of the current investigation is to develop a simulation approach to be used
for predicting the spatial variation of the energy dissipation rate downstream of a screen.

This is to be accomplished by balancing the average enefgy dissipation rate predicted
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from the spatial variation of & behind the screens with those experimentally determined

from pressure drop measurements.

3.2 Pressure Drop for Liquids Passing Through Screens _

The interaction between a screen or grid and the fluid passing through it at krelatively high
velocities, results in the turbulent dissipation of energy which is directly proportional to
the pressure drop across the screen. The local value of the turbulent energy dissipation
rate decays rapidly downstream of the screen; where, the eddy or length scales increases
as one moves away from the screen (Oshinowo and Kuhn, 2000). Accurate information
concerning the pressure drop across a:screen is therefore necessary in order to validate .

the predictions of the energy dissipation rate downstream of the screen.

The pressure drop across the screen is caused by the contribution of both viscous and
inertial resistances. The viscous resistance usually dominates in the laminar flow region
where the pressure drop is attributed to the viscous drag (i.e. skin friction at the surface of -
the screen wires)v. At higher flow rates, the effect of the viscous forces become relatively
unimportant and the total inertial pressure losses result mainly from the turbulent vortices
and pressure drops caused by sudden enlargement and sudden contraction around the

wire mesh screen.

In this section, éxpressions for estimating the drag coefficient for screens will be
| developed and compared with experimental results obtained using liquids passihg
through tubular contactors equipped with screen-type static mixers. This information will
then be used in Section 3.3 to accurately estimate the enérgy dissipation rate and the

parameters required to describe its spatial decay.

3.2.1 Predicting the Drag Coefficient of a Screen
In a fashion similar tc; flow past submerged objects, flow across screens can be analyzed
using one of the‘ many drag coéfﬁcient expressions proposed by several authors (Gad-El-
Hak and Corrsin, 1974; Ehrhardt, 1983; Groth and Johansson, 1988; Chen, 1996). On the
other hand, the pressure drop across screens was also tréated analogously to that of flow
through orifices by other investigators (Chhabra and Richardson, 1985) where the loss

coefficient was analyzed as a function of the Reynolds number.
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To express the magnitude of the screen pressure drop, the drag coefficient, ¥, is defined

as:
¥ = T—AP—; | 3.0
Vo:pU |
‘The drag coefficient was found to be a function of the percentage open area of the screen,

- Ub ' |
the wire Reynolds number, (Reb :__p_), and the Mach number. However, for
incompressible flow, this resistance coefficient becomes independent of the Mach

number (Laws and Livesey, 1978; Ehrhardt, 1983; Groth and Johansson, 1988).

Ehrhardt - (1983) proposed a commonly used expression for calculating the drag
coefficient of screens which was found to be in close agreement with the results obtained
using different approaches to model the pressure drop (Chhabra and Richardson, 1985).
He investigated several liquids flowing through a large number of different types of wire
meshes and proposed an empiriéal correlation for the drag coefficient as a function of the
wire diameter, flow rate, and the physical properties of the liquid, which is applicable for
Rep = 0.5-1,000 and o = 0.25-0.68. |

49 l-a
Y= 0.72+Re_b/ ( = )
a

Groth and Johansson (1988) adopted the expression proposed by Pinker and Herbert

(3:2)

(1967) and Laws and Livesey (1978) to express the drag coefficient of a screen as a

function of wire Reynolds number and the screen open area:

-

(3.3)

1-a?
2 N

¥ = f(Re, ) -

/

They reported that the function f{Res) approached a constant value of 0.45 at high Re; but

increased dramatically as Re; decreased below 100. This compares well with the constant
value of 0.52 reported by Pinker and Herbert (1967).

Based on an experimental investigation conducted using a wide range of screen porosities
(o0 =0.27-0.73) and smaller wire diameters, Chen (1996) used an approach similar to that |
of Ehrhardt (1983) and achieved an improved correlation of the experimental data using
the following expression:
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;’(1"2“ ) | " (3.4)
i

It should be noted that the screens utilized in that investiga:cion were made of smaller wire
diameters (wire diameter smaller than 2 mm as compared to sizes larger than 2 mm

utilized in the work-of Ehrhardt (1983)).

322 Experimental Determination of the Drag Coefficient of Woven Screens

With the exception of the investigations conducted by Ehrhafdt (1983) and Chhabra and
Richardson (1985), all other studies were conducted using gases flowing through grids
and screens because of the relevance of this situation to wind tunnels whereas few
investigators addressed the turbulence characteristics in the case of oscillating or rhoving
grids used to generate turbulence without mean shear flow (Bache and Rasool, 1996,
2001; Kang et al., 2003; Bérry and Ivey, 2003; Schulz et al., 2006). Furtherrhore, most
liquid investigations were carried out using coarse grids with large percentage open area
and rare were the investigations reporting measurements of pressure drop even though

such information is of paramount importance to the chemical process industry.

Henée, the effect of single phase flow velocity on the pressure drop across screen-type
mixing elements has been experimentally investigated by Chen (1996) and El-Ali (2001)
using the setup schematically depicted in Figure 3.1. Watér was metered and pumped to a
mixing section equipped with eqﬁally spaced screen-type static mixers and the pressure
drop across the screen set (the number and characteristics of which was altered over a
wide range) was measured using a water-on-mercury manometer and/or a differential
. pressure transmitter. A relatively large number (6-9) of screen elements was used in order
to minimize the errors resulting from slight variations in screen construction but adequate
inter-screen spacing was maintained to eliminate interaction between the screens. Table
6.3 summarizes the range of experimental and operating conditions used in these studies
whereas Figure 3.2 shows a schematic representation of the geometry of the screen
elements whose characteristics are summarized in Table 3.2 (Screens are generally

characterized by their mesh size, M, wire/bar size, b, and the fractional open area, );

40



Figure 3.1: Schematic representation of the setup used't‘o study the hydrodynamics of
: flow through screens. '

e M|

Figure 3.2: Geometry of the woven screen elements used in this investigation.

Table 3.1: Experimental conditions investigated (Chen, 1996; El-Ali, 2001) "

Pipe ID, D 21;25.4 mm
Inter-screen spacing 1‘/0; 70 mm
Superficial velocity, U, 0.5-2.63 m/s

Screen fraction open area, «, 0.27;0.31;0.41; 0.484

Wire Reynolds number, Re; ‘45 -1680

Pressure drop across one screen | 0.3 to 12.3 kPa

41



Table 3.2: Characteristics of the woven screens investigated (Chen, 1996; El-Ali, 2001).

Screen Wire Size, b Mesh Size, M Open Area, a
No. (mm) (mm) (%)
I 0.508 1.058 27
11 0152 0362 33
10 0305 0.845 4
Y 0.640 2117 48 4

The measured total pressure drop in the tubular reactor/contactor equipped with screen
type static mixers used in this investigation stems from the frictional losses associated
- with fluid flow through the pipe in addition to the losses due to the flow through theA
screens. - Consequently, the pressilre drop across an empty pipe (caused by the combined
effect of the frictional losses as well as the entrance and exit effecté) were separately
‘determined in the absence of screens and subtracted from the overall pressure drop data
in order to determine the drag coefficient. However, these deviations were found to

constitute only a small fraction of the total pressure drop (less than 5%).

3.2.3 Comparison with Experimental Results

The aforementioned experimental results were used to test the various exp‘ressions.
available for predicting the drag coefficient [Eqs. 3.2-3.4]. The expression proposed by
Groth and Johansson (1988) was not included since no analytical expression for f{Re)
 was provided. The normalized drag coefficient, ¥[a*/(1-a)] was then used for comparison
purposeé in order to account for the entire set of experimental results (obtained using a
- wide range of screen geometries), and to isolate the dependency of the’drag coefficient,
¥, on the screen open area, a,. The nomélized wire Reynolds ,number, Rey/a, was used

instead of the conventional Reynolds number for the same reason.

As can be‘clearly seen from Figure 3.3, the correlation proposed by Ehrhardt (1983), was
found to yield drag coefficient values that decreased with increasing Re, Value‘s,
(ultimately reaching a quasi-constant value for Re; > 250). It under-predicted the
experimentally determined drag éoefﬁcienfs obtained at low wire Reynolds numbers but

over-predicted those obtained at higher ones. On the other hand, the expression propbsed

42



by Chen (1996) predicts a continuously decreasing drag coefficient over the range of Rey

- values investigated, and achieves much better fit to the experimental data.

The importance of using the right drag coefficient expression is clearly evident when one
considers the ability of both expressions to predict the pressure drop across screens. As
can be seen from Figure 3.4, both the Ehrhardt (1983) and Chen (1996) correlations yield
godd agreement with the experimental data at relatively low pressure drops (i.e. low
superficial velocities and small percentage open area). On the other hand, whereas the
Chen’s correlation yields good agreement with the experimental values at pressure drops
as high as 12.3 kPa per screen (less than 19 % error), errors as high as 110 % occur when

the Ehrhardt (1983) correlation is used at such high pressure drop values.

10

—~~~ Ehrhardt (1983)
— Chen (199%)
o=27%
a=33%
a=41%

e}
\%
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Figure 3.3: Comparison between the various correlations used to calculate the drag
~ coefficient and the experimental results used in this study. '
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Figure 3.4: Parity plot of simulated values of pressure drop per screen agéinst
N experimental results

The raw data used to generate this parity plot are included in Appendix B.

3.3 Energy Dissipation Rate behind Grids and Screens

The flow behind screens can be considered as a closely-packed set of jets that approach
each other as they move downstream, finally coalescing into what may be considered an
essentially uniform flow (Figure 3.5). The flow through a grid may thus be subdivided
* into three regions (Baines and Peterson, 1951): a) the free stream region well ahead of the
screen; b) a region at which the jéts emerging from the openings are expanding but are
-still éssentially un-coalesced; c) a free stream region well behind the screen. Recently,
Briassulis et al. (2001) subdivided the turbulence profile for the flow behind a grid into
three characteristic regions. First is the developing region close to the grid where rod
wakes are merging and the production of turbulenf kinetic energy takes place. This region
is followed by one where the flow is nearly homogeneous and isotropic but where
appreciable energy transfer from one wave number to another occurs. This region is best

described by the power-law decay of velocity fluctuations. The third or final region of

1
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decay is farthest down‘stream'of the grid and is dominated by strong viscous effects acting
directly on the large energy-containing eddiés. The interaction among those three regions
makes it difficult to accurately predict the flow behind screens. ’Consequently, although
extensive information concerning the nature of grid-generated turbulence is a_vailable in
the literature (Gad-El-Hak and Corrsin, 1974; Groth and Johansson, 1988; Lance and
Bataille, 1991; Briassulis et al., 2001; Kang et al,, ‘2003), none of the previous
investigator addressed or formulated an approach for modeling the spatial decay of the
energy dissipation rate in the entire downstream region behind grids/screens. Such
information is of critical importance for the desigh of multiphase contactors/reactors as
the rate of energy dissipation within the mixer plays a crucial role in determining the
drop/bubble size distribution of the flowing dispersion as well as the rate at which heat

and mass is transferred between the phases.

Figure 3.5: Incompressible shear layer flow behind a grid (Briassulis et al., 2001).

An approach describing the spatial decay of the rate of energy dissipation b_ehind the
screen is therefore proposed in the following section. It is then validated by comparing
the experimentally-determined volume average energy dissipation rate in the system,

~with the spatial average rate obtained using the proposed simulation approach.

3.3.1 Modeling the Rate of Energy Dissipation in Screens

The turbulence structure generated downstream of the screen is controlled by  the
up;tre_am superficial velocity as w’en as by thé screen ch_aracteristics such as its mesh
size, M, wire/bat/rod size b, and the fractional open area a. It is also wéll known that the

local value of £ downstream from screens undergoes dramatic variation along the axis of
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flow with the maximum value being encountered in the immediate vicinity of the screen
(Groth and Johansson, 1988; Lance and Bataille, 1991). Whereas the turbulence
generated up to 10-20 M from the centre of the screen depicts anisotropic characteristics,
the vortex trails formed give way to a radially vhomogeneous and nearly isotropic
turbulence which gradually decays. In the latter region (i.e. when x > 10 M), the decay of
grid-generated turbulence can be described by power laws such as (Bourne and Lips,

1991; Stewart and Hug, 2006):

Gl e

where C is the decay coefficient, (x/M), is the virtual origin of the turbulence decay, and
n is the decay exponent. Because these powef laws are based on experimental observation
obtained using various grid geometries, the value of these parameters vary significantly
in the literature (Groth and Johansson, 1988; Mohamed and LaRue, 1990; Kang et al.,
2003). |

~ Table 3.3: Range of the turbulence decay equation constants

Open area, o .n C ( %/[ )0 , Author§
0.56-069 |115-133| 7.1-35 2-5 Comte-Bello;t and Corrsin (1966)
0.63 128132 13.2-15 0 Gad-El-Hak and Corrsin (1974)
0.56—-0.71 1-1.34 25.2 0-6 Groth and Johansson (1988)'
0.56,0.66 |095-142]127-1095| 0-6 Mohamed and LaRue (1990)
0.64 11 | 285 | 3 Stewart and Hug (2006)

In their study, Mohamed and LaRue (1990) analyzed data from their experimen‘_cal results
and other previous studies, and concluded that a decay expon'ent value of n=1.30,and a
virtual origin value of x, = 0, are recommended for use for all values of Reynolds
number, mesh size, open area and rodvshape. But, the value of the decay coefficient, C,
was found to vary as a function of these conditions. These results are in accordance with
the findings of Groth and Johansson (1988) who found a decay exponent of n = 1.32 is
needed when all data béyond 0.8M are to be included in the decay law, which in turn was
in agreement with the works of Comte-Bellot and Corrsin (1966), and Warhaft and
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Lumley (1978). However, as can be seen from Table 3.3, the various consfants used in
Equation (3.5) vary over a wide range although they were obtained using a relatively
narrow open area range (@ = 56-71%), and no investigations addressed the small o

values of interest to the design of screen-type static mixers.

A large part of the discrepancy in'the repoﬁed values of the various decay equation
parameters can be attributed to the possibility that there may not be a universal self-
preserving state. One other possible reason for such variations can be attributed to
inconsistenci¢s in performing the data analysis. Thus whereas the data obtained in the
close vicinity of the grid (where the flow is anisotropic) is accounted for in some studies;
such data were opted out of the analysis in other investigations. In addition, the Virtuél
origin of decay was never determined in a consistent and objective manner (Mohamed |

and LaRue, 1990).

To overcome these inconsistencies, and to facilitate the design of screen-type catalytic
reactors, flow modifiers and multiphase contactors/reactors, a novel apprbach capable of
accurately predicting local energy dissipation rate for flow through screens was
developed. It represents an improvement over the monotonic decay function recently
used to simulate bubble breakup and coalescence in screen-type static mixers (Azizi and
Al Taweel, 2007) which was found to be incapable of fully .accounting for the total
pressure drop across screens. In the pyeseﬁt approach, constant energy dissipation rate is
assumed to prevail in the very small distance between the center of the screen and point
A which represents the virtual origin of the region where the micro-jets formed by the

screen coalesce and turbulence decay begins (Figure 3.6).

3.3.2 Determination of the Turbulence Decay Parameters
For isotropic turbulence where the kinetic energy of turbulence is given by, &k = 3u) 5 the

equation used to determine the rate of turbulent energy dissipation and its spatial rate of

decay behind screens can be derived from Equation (3.5) yielding the | following

3 . —~(n+1) ‘
go Gk _3nU _Z“__(_x_j (3.6)
d 2.M-C|M \M), | |
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As mentioned in section 3.1, the value of the parameters used in this equation (the décay
coefficient, C; the virtual origin of the.turbulence decay, (x/M),; and the decay exponent,
n) vary significantly in the literature. The present approach is based on the use of well
éccepted values of n and ,(x‘/M)o whereas the decay coefficient was slightly altered to fit
the experimental data. Consequently, in agreément with the recommendations of
Mohamed and LaRue (1990), Groth and Johansson (1988),‘ Warhaft and Lumley (1978),
and Comte-Bellot and 'C'orr‘sin (1966), the use of a zero virtual origin (i.e. x, = 0) and a
* decay exponent of n = 1.32 was adopted to describe the spatial variation of ¢ for x >
0.8M. To ensure continuity; the value of € in the initial anisotropic region was taken to be

equal to that calculated at the start of the decay (at x = 0.8M).

Accurate estimates of the remaining parameter, namely the decay coefficient C, are
therefore needed in order to represent the spatial variation of the energy dissipation rate
accurately. To accomplish this, the spatial average energy dissipation rate for fluids
passing through screens, obtained using Equation (3.7), should closely match with the

volume-average energy dissipation rate behind screens calculated using Equation (3.8).

L
Egim = _1' _‘.8 dx (3.7
L; ‘
g’.exp — U'Al)screen (38)
p-L

where, L is the inter-screen spacing in the contactor in question and APge., is the

pressure drop across the screen.

In the current study, the value of C is considered to be a function of the screen geometry
only and does not depend on the flow velocity or Reynolds number. This contrasts with
the approach adopted by most investigators, where the value of C is allowed to vary with
the ﬂow velocity, thus reducing the level of empiriciém while simplifying computational
effort without affecting the ability to accurately fit the experimental data within the range
investigated. The values of the decay coefﬁcient C that best fitted the experimental
results are presented in Table 3.4. As can be seen from Figure 3.7, the value of C does not

change much with o at ‘small percentage open area; however, it begins to increase

significantly for a values larger than 33%. This suggests that
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the use of screens with small open area will result in the generation of high turbulent
energy dissipation rates that dissipate slowly whereas the of screens with smaller solidity
will result in lower energy dissipation rétes that has a faster decay rate.

The raw data used to calculate the individual values of the decay’ constant, are included in

Appendix B.

Table 3.4: Values of the decay coefficient C.

Screen No. | Open area a, (o) | Decay coefficient, C
I 27 1.72
il 33 1.82
111 41 3.15
vV 48.4 6.22

As can be seen from the parity plot shown in Figure 3.8, the proposed modeiling
approach presented in this investigation can accurately predict the average energy
dissipation rate experimentally obtained over the wide range of operating and design

conditions given in Table 3.1and Table 3.2.

5000

i & 8
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»
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Figure 3.8: Parity plot of simulated and experimehtal average values of the energy
dissipation rate (averaged over 1 cm behind a screen).

Figure 3.6 clearly shows that fluids passing through screens are exposed to a region of
constant high energy dissipation rates the thickness of which is controlled-by the screen
“mesh size. However, the value of ¢ to which the fluid is exposed to is dramatically

reduced as the fluid flows further downstream from the screen (with up to 160-fold
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. variation in & being observed within a 7M distance downstream of the screen). The
residence time within the region of high energy dissipation, and the maximum level of
local energy dissipatioh rates encountered in these regions, are therefore a function of the
screen characteristics and the superficial velocity of the fluid passing through them
(Figure 3.9). - ‘

Even though very high values of local energy dissipation rates can be achieved by
passing fluids thrdugh screens (up to 40,000 W/kg), thé' corresponding residence time
under such conditions is very short (as low as 150 ps) unless multiple screens are used.
The ability of appropriately selected screens to focus energy dissipation rates within a
very small volume that is uniformly distributed across the flow direction can thus result
in significant enhancement in micro-mixing and inter-phase mass transfer without

substantial demands in terms of total energy cbnsumption rates (Al Taweel et al. 2008).
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Figure 3.9: Effect of superficial velocity on the maximum energy dissipation rate and the
residence time in the high energy dissipation region.

As can be seen from Figure 3.9, the maximum energy dissipation rate reached for the
flow through a 33 % open area screen is significantly larger than that attained using a
screen of 27 % open area (about 2.8-fold higher at a velocity of 2 m/s). This apparent
contradiction to the aforementioned conclusions is attributed to-the fact that the 33 %
open area screen used in this investigation has a smaller wire diameter and mesh spacing;

which, according to Equation (3.6) results in higher turbulent energy dissipation rates.
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The importance of accurately pfedicting the rate of energy dissipation for ﬂow. through
screens can best be illustrated by considering the effect it has on the drop breakup
encountered as an immiscible dispersion is passed through screens. The results depicted
. in Figure 10 (which were obtained using the well known drop breakage and coalescence
m;del of Coulaloglou and Tavlarides (1977) to predict the drop size distribution in
tubular contactors equipped with a 9-stage screen-type static mixers) clearly show that

the formation of finer dispersion is predicted when the high energy dissipation region
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_Figure 3.10: Effect of accurate modeling of local energy dissipation rate on the predicted
drop size distribution (9 screens, o =27 %, U= 1 m/s)

present near the center of the screen is taken into account. Conversely, the predicted
Sauter mean ‘diameter was found to be significantly larger when only the energy
dissipation rate present in the turbulently decaying region is taken into account. These
findings draw attention fo the need for accurately simulating the local energy dissipation
rates near the tip\ of the Rushton-type impellers commonly used for dispersing immiscible
liquids. Although the approach recently used by many investigators (in which the energy
dissipation in the region surrounding the impeller is averaged over 2-3 times the volume
swept by the impellerj represents a significant improvement over earlier efforts in which
the spatial variation in energy dissipation rates was. not taken into account, better
resolution of the spatial variation of local energy dissipation (in a fashion similar to that

" adopted in the present investigation) is needed if one is to be able to accurately simulate
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the complicated drop breakage and coalescence processes and predict the drop size
distribution achievable in industrial units. This is particularly true in the presence of
surfactants which retard the coalescence of the fine drops formed in regions of hig:h local

energy dissipation rates!

'

3.4 Conclusions

An approach for modelling the spatial variation of the energy dissipation rate behind a
grid was proposed in this paper. It is based on extending the use of the honﬁogeneous and
isotropic turbulence decay equation to the anisotropic region of the flow. In éccordance :
with the findings of prévious investigators, the turbulence decay origin and decay
exponent were kept constant and independent of the screen geometry and operating
conditions. However, the screen-specific turbulence decay coefficient could be
determined 'by balancing the volume average energy dissipation rate, obtained from
pressure dfop measurements or estimations, with the estimated spatial average energy

dissipation rate.

The proposed turbulence decay profile behind a grid was divided into two regions: a) a
region of constant high energy dissipation rate prevalent over a certain distance
downstream of the grid, and b) a region of fast decay where the homogenous isotropic
turbulence decay equation applies. Using this representation for modeling the spatial
variation of the energy disSipation rate, all energy sources for the flow through séreens
were accounted for and the calculated values matched the experimentaiiy'detennined

volume averége ¢ data quite well,

Even though energy dissipation rates as high as 40,000 W/kg could be reached in the first
region, the corresponding residence times are as low as 150 ps. Therefore, micro-mixing
and inter-phase mass transfer can be significantly enhanced at low total energy

consumption rates.
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3.5 Nomenclature

b Wire diameter | [m]
C Turbulence decay equation constant -]
k Kinetic energy | [m*s?]
L Distance between two consecutive screens [mm)]
M Screen mesh size : _ [m]
n Turbulence decay equation exponent o !
Re, ~ Wire Reynolds number ' : -1
t Time : [s]
U Mean velocity ‘ | [m.s;l]

-b X Distance down the screen : [m]
Xo Virtual origin of turbulence decay 4 [m]

, Greek Lettevrs |
o Fraction open area of the screen -]

Pr‘essufe drop : [N.m?]

£ Energy dissipation rate [m*s?
U Viscosity : ’ [kgm™s™]
p Density : | [kg.m”]
v Drag coefficient of the screen , -]
Subscripts

exp ‘ experimental data

sim simulated data
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Abstract

Multiphasé flows play an important role in the chemical and process industries and
significant strides have fecently been achieved in the design of such systems. ﬁs_ing the
population balance models. However, some uncertainties still remaiﬁ concerning the

stability and accuracy of the numerical solution of such iritegro-differential equations.

This paper proposes a new methodology for solving the discretized population balance
‘equation by minimizing the finite domain errors that often arise while diécretizing the
drop size domain. It relies on the use of the s_izé distribution sampling approach combined
with a moving grid technique. In addition, an enhanced solution stability algorithm was
pfoposed and which relies on mqnitoring the onset of errors in the various birth and death
terms encduntered in PBE. It consequently allows for corrective action to be undertaken
before the errors propagate in an uncontrollable fashion, and was found to improve the
stability ‘and robustness of the solutioﬁ method even under very high shear rate

conditions.

'The proposed algorithm was tested using the model of Coulaloglou and Tavlarides under

breakage and coalescence dominated conditions in low, moderate and high energy

57-


mailto:Al.Taweel@Dal.Ca

dissipation regions, and was found to provide a stable solution that accurately predicts the

quasi-equilibrium Sauter mean diameter.

Keywords: Population balance equations, Numerical solution, Stability, Size distribution,
Breakage, Coalescencc, Flocculation.

4.1 Introduction

_Systems containing bubbles, drops are encountered in a wide range of industrial and
’envirc')nmental operations such as the produétion, storage and transport of oil and gas
resources, oil sand extraction and processing, power generation,‘biofechnology, mineral
and metal processing, water and waste water treatment, soil _remediation, as well as
various operations encountered in th¢ chemical process industry. Unfortunately, design
information concerning processing units handling multi-fluid system is traditiohally
obtained using experimental, semi-theoretical, and simplified mathematical methods; a
practice that conceals many of the h‘ydrodynamic‘ details and non-idealities.
Consequently, many of the equipment designs ‘presently in use are based on the
experience of eXperts applying rules of thumb and processes that are sensitive to local
phenomena and reactant concentrations are therefore difficult to design or scale-up
because the design correlations do not usually take scaleup into account. The consequent
use of excessive safety margins results in inefficient performance and excessive capital

expenditures.

The complex interaction of the various mechanisms involved in multiphase mixing
processes makes it very difficult to scale-up and design multiphase contactors/reactors
from experimental data (Marchisio et al., 2003). Consequently, most of the units
presently used are inefficiently designed with subsequent adverse effects on the reaction
yield and selectivity and/or the mass transfer performance. The design of multiphase
contactors/reactors thus requires not only a knowledge of the dynamic properties of the
dispersion, such as drop/bubble size distributions and residence time, but also the rate of

drop/bubble breakup and coalescence.

A detailed description of the dispersed phase characteristics can be obtained by using the
population balance models [PBE] that were introduced in th¢ mid-60s to simulate

chemical engineering operations. PBE have since become a well established tool that is.
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widely used for simulating dispersed phase operations because it has the advantage of
being able to describe drop/bubble breakage and coalescence processes in terms of

identifiable physical parameters and operational conditions.

However, the biggest uncertainty associated with the use of PBE to simulate multi-fluid
pr‘oceésing (i.e. immiscible liquid-liquid and gas-liquid dispersions) remains the
identification of the breakage and coalesceﬂce kernels that can accurately describe what
happens in turbulent flows. This arises from the fact that single particle iriferactions, for
example agglomeration or breakage of fluid particles, can be described by a plethora of
different models with a varying degree of detail and complexity (Motz et al, 2004).
Furthermore, fhe complexity of the birth and death rate functions used to represent
~ breakage and coalescence in real physical situations dictated the use of numerical or
statistical solution methods to obtain accurate solutions since analyﬁcal solutions are rare
‘and i'nclude‘ major simplifying assumptions that may not be met in practice (Jairazbhoy
and Tavlarides, '2000). Sufficiently stable and accurate computational methods are
therefore needed in order to solve the complex mathematical structures arising from the

use population balance based modeling approach.

Over the years, several numerical techniques (e.g. method of moments, method of
weighted residuals, method of lines, finite difference or discretization methbd, orthogonal
collocation, finite element methods in combination with collocation procedures,
stochastic methods) have been used to solve the PBE describing dispefsed phase
behaviour in multiphase contactors with varying degrees of accuracy (Venneker et al.,
2002; Doraq and Jakobsen, 2006; Schmidt et al., 2006; Alopaeus et al., 2007). Such
techniques have been reviewed and compared by' various investigators, resulting in a
wide array of contradicting conclusions and a common general recommendation still
remains elusive (Vanni, 2000; Jairazbhoy and Tavlarides, 2000; Ramkrishna, 2000; Motz
et al., 2002‘; Attarakih et al., 2004, Balliu et al., 2004). This results from the fact that
many solution methods were developed for specific cases which limits their application
to other situations. For example, the method of moments is considered as an efficient
method to solve the PBE at the expense of a slowef convergence as compared to the
Iﬁethod of weighted re_siduals (Jairazbhoy and Tavlarides, 2000), but its solution gives no

information about the shape of the distribution. However, if required, additional
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algorithms can be used to reconstruct the distribution from the calculated moments by
performing inverse transformations (Diemer and Olsen, 2002). ‘On the other hand, its
application under conditions that requiré the coupling of one moment with higher-order
moments becomes impossible. To mitigate this problem, the quadrature method of
moments was proposed; nevertheless, its application is also limited to situations where no

more than a few moments are required (Dorao and Jakobsen, 2006).

In many instances, the computed dynamic behaviour was found to depict a strong
dependence on the selected numerical method, which consequently affects the
identification of model parameters from experimental data (Motz et al., 2002)
Nevertheless, no systematic evaluation of the errors involved in such approaches has
been undertaken, and the results obtained using present algorithms and models are often
- not very sensitive to the models assumed. This could be attributed to the questionable
reliability of the different solution methods since their accuracy was often determined by
_ comparing each numerical solution to itself (Dorao and Jakobsen, 2006). In addition, the
discrimination between the many expressions used to describe the sub-processes involved
in the breakage and coalescence models cannot be properly' undertaken because of the
lack of experimental results obtained under well-known and controlled hydfodynamic

conditions.

Starting with the work of Valentas and Amundson (1966), the method of discretization of
the continuous PBE has emerged as an attractive alternative to the various other
numerical methods of solutions (Kumar and Ramkrishna, 1996. a,b; Balliu et al., 2004)
and has been successfully employed to provide accurate numerical solutions of the PBE .
(Chen et al., 2005; Schmidt et al., 2006; Azizi and Al TaWeel, 2007; Podila et al., 2007,
Laakkonen et al., 2007). '

Using this approach, Al Taweel et al. (2002) proposed an algorithm for the solution of the
PBE based on feducing the error resulting from discretization in the drop‘size domain
while maintaining optimum drop size integration ranges to describe the pOpulétion. This
algorithm was successfully employed to describe multiphase operations (Azizi and Al
Taweel, 2005, 2007); howevér, it was found to be unstable under high shear conditions.

This was attributed to the very high breakage and coalescence frequencies that are
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’expected to dominate in such regions, which caused a ‘divergent solution to be
encountered in many cases. The objective of the current work is therefore to develop a
stable and rdbust algorithm for numerically solving the population balance equation. This
algorithm is based on a more accurate representation of the drop size distribution, in

addition to a sub-process control scheme to manage the stability of the solution.

The importance of this work becomes evident when one considers the very high local
energy dissipation rates encountered in a variety of chemical reactors/contactors such as:
rotor stators, impinging jet reactors, ultrasonic dispersers, colloid mills, liquid whistles,
high pressure and né.rrow-gap homogenizers as well as in screen-type static mixers. This
situation also appears in the commdnly used mechanically agitated tanks in the regions

adjacenf to the impeller (i.e. the trailing vortex).

4.2 The General Population Balance Equation

Population balance equations describe the temporal variation in dispersed phase
- characteristics (e.g. size, mass, temperature, age, and species concentration) where the
dispersed phase is considered as an assembly of drops/bubbles whose individual
identities are being continually destroyed and recreated by the dynamic processes
occurring within the system. The extent of drop/bubble breakup and coalescence in
turbulently flowing liquid-liquid, or gas-liquid, mixtures thus governs the evolution of the
drop/bubble size distribution in the disperéion, and consequently the interfacial area of
contact between the phases. Under such conditions, the hydrodynamics and the interfacial
forces are the major factors affecting the changes in the " interfacial area of contact
between the phases. Consequently, breakage and coalescence processes take place
simultaneously until a quasi-equilibrium state is reached, where the dispersion and
coalescence rates become comparable and no net changes in drop/bubble size and

drop/bubble size distribution are observed.

The use of PBE to model these processes leads to an integro-partial-differential equation
for which there exists very limited analytical solutions (usually obtained at the expense of
: aséuming unrealistic major simplifications). Venneker et al. (2002) presented the PBE

given by Ramkrishna (1985) in its most general form as,
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‘ 8}_1(x, r,t)

5 +V - kn(x,r,t)+V, un(x,r,t)=B(x,r,Y,t)-D(x,r,¥,t)  (41)

iﬁ which, n(x,r,f) is the number density probability of the property under consideration as
a function of the property vector \x, the physicél position of the particle 7, and the time 7.
In this expression xis the growth rate of the particle due to processes other than
interaction with other particles, and u, is the velocity of the particle. The continuous
phase variables which may affect the particle property, are represented by the vector,
Y(r,f). On the right hand side, B(x,r,Y,¢) represents the birth rate or production by either
breakage of larger bubbles or coalescence of smaller bubbles, while D(x,r, Y,f) represents
the death rate or destruction by breakage into smaller bubbles and by coalescence into

larger ones of particles of a particular state (x,7) at time .

~ Such a complex formulation thus requires a discretization scheme in the drop size domain
to transform the partial differential equation into a set of ordinary differential equations
which are easier to solve numerically. Therefore, assuming that no heat and mass transfer
takes place and neglecting the effect of chemical reactions, and the convection in and out |
of the system, the rate of change of concentration of drops/bubbles of diameter d with
time can be expressed as a univariate PBE. For a locally isotropic turbulent field, this

equation can be written as (Coulaloglou and Tavlarides, 1977),

o[ N(r)4(d.t)]

ot

= B, (d,t)- D, (d.t)+ B,(d,t)-D,(d,t)

() T A d) (@) 2(@) A ) da

~N(t)-g(d)-4(d,¢)

[N (O] /zf% h((aﬂ _an)s ,d') | @2

xz((aﬂ —d'3)% ,ar'}A((ar3 —d'3>% ,t)A-A(d')dd'

- p iV |
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where- Bb,‘Db, B., and D, are the birth rate by breakage, death rate by breakage, birth rate
by coalescence, and death rate by coalescence, respectivély. The first two terms on the
right hand side respectively represent the rate of formation and loss of drops/bubbles of
diameter & due to breakage; where, g(d’) is the breakage frequency, v (d’) is the number
of dispersed fluid entities formcd from breakage of a bubble of size d’, and f(d’,d) is the
size distribution of daughter drops/bubbles formed from the breakage of a drop/bubble of
size d’. The following two terms represent the rate of formation and loss of drops/bubbles
of size d’ due to coalescence. Here, Ad,d’) is the coalescence efficiency between
drops/bubbles of size d and &’, and h(dd’) is the collision frequency between those of

sizedand &,

This population balance representation is applicable to both gas-liquid and liquid-liquid
dispersions provided that appropriate expressions for the various breakage and
coalescence sub-processes are used. Such models have been presented by several authors,
many of which have been recently reviewed by Jakobsen et al. (2005) and Lasheras et al.
(2002).

4.2.1 Numerical Sources of Errors in Solving PBE »

Because of their simplicity and flexibility, numerical methods are the technique
commonly used by many investigators (Valentas and Amundson, 1966; Hounslow et al.,
1988; Ramkrishna, 2000; Campos and Lage, 2003; Attarakih et al., 2004, Dorao and
Jakobsen, 2006, Laakkonen et al., 2007; Qamar et'al.{, ‘2008) and is thus the focus of the
~ present investigation. However, little is known about the factors affecting the accuracy |
and stability of numerical solutions, as well as the computational demands associated
with this approach. One of the problems associated with fhe use of the numerical sélution
approach is the fact that no prior knowledge about the time at which steady state
conditions are approached is availablé to the user. This is a very important point, since
significant errors, and/or solution instabilities, may be introducéd if the numerical
~solution is extended beyond the point where the evolution Qf drop-size distribution

practically ceases.

In general, the numerical approach for solving the 6ne dimensional PBE is based on

describing continuously changing variables by discretized functions. This discretization
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takes place in both the time and the drop size domains and introduces a multitude of
errors the magnitude of which depends on the discretization technique used. On the other
hand, the round-off error arises from the finite nature of the computing machine (which
cannot deal with infinitely represented numbers); nevertheless it is used to simulate a
number system which uses infinitely long representations. The round off error
accumulates as the number of calculations increases and becomes relatively more
| significant as the numbers of primary concern are small. The solution may blow up if the
round-off errors are accumulated in one direction, or may come from a single operation
(e.g. the greatest loss in significant numbers occurs when two‘ numbers of about the same
magnitude are subtracted so that most of the leading digits cancel out). Unless care is
taken in advance, this can happen frequently during an extended computational operation.
Calculations should therefore be conducted using a sufficiently large number of

significant figures, to prevent the accumulated round-off errors from becoming too large.

The use of discretization in the drop size domain gives rise to two additional sources of
error. The first is the inherent finite domain error (FDE) which is an inevitable result of |
trying to use a ﬁnite internal droplet coordinate to approximate an infinite one (Sovova
and Prochazka, 1981; Attarékih et al., 2001). The second source of error stems from the
method used to describe the drop size distribution [DSD] and to calculate the

corresponding birth and death rates.

The use of numerical integration to solve the differential equations in the time domain
introduces another discretization error which is often referred to as the truncation, or
time-domain discretization error (Press et al.,, 2002). This results from truncating the
Taylor series expansion describing a continuous function of time. Ih the case of the

ordinary-differential-equation integrator used in this work (adaptlve stepsrze control for

Runge-Kutta integration), the truncation error is in the order of (& t) where 6t is the
time- step -size. The truncation error can therefore be reduced by minimizing the time-
step size. Unfortunately, this approach-will also increase the number of time 1ncrements
needed to reach the final integration time and situations can arise where the round off
error resulting from the use of exceedingly small time intervals can be higher than the

benefits accrued by decreasing discretization/truncation error. A balance should therefore
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be struck between both truncation and round off errors while integrating PBE in the time

domain.

Another problem that is associated with the numerical integration of PBE is the.féedback '
or input error. As its name implies, this prbblem is generated when the numbers produced
at one computational stage are fed back as initial values to be processed again. If errors
are thus encountered at one stage, such a feedback loop would lead to error propagation
throughout the solution trajectory. This situation could be encountered during the
‘numerical solution of PBE where information concerning the DSD at time 7 is used as the
new input for calculating the DSD at time #+5+7. The presence of these computational
feedback loops can destabilize the solutions obtained using such algorithms unless care is
employed for minimizing the generation of errors and keeping them bounded within

reasonable tolerances.

The method chosen to solve the PBE numerically is strongly dictated by the
characteristics of the problem being solved. The application of a numerical method that is
inappropriate to a particular system can thus lead to gross inefficiencies, or even to
spurious results when applied to a radically different system. Appreciating that aspect of
the solution procedure and the issues of round-off-errors, errors‘ in initial values,.
truncation errors, and the impact they have on solution stability is therefore vital for the

accurate solution of the PBE.

4.3 Algorithm for the Accurate Solution of PBE
An algorithm for solving the integro-differential PBE obtained by considering batch or

plug flow systems, where uniform energy dissipation conditions can be correctly
assumed, was developed by Al Taweel et al. (2002). This algorithm was found to
accurately predict experimental liquid-liquid dispersion data generated under well
controlled hydrodynamic conditions prevailing at low to moderate shear rates. However,
under the conditions encountered in a multitude of high shear mixing devices, as well as
in the trailing vortex present near rotating impellers, the onset of numerical instabilities
that caused the solution to diverge were observed. The earlier algorithm was .therefore'

restructured to incorporate more stringent stability measures.
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In a fashion similar to that used by Al Taweel et al. (2002), the current algorithm uses the
sampling approach proposed by Sovova and Prochazka (1981) for characterizing the drop -
size diStribution énd combines it with cubic spline interpolation if informatidn in-between
the sampling points is needed. At any particular time, the value of the birth and death
terms are determined by integrating over the appropriate drop/bubble size domain (using
Simpson’s rule) and the resuiting ODE is numerically integrated in the time domain using
the adaptive time step-size version or the 5™ order Runge-Kutta. The solution stability
was enhanced by' using a moving grid technique where insignificantly large
- drops/bubbles were cut off from the size domain while occasionally re-adjusting the
distribution to ensure volume conservation. The advantage of using the sampling
technique over the conventionally used class approach is demonstrated by the observation
that the average equilibrium drop size predicted by the numerical sdlution were within
7% of the analytical solution obtained by Rod and Misek (1982) when 10 sampling points
were used (whereas the error obtained was found to be as high as 29% when the
drop/bubble size distribution is represented by 10 discrete classes/bins). Improved
vsolution stability and a higher degree of accuracy (maximum error of 1.8%) were
achieved by using 40 sampling points within the self adjusting drop/bubble size domain
- (Al Taweel et al., 2002) wheféas the error was still at 9% when the drop/bubble size was

represented by 40 classes.

The aforementioned algorithm worked very well for wide range of breakage and
coalescence kernels at average energy dissipation rates up to 30 Wikg (where local values
as high as 2,680 W/kg were encountered for very short durations (Azizi and Al Taweel,
- 2007)). However, depending on the type of kernels used, the algorithm started showing
some problems when applied to the case of higher £ values. Whereas it yielded very
stable and accurate solutions (within 1.8 %) Whén the Rod and Misek kernels were used,
instabilities were observed to occur when more realistic aggregation and disaggregation
models weré used (Al Taweel et al., 2008a). This is most probably caused by the fact that
whereas the cbalescence kernels used by Rod and Misek do not depict any dependence on
drop/bubble diameter (a simplification ﬁecessitated by the desire to develop an analytic
.solution), the kernels used by‘ Coulaloglou and Tavlarides (1977) to describe drop

coalescence depict a strong dependence on the drop/bubble diameter (exponents of
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approximately 4** in the collision frequency term) whereas the floc aggregation kernel is

typically represented with kernels that depict even stronger dependence on floc diameter.

This strong dependence on drop diameter is expected to result in a much faster rate of
aggregation as well as a much higher sensitivity to variations in operating conditions. In
addition, the sfrongef dependence of the Coulaloglou and Tavlarides model on the lo'cal
energy dissipation rate, where the breakage term is proportional to e 3¢xp(-a'2’ ?) while the
coalescence term is proportidnal to amexp(-a), plays an added role that further magnifies
the sensitivity of the model. The energy dissipation rate is implicitly accounted for in the
Rod and Misek (1982) model, where the ratio of the coalescence to breakage model
constants dictates the equilibrium mean diameter. Therefore, the change in mean
diameters between the initial and final stages gives an indication of the extent of energy

dissipation in the system.

Consequently, the algorithm developed by Al Taweel et al. { 2002) had to be modified in
order to enhance its stability and allow for its use to numerically solve PBE at € values as
high as 40,000 W/kg encountered in screen-type static mixers (Chapter 3). The overall
structure used in developing the improved algorithm for solving PBE, and calculating the
transient DSD and mean diameter, is depicted in Figure 4.1. This PB algorithm was
developed in a‘f\ashion that allows it to be applicable to all breakage, and coalescence
kernels and initial drop/bubble distributions. The robustness of the new algorithm was
* demonstrated by its ability to yield stable solutions that simulate very high flocculation
rates (Al Taweel et al., 2008a).

All the information required for initializing the PBE solution (e.g. physical properties of
-the two phases:, initial drop/bubble size disfribution, hydrodynamic and interfacial
parameters, computational parameters, énd the flags necessary to select
appropriate/desired cb_alescence and breakage models) are first inputted into the program.
Based on these initial conditions, the various breakage and coalescence rates, and the net
rates of change of number density, are calculated for all sample points. Using suitable
integration subroutines, the new DSD predicted to occur at t+dtis calculated. This

process is repeated until the maximum integration time is reached. Information
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concerning the DSD is periodically sampled in order to determine the temporal variation

in DSD, the interfacial area of contact and the value of the various mean diameters.

The success of the new algorithm in accurately solving PBE is based mainly on its ability
to accurately represent drop/bubble size distributions and to identify their upper and

lower limits.

4, 3 1  Accurate Representation of Drop/Bubble Size Distribution

One of the major factors affecting the stability and accuracy of the PBE numencal
solution is the method used to describe the drop/bubble size distributions cncountered in
the system. Most investigators use a limited number of fixed drop size intervals and the
drops present within that interval are represented by an appropriately selected class
average (arithmetic, geometric, or logarithmic mean). Significant errors are introduced
through the use of classes and inappropriate selection of the average value representing a
class (Calabrese et al., 1995). Using this approach, it was necessary to use up to 200
classes in order to achieve stable and accurate numerical solutions, a feat that was
achieved at the expense of excessively large computational efforts particularly when low
residual errors are required. On the other hand, as shown in the following sections, highly
accurate and rapid numerical solutions could be obtained at lower computational effort
when the DSD is described as a co_ntinuoﬁs function that is sampled at regular intervals in

conjunction with the use of a moving grid approach.
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4.3.1.1 The sa}hpled drop size distribution approdch

To achieve higher accuracy while numerically solving PB equations, the approach
proposed by Sovova and Prochazka (1981) was used. In this approach, the DSD is treated
as a continuous function that is discretized at a finite number of sampling points (Figure
4.2a). The breakage and growth rates at each of those sampling points are calculated by

integration over the appropriate portion of the drop size domain.

A comparative evaluation of the two methodologies used to describe the DSD, namer,
the method of classes and sampling, indicated that both yielded reasonably accurate and
stable solutions under conditions where there is limited interaction in between the various
sources of error (e.g. relatively slow rates of change, using a large number of
| classes/sampling-points to characterize the DSD, using small integration time intervals).
On the other hand, the use of the sampled DSD approach was found to yield a more
accurate, stablé, and robust solution under conditionsAwhere there is strong interaction
between the sources of error (e.g. rapid variations in drop size, using a small number of
classes/sampling-points to describe the DSD, using relatively large integration time
intervals). The sampled DSD methodology was thus found to allow for the use of
relatively small number of discretization intervals without significant reduction in

accuracy or stability (Polprasert et al., 2002).
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Figure 4.2: Schematic diagram representing the sampled DSD methodology used for
“calculating drop/bubble breakup and growth rates. a) Sampled drop size distribution; b)
Cubic spline approach used to estimate non-sampled points while calculating the
coalescence terms.
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An additional source of uncertainty arises when classes or pivots are used to characterize
the DSD while nﬁmerically solving the discretized PBE (where all the bubbles/drops
present in"a certain size range are assigned to a pivotal size). The main difficulty that
arises is that aggregation or breakage of the dispersed phase entities usually leads to the
formation of particles whose property does not éxactly coincide with one of the existing
grid representative diameters or pivots (Nopens et al., 2005). The example that best
describes this problem is by considering three drops/bubbles classes with volumes 1v, 2v, |
and 4v; the coalescence of a drop/bubble with volume 1v with another of size 2v will
result in a drop/bubble with a volume of 3v. This resulting drop/bubble now has to be
distributed in fractions over the two neighbouring classes, in this case 2v and 4v. The
* approaches employed to solve this issue varied from splitting the volume of the resultant
drop/bubble in half between the two classes (Batterham et al., 1981) to the most common
solution proposed by Kumar and Ramkrishna (1996a,b) which distributes the resulting
entity between the two nearest categories in a fashion that assures the conservafion of two
arbitrary- moments of the distribution. Whereas the most commonly conserved moments
are the zeroth and third moments (i.e. conservation of number density and volume), a
. large variation in the moments selected was observed and are often problem specific;
(Attarakih et al., 2004; Chen et al., 2005; Laakkonen et al., 2006). For example,
Venneker et al. (2002) conserved the third (volume) and second (surface area) moments
of the distribution since the latter was of importance to the case of mass transfer.
| Alopaeus et al. (2006) recently developéd a high-order moment conserving method (that
conserves the first six moments of the distribution) which was found to yield several
orders of magnitude higher accuracy than the commonly used low-order moment

conserving method of Kumar and Ramkrishna (1996a,b).

On the other hand, this problem does not exist in the sampled DSD methodology used in
this investigation. For example, the rate of formation of a drop of size d; by coalescence
is determined by considering the coalescence rate of a sampled drop size d; = 1. (1)
b

coalescing with a drop of size (dj3 —df) where the number density of the latter drop

size is determined using cubic spline interpolation between the points (Figure 4'.2b). The

same approach is used to compute the various rate terms included in the death by
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coalescence. By using’ this methodology, the DSD approaches a continuous function
which yields higher numerical accuracy and stability while simultaneously providing a

more sound physical interpretation of the process.

4.3.1.2 The moving grid approach

Although it is well known that the DSD changes significantly as the coalescence and/or
breakage processes take place, most of the algorithms previously used for numerically
solving PB models utilize a fixed range (i.e. a fixed grid) in the dfop size domain over
which computatiohs are performed. However, improper selection of the computational
drop -size range can give rise to excessive errors and can occasionally destabilize the
solution particularly when the DSD undergoes very significant changes. This problem is
mathematically known as an ill-posed boundary condition and was extensively discussed

by Kumar and Ramkrishna (1996a) and Attarakih et al. (2003).

The use of fixed grids in the drop size domain gives rise to significant finite domain and
discretization errors. The finite domain error thus becomes significant as the mean drop
size approaches the upper limit of the range where the DSD taken into consideration
 while calculating breakage and growth terms can be severely truncated by improper
‘selection of d,,, (Figure 4.3a). On the other hand, significant discretization errors can be
introduced by using a fixed grid containing é limited number of classes/samples to
characterize the DSD over the whole size'range. This stems from the fact that in most real
situations the DSD present at any particular instant occupiés only a small fraction of the
total drop size domain. Consequentiy, the effective number of classes/samples used to
describe the bulk of the DSD is reduced to a small fraction of that used to describe the

whole range (Figure 4.3b), giving rise to a significant increase in the discretization error.

The aforementioned sources of error were virtually eliminated by limiting the
computational drop size range to an optimal range that covers the major part of the
dispersed phase volume (i.e. the moving grid 'technique depicted graphically in Figure
4.3c). The number of classes/sampling-points ﬁsed to characterize the DSD within the
computational domain was kept at its optimum value in order to enhance the accuracy

and stability of the solution while keeping the computational demands low. This
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approach eliminates the need for computations outside the representative drop size

domain.
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Fig'ure 4.3: Schematic representation df the fixed and moving grid techniques for solving
' ‘ ' PB equations.
By applying the aforementioned algorithms to the case of growth-dominated situations,
“the self-adjusting grid was found to prdgressively expand in order to include the larger
drops formed. On the other hand, the self-adjusting grid contracted to a narrower DSD in
the case of breakage-dominated situations. Consequently, the major part of the dispersed
phase volume is characterized by the desired number of sampling-points V(Figure 4.3¢).
Using the class/pivot approéch, this technique was appliéd'by Litster et al, 1995; Kumar
and Ramkrishna (1996b), Attarakih et al. (2003) and Iachieved higher accuracy.tha.n those
obtained using fixed grid discretizatioﬁ while using the same number of cla'ssve's/pivots.

Conversely, it was possible to reduce the number of intervals (hence reducing the
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computational effort) while maintaining the same degree of accuracy (Nopens et al.,

2005).

4.3.1.2.1" Identifying the upper limit of the distribution

In addition to the aforementioned benefits associated with the use of the moving grid
technique, its use was found to eliminate one of the most important error sources that
- cause numerical instabilities. These errors arise from the fact that the value of the net rate
of change of drop/bubble numbers is.determined by the difference between two much
larger parameters, namely the death and birth rates resulting from drop/bubble breakup
and growth (Figure 4.4). As can be seen from Figure 4.5a, the round-off errors associated
with such operations can be easily overlooked, particularly at low local enérgy
dissipation rates where the ébsolute value of the death and birth rates are relatively small.
On the other hand, a careful éxamination of the regions where no apparent changes exist
(Figure 4.5b), clearly shows the onset of oscillatory error in the net rate term. ‘Although
the magnitude of this error can be easily neglected when compared to the peak net rate

- term, its presence was found to trigger oscillatory behaviour in the transient DSD and can
destabilize the numerical solution particularly at high € values. Figure 4.6a shows the
transient DSD at two consecutive time steps and whereas no apparent difference exists
between the two, a closer look at the tail of the distribution (Figure 4.6b) shows how the
numerical errors are amplified at each time step and eventually lead to a non-converging
solution if no remediation steps were implemented. This observation may well explain
the oscillatory behaviour in the “no-go” region reported by Hounslow (1990) for the case
of flocculating micron-sized particulate matter. This phenomenon was attributed to an
increased finite domain error in that region and used for selecting the minimum diameter

while discretizing the PBE.

~ The aforementioned problems could be eliminated by switching from a fixed grid
solution methodology ‘into a self-adjusting grid the limits of which are selected using
“optimal truncation methods. However, although the problem of selecting the limits of the
~ distribution while sdlving the PBE is commonly encountered and well acknowledged in
the literature, little attention has been paid to the development of a systematic method of

selecting appropriate limits of the domain. On the other hand, it is well known that the
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selection of unnecessarily large values of dn.x renders the problem computaﬁonally
expensive, if not difficult to converge, because of the very small density values that can
be attained at large particle sizes and their vulnerability to large r)ound—off errors

(Nicmanis and Hounslow, 1998).
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Figure 4.4: Illustrative example of the effect of drop size on the birth and death terms,
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‘Based on the work of Gelbard and Seinfeld (1978), Hounslow and Nicmanis (1998)

proposed an approach for determining the upper limit of the domain. However, this

approach remains unreasonable for simulation purposes since it relies on a visual

inspection of the distribution in order to determine an order of magnitude estimate of the
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upper limit. Attarakih et al. (2003) developed an optimal moving grid technique by
preserving two integral properties of the distribution and foi'cing the residuals at the
upper and lower limits to be equal at each time step. By doing 50, a path that must be
followed by the grid is specified and the domain boundaries are defined as a function of
time. However, such a description of the boundaries could not be applied to the case of
continuous systems where the constant feed distribution made it difficult for the upper
distribution limit to move in case of a breakage dominated situation. This necessitated the
development of an optimal fixed grid which relies on minimizing the time-averaged finite
domain errors. On the other hand, Alexopoulos et al. (2004) relied on obtaining a
satisfactory resolution of the time-varying particle size distribution in order to determine

the limits of their finite domain.
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Figure 4.6: Development of oscillatory numerical instabilities in the transient DSD.

To conclude, there presently exists no method. for the determination of the upper and
lower limits of the size domain that is neither computationally or time consuming. For
this purpose a method for determining the size domain boundaries is proposed. It is based
on monitoring the drop/bubble size distribution at every time step during the solution
process in order to determine the limit of the domain by using optimal truncation
parameters. In this way, more than 99.99% of the particulate mass is accounted for within
the upper and lower size bounds while eliminating outlying regions which contribute to

the onset of the oscillatory errors.
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Four algorithms that can be used to identify the upper and lower bounds of the
drop/bubble size domain over which the PB equations can be integrated were assessed.

They included:

e limiting the integrétion range at the drop size where the net rate of change is less
than 0.01% of the maximum net rate, or

¢ limiting the integration range at the drop size where the number density is less
than 0.01% of the maximum number density, or

¢ * limiting the integration range at the drop size where the net rate of change starts to |
oscillate,

¢ limiting the integration range at the drop size where the number density starts to

oscillate.

When a large number of intervals was used (e.g. M >40), all methods gave almost the
same degree of accuracy; whereas in the case of small number of sampling points (e.g. M
= 10), the least error was achieved by limiting the integration range at the drop size where

the number dénsity is less than 0.01% of the maximum number density.

In this investigation, the upper boundary of the drop/bubble size domain was therefore
identified as being the smaller of two diameters: that above which the number density
becomes insignificant as compared to the DSD mode (a relative number density of 10™
was used as the cut-off criterion), or the drop size where the number density starts to

oscillate:

In cases where large spatial variation in the value of the local ebnergy dissipation rate
exists, the minimum drop diameter needed to accurately represent the ‘size distribution of
the dispersed phase can vary dramatically between regions of high and low energy
dissipation rates (reaching values as low as 1 um). Because of this, the lower limit of the
DSD was kept unchanged in the current work. For cases where the DSD shows
oscillatory instabilities at the lower drop sizes such as those described by Hounslow
(1990) a similar approach to that described for the identification of the upper bound of
the drop size domain could be applied at those lower boundaries. However, instead of
cutting off the distribution at the point where oscillations start, a general extrapolation

technique was applied to ensure the continuity and smoothness of the distribution.
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In order to keep the finite domain error to a minimum, grid refinement was continuously
undertaken whenever the maximum drop/bubbie diameter was relocated to a new value.
Since it was desirable to maintain the number of sample points at the preselected value,
the location of the sampling points was changed by re-adjusting the size of the interval at

which they are selected.

4.3.2 Concurrent Conservation of Drop Volume and Mass 4

Discretization of the DSD is expected to introduce minor errors with regard to the
dispersed phase volume, but the cumulative effect of this error increases in significance
with integration time; corrective measures need to be applied in order to ensure that the
principle of volume conservation is not violated. The situation becomes more complex
when PB are used to simulate particle aggregation processes where, in addition to the
aforementioned problem, it is necessary to simultaneously meet the mass aiid volume
conservation requiiements for solid particles where the larger aggregates might have a
density that changes with the aggregate volume (Al Taweel et al, 2008). In this
investigation, attention is focused on bubbles and drops where the density of all the
dispersed phase entities remains constant, and volume and mass- conservation was
mathematically maintained by continuously monitoring the total volume of the .dispersed
phase present within the integration domain and comparing it with that originally preseiit
in the dispersion. Whenever the dispersed phase mass deviated by more than 0.01% of its
initial value, the difference was distributed over the whole set of sample points present

within the upper and lower bounds in accordance to the volume fraction at each point.

4.4 Algorithm Validation

Whereas it is relatively easy to test the stability of the numerical solution algorithm, it is
necessary to test the numerical solution results against analytical or known solutions of
the PB equations in order to determine the accuracy of the proposed algorithm.
Unfortunately, analytical solutions are rare and include major Simplifying assumptions
that are not met in practice and do not truly reflect the complex mathematicalv structures
encountered in PBE when realistic breakage and growth kernels are used. Consequently,

the accuracy and stability of the algorithm developed in this investigation was tested
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using the kernels developed by Rod and Misek (1982) as well as those of Coulalt)glou
‘and Tavlarides (1977). |

4.4.1 Modeling Drop/Bubble Breakage and_ Coalescence in Turbulently Flowing
Dispersions ' '

In their attempt to describe immiscible liquid dispersion in mechanically agitated tanks,

Rod and Mis‘ek (1982) developed a set of simplified breakage and coalescence kernels

- given by,
g(d)=K,-d*¥* | (4.3)
NoA 4
B(d,d")= 37w (4.4
h(d,d)=K,-(d*+d") 4.5)

The simplified kernels adopted in their study, and the assumption that the DSD follows a
normal distribution, enabled for the development of an analytical solution (for the case of
p = 0 only) that yields the temporal variation of the mean drop size as well as the quasi-
steady-state equilibrium value. -Although th¢ breakage functions (Eq. (4.3) and (4.4))
-account for the drop diameter for the case of p - 0, the simplified coalescence expression

used by them (Eq. (4.5)) depicts no dependency on drop diameter when p = 0.

The impact of using the complex mathematical structures encountered in realistic
breakage and growth kernels on the stability and accuracy of the proposed algorithm was
investigated using the phenomenological model of Coulaloglou and Tavlarides (1977).
~ This model assumes that both phases are moving at the same mean velocity in a locally’
homogeneous and isotropic turbulence field, a condition that is encountered in many real
situations. Furthermore,-this approach constituted vthe basis from vvhtch most of the gas-
liquid and liquid-liquid breakage and coalescence models in turbulently flowing
dispersions were derived (e.g. Lee et al., 1987; Prince and Blanch, 1990; Luo and
Svertdsen, 1996).
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4.4.1.1 Breakage sub-processes

For an isothermal system with no inter-phase mass transfer or reaction faking place, the
breakage frequency of fluid particles the size of which lies in the inertial sub-range is
given by, |

/5 o(1+¢)’

&
g d)=C—pf—exp| -G, T e
/3_ ,gA.dA
d = -(1+¢) P

In addition, the number of daughter drops/bubbles represented by breakage term, w(d’), is
usually assumed to be two (i.e. binary breakage) which is also in agreement ‘with the
observations of Andersson and Andersson (2006) who reported a very high probability (>
95%,) for the occurrence of binary breakage in gas-liquid systems, while stating that such
an assumption remains a reasonable one for liquid-liquid systems. This is also in
accordance with the work of Maass et al. (2007) who reported that binary breakage has
the highest probability of occurrence for drops with sizes smaller than 1 mm in liquid-
liquid systems. However, this issue remains unsettled for the case of liquid-liquid systems
where contradicting conclusions can often be found in the literature. This is due to the
fact that the viscosity of thev dispersed phase has a large impact in determining the
number of daughter drops/bubbles born in a single breakage event (Podgorska, 2006;
Tcholakova et al., 2007).

Furthermore, the size distribution of the fragments formed upon breakup must be
specified to fully describe the breakage process and several probability density functions
have been used for that purpose. In this investigation, the following beta distribution
function proposed by Hsia and Tavlarides (1980) was used instead of the normal
distribution originally proposed by Coulaloglou and Tavlarides (1977) because of the
ability of the former to completely account for the total volume of the fragments within

the upper and lower bounds.

,B(d,d')=90-3'7-(%3—) -(1—%) 4.7
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This distribution produces a zero probability for the formation of infinitely small
daughter bubbles/drops and a high probability for the evolution of equi-sized
bubbles/drops. Other distribuﬁons, such as those proposed‘ by Tsouris and Tavlarides
(1994) or Luo and Svendsen (1996), were-not used as they predict that the probability of
breaking the parent particle into a very small particle and a complementary large particle
is larger than the probability of equal-size breakage. This is in contradiction with fhe ‘
experimental observétions of Risso and Fabre (1998) who reported that the probability of
equi-sized breakage is highest for gas-liquid systems. The contradictory experimental
observations reported in the literature dealing with liquid-liquid dispersions (Podgorska
2006; Maass et al., 2007; Tcholakova et al., 2007) indicate that further experlmental
mvestlgatlon is needed in order to rehably determine the factors affecting the number of
“daughter drops formed under turbulent breakage conditions and the probability

distribution functions of such daughter drops.

4.4.1.2 Coalescence sub-processes

The binary coalescence rate between drops/bubbles entrained in turbulent flows is usually
expressed as the product of colvlision frequency and coalescence efﬁciency terms. In a
locally isotropic field, the colhslon frequency of drops was modeled by Coulaloglou and
Tavlarides (1977) in analogy with the collision of molecules as described in the kinetic
theory of gases. The collision frequency of drops of diameter 4 and d’ and their

coalescence efficiency can thus be written as,

%ooh

h(d,d")=C;-(d+d") (d/+d /) 9 (4.8)
N \ #c poe (ddy
ﬂ(d,d)—exp{ -C,- (1 ¢) (d+d') } (4.9)

where the initial film thickness and the critical thickness for film rupture in the efficiency -

term are assumed to be constant and lumped into the value of the parameter Cy.
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4.4.1.3 Estimating quasi-steady state mean diameter

In order to have confidence in the algorithm developed and test its validity, it is necessary
to determine the errors arising from a comparison with known analytical solutions.
Unfortunately; there aré very few analytical soiutions for the PBE and they are usually
obtained. at the expense of méjor simplifying assumptions. The few solutions that exist
are usually derived for special cases (typically, a batch stirred vessel in which either
breakage or coalescence dominafes; Scott, 1968; Bajpai and Ramkrishna, 1‘976; Ziff and
Mcgrady, 1985), with even fewer ones in which both breakage and coalescence were
simultaneously considered (é.g. Rod and Misek, 1982; Patil and Andrews, 1998). In order
to eliminate émbiguity that might arise from the use of such case specific solutions, and
because of the need to minimize and eliminate any additional sources of errors, it was
important to keep conformity with the model selected for testing the validity of the

algorithm; namely, the aforementioned Coulaloglou and Tavlarides model.

By assuming the DSD to be monodispersed and setting coalescence and breakage rates as
equal, Alopaeus et al. (1999) were able to reach an estimate of the quasi-equilibrium
Sauter mean diameter using the Coulaloglou and Tavlarides model breakage and
coalescence terms. An estimate of the Sauter mean diameter can be obtained by solving

the following equation.

4 2
-p. - d ' (1+
ln(10.8308-¢-%)=c4- Lo e 83-( 32,3) —cz-% (4.10) -
1 g (1+¢) pd.g 3.d32:3e

In the absence of analytical solutions, this estimate of d3, was used to provide an
indication about the accuracy of the numerical solution, and will be referred to hereafter
as the estimated d3;, and denoted, ds;, .. Under given hydrodynamic conditions and
system properties, and for any set of model constants, there exists one real solution to the
aforementioned polynomial equation (Eq. (4.10)); thus, the value of dj; . can be
calculated independently of the PBE solution using any polynomial root-finding

algorithm or commercial software.
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4.4.2° Identifying the Stability and Accuracy Limits of the Previous Algorithm

~ Preliminary investigations using the algorithm previously developed by Al Taweel et al.
(2002) indicated that, whereas it yields stable and accurate solutions at relatively low
energy dissipation rates, instabilities and inaccuracies are introduced at highér energy
dissipation rates. The extent to which these errors are introduced was found to depend on
the breakage and aggregation kernels used and the hydrodynamic conditions investigated.
A systematic investigation of this iséue was therefore undertaken using the behaviour of a
turbulently flowing liquid-liquid dispersion (the characteristics of which are given in
Table 4.1) which is suddenly exf)osed to a step change in local energy dissipation rate.
Both breakage-dominated and coalescence-dominated conditions were investigated while
assuming the furbulence to be locally homogeneous and isotropic. The model parameters
encountered in Eq. (4.6), (4.8) and (4.9) were allocated the values shown in Table 4.2
which are typical for liquid-liquid dispersions flowing through regions where the energy

dissipation rate fluctuates between drastically high-and low values.

Table 4.1: Experimental conditions

Property Value Units
Continuous phase density, p. 1000 kg/m®
Dispersed phase density, pg 810 kg/m.3
Continuous phase viscosity, 4. 0.001 kg/m.s
Interfacial tension; o 19 mN/m
Dispersed phase hold-up, ¢ 0.5,5 (%)

Energy dissipation rate,é - 10t0 1,000 - Wikg

Under br_éakage-dominated conditions, Figure 4.7 clearly shows that there were no
problems while using the algorithm developed by Al Taweel et al. (2002) for solving the
PBE at low to moderate energy dissipat‘ioﬁ rates (¢ = 100 W/kg). However, under high
shear rates, e.g. ¢ = 1,000 W/kg, the temporal evolution of the numerical solution was
found to depend heavily on the breakagé distribution function. The solution obtained
using the normal disﬁibution function proposed by Coulaloglou and Tavlarides (1977)

showed an erroneous behaviour before reaching quasi-steady state. This problem was
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however eliminated by using the beta distribution function of Hsia and Tavlarides (1980).

The beta distribution was therefore adopted hereafter while describing the breakage

processes. It is also interesting. to note that the Sauter mean diameter estimate of .

Alopeaus et al. (1999) provided a very reasonable indication of the quasi-equilibrium

drop size value obtained under the different hydrodynamic conditions and daughter drop

size distributions favouring equi-sized breakage.

Table 4.2: Values of the various model constants

Description Symbol  Value
First breakage frequency constant -~ 1.0
Second breakage frequency constant 6)) 4.1

— embedded in the exponential term

Collision frequency constant Cs. 0.1
Coalescence efficiency constant Cy 1x10°
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E so0
PO S S R SETTED Estimated d32 atE =1,000 W/kg
o 400
a] — «« £ = 100 Wrkg, normal distribution
300
} .. oo Estimated d32 at £ = 100 W/kg
200
0 i

O 20 i 80

Residence time {ms}

Figure 4.7: Temporal variation of the Sauter mean diameter under breakage dominated
conditions (obtained using the algorithm of Al Taweel et al. (2002), ¢ = 0.5%).

In order to study the coalescence dominated regime, the model constants depicted in

Table 4.2 were kept unchanged; however, the dispersed phase volume fraction was
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. increased by 10-fold where the resulting higher drop population densities significantly

increase drop collision and coalescence rates. -

Similarly, it was found that the algorithm devéloped by Al Taweel et al. (2002), rendered
a stable solution at low and moderate turbulent intensities under coalescence-dominated
conditions (Figure 4.10). However, the solution did not converge unde; high energy
dissipation rates; this could be attributed to the control algorithm used where only the
relative number density was employed to determine the DSD boundaries. These findings
clearly indicated the need for having a better criterion for identifying the DSD limits.
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Figuré 4.8: Temporal variation of the Sauter mean diameter under coalescence dominated
conditions (obtained using only the relative drop number density approach for '
determining the upper limit, ¢=5%).

4.4.3 Causes of the Numerical Instabilities

As previously discussed, the numerical solution of the discretized PBE is prone to errors
of various sources; nameiy, truncation, round-off, feedback, and finite domain errors. If
no remediation steps are implemented, such errors will propagate and amplify as time
progresses, leading to a non-converging solution. Using the algorithm relying on the
" relative number density as the sole criterion for controlling the drop size domain was
found to generate stable and accurate numerical solutions at energy dissipation. rates as

“high as 100 W/kg (quite a feat considering that very few if any of the previously
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developed algorithms and methods of solutions have been tested under such intense and
demanding conditions). In spite of this, this algorithm failed under the extreme conditions

of very high energy dissipation rates (¢ = 1,000 W/kg) where the solution suffered from

convergence problems.
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Figure 4.9: Typical temporal evolution of the DSD under coalescence dominated
conditions at € = 1,000 W/kg (using only the relative drop number density approach for
determining the upper limit of the size domain).

The source of this difficulty was identified by carefully évaluating the temporal evolution
~of the DSD (Figure 4.9) where an unexplainable inflection in the drop probability density
curves was found to take place. This instability was magnified at a rate that is much faster
than what the algorithm relying on the relative number density as the sole criterion for
controlling the drop size domain, could control. In order to alleviate this problem,v its root

causes were identified by monitoring the individual birth and death terms in the PBE and

determining means by which such problems can be mitigated.

Figure 4.10a illustrates an example of such source of error which is encountered when the
relative drop number density approach is used as the sole criterion for determining the
upper limit of the size domain. Thus whereas the rate of bubble/drop formation by birth is
supposed to asymptotfcally approach the value of zero at the upper and lower bounds of
the drop size distribution,' the presence of an inflection point is clearly evident at large

drop diameters with an accelerating birth rate being predicted for drop diameters larger
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~than where the inflection takes place. Figure 4.10b shows similar behaviour for the case

of death by coalescence terms; however, in this case; the tail drops back to zero at the

largest drop diameter simply because it is an imposed boundary condition where it is

assumed that the maximum drop diameter do not coalesce with smaller diameters. The

combined effect of these two factors is responsible for the slight inflection observed in

the DSD shown in Figure 4.9 where erroneously high concentrations of large diameter

entities are predicted. This error is further propagated and amplified with every

successive time step, leading the solution to diverge.
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Figure 4.10: Typical birth and death by coalescence rates obtained at € = 1,000 W/kg
(using only the relative drop number density approach for determining the upper limit of

the size domain).

4.4.3.1 Algorithm for enhanced stability

These aforementioned finite domain errors are inherent to the solution method adopted in

this work, namely, the moving grid technique, where the upper limit of the size domain is
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continuously changing with time. This problem is omnipresent when the grid does not
adjust itself fast enough to accommodate the increase in large diameter entities. However,
such problems should not be looked at as specific to the algorithm pfopésed in this work
since they are encountered in most discretization solution techniques such as the fixed or
moving grid techniques (Kumar and Ramkrishna, 1996 ab; Attarakih et al., 2003,
Alopaeus et al., 2008); where, the finite domain used to describe the drop size
distribution, if not carefully selected and adjusted, will propagate these errors at a fast

rate especially under coalescence dominated conditions.

To mitigate such problems, a more advanced stability and control algorithm is heeded for
the highly demanding conditions discussed in this investigation. This was accomplished
using the algorithm depicted in Figure 4.11 which is based on a preliminary calculation
of all the birth and death terms in the PBE. Every rate term (birth by breakage, death by
breakage, birth by coalescence, and death by coalescence) is treated as a separate
function énd used to identify the onset of any instabilities/oscillations as well as to
determine whether the drop size distribution needs to be expahded or not. This is
accomplished by scanning the distribution of each rate term in order to identify its
maximum value and ensuring that the drop size domain is large enough in order to

minimize the introduction of errors and instabilities.

If the value of any of the four rate terms corresponding to the large diameters in the
domain, does not fall below 1 % of its maximum value, the drop size domain needs to be
expanded to accurately account for all birth and deaﬁh terms. In order to keep the finite
domain errors to a minimum by avoiding an unne‘cesséry increase of the drop size
domain, a 5% increase was applied whenever an expansion was required. The resulting
expansion of the DSD domaih will not affect the present one (which will retain its
original shape) but adds new drop size ’samplés to the corhputation domain that did not
exist before. On the other hand, the consequent ability to fully account for the birth and
death terms will reduce the introduction of instabilities and the finite domain errors to the

solution.

Once the drop size domain requirements are met, and if no expansion was required, the

algorithm also scans the four rate distributions to identify the presence of inflection
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points at which any of the four rate terms.'start to change its slope at a diameter that is
larger than fhe mode. The diameter at which this error source is observed is referred to as
the “control point” and corrective action needs to be applied to the various birth and
death terms in order to prevent this error source from propagating as integration proceeds.
In the present investigation, this was accomplished by forcing the  various rate
distribution functions to asymptotically approach the value of zero at the upper bound of
the'drop size distribution. A cubic spline extrapolation is thus used to reconstruct the rate
distribution for the fegion between the “control point” and the maximum drop diameters.
The example quélitatively depicted in Figure 4.12 clearly shows how the birth and death
rates by coalescence are successfully changed to meet the pfimary requisite of

asymptotically approaching the value of zero at Dyax.

Calculate prefiminary birth and death terms l

Size donw Yas
expansion

required?

No
- k.
Search for control point in each individuai term t { Expand the DSD I
Calculate final birth and death I Re-calculate birth and death terms I

terms while smoothing

ﬁalculate transient DSD }:

Figure 4.11: Algorithm for controlling instabilities in the individual birth and death terms

4.4.4 Effectiveness of the Proposed Stability Algorithm

The new algorithm introduced in this investigation relies on monitoring the onset of
errors in the various birth and death terms encountered in PBE rather than monitoring the
DSD as was the case of Al Taweel et al. (2002). It thus provides a much moré _sensiﬁve
indication of the numerical errors that can be introduced and allows for corrective action

to be undertaken before the errors propagate in an uncontrollable fashion.
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To test the validity and effectiveness of the proposed stability algorithm it is important to
test this approach under conditions similar to those presented in the preVious section. It
‘was therefore tested using the case of a turbulently flowing liquid-liquid dispersion (the
charabteristics of which are analogous to those presented in Table 4.1) under breakage-
and coalescence-dominated conditions. As shown in Figure 4.13, the numerical solution
obtained by applying the new algorithm to breakage-dominated conditions yields a sfable

solution that is not significantly
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- Figure 4.12: Location of the control point and smoothing of the birth and death rates

different from that obtained using the algorithm proposed by Al Taweel et al. (2002) even
at energy dissipation rates as high as 1,000 W/kg. The calculated quasi-equilibrium
Sauter mean diameters are also very close to the estimates proposed by Alopaeus et al.
(1999).

The main advantage of using the new algorithm is, however, clearly evident when it is
applied at .high energy dissipation rates under coalescence-dominated conditions. As can
be seen from Figure 14, the prbposed algorithm yields stable solutions that converges
smoothly to the quasi-equilibrium Sauter mean diameter which was reached within 50
milliseconds in the case where € = 1,000 W/kg. This isadrafnatic co.ntrast with the

results obtained using the algorithm proposed by Al Taweel et al. (2002) which resulted
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in the development of unstable solutions at such high energy dissipation rates (Figure
4.8). Additional benefits of using the new algorithm are clearly illustrated in
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Figure 4.13: Temporal variation of the Sauter mean diameter under breakage dominated
conditions using the enhanced solution stability algorithm (4= 0.5 %).
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Figure 4.15 which shows that, under the coalescence-dominated conditions encountered

at £ = 1,000 W/kg due to the sudden increase in dispersed phase concentration, the initial
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drop size distribution evolves into a much coarser one with the mean diameter increasing

by a factor of almost 3 in that case.
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Figure 4.15: Temporal evolution of the DSD under coalescence dominated conditions at
high € (e = 1,000 W/kg) using the enhanced solution stability algorithm.
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Figure 4.16: Comparison between the temporal variations of the Sauter mean diameter
under coalescence dominated conditions using the different solution methods
(e =1 W/kg, coalescence frequency increased by 3 orders of magnitude, C3 = 100).

The advantage of using the new algorithm is further illustrated by its ability to predict

even larger changes in the mean diameters under coalescence-dominated conditions. For
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- example, in the case of rapidly coalescing systems (simulated by increasing the value of
the coalescence rate constant C3 from 0.1 to 100), a 30-fold increase in the value of the
equilibrium Sauter mean diameter was predicted. using the new algorithm (Figure 4.16).
On the other hand, the previous algorithrn became numefically unstable under such high

coalescence rates.

The ability of the new algorithm to cope with the numerical demands encountered when
4 the dispersi(.)n is exposed to sudden changes in the local energy dissipation is clearly
illustrated in Figure 4.17 where the new algorithm accurately predicted a 23-fold
reduction in the value of ds; when the flowing dispersion is suddenly exposed to a very
high shear rate regibn where € = 10,000 W/kg. Under such severe conditions, even the
previously stable algorithmi developed by Al Taweel et al. developed numerical

instabilities and failed to converge.
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Figure 4.17: Effect of the numerical algorithm on the temporal variations of the Sauter
mean diameter under breakage-dominated conditions (¢ = 10,000 W/kg).

The raw data used in the present analysis, in addition to other related curves, are included
“in Appendix C.
4.5 Conclusions

A methodology for solving the discretized population balance equation was developed in
this work. This method is built on the algorithm developed by Al Taweel et al. (2002) and

is based on the use of the size distribution sampling approach proposed by Sovova and

93



Prochazka (1981) combined with a moving grid technique. Using this approach for
solving the PBE, the finite domain errors resulting from discretization were reduced if not
eliminated while- fnaintaining opﬁmum drop size integration ranges to describe the
population. The resulting partial-integro differential equation was subsequently evaluated
using commonly available integration schemes while simultanéously cbnserving mass
and volume. In addition, an enhanced solution stability algorithm ‘was proposed and .
which relies on monitoring the onset of errors in the various birth and death terﬁs
encountered in PBE. It consequently provides a much more sensitive indication of the
numerical errors that can be introduced and allows for corrective action'to be undertaken

before the errors propagate in an uncontrollable fashion.

This method was tested under breakage and coalescence dominated conditions and was
found to render a highly stable solution under low, moderate and high shear rate
conditions. It should be stressed that while the solution methodology proposed by Al
Taweel et al. (2002) was found unstable under very high turbulence intensity conditions,
that method has proven itself vstable, robuét and accurate under conditions of low to

moderate energy dissipation rates.
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4.6 Nomenclature

| A(d,t) Probability density of a drop/bubble of diameter d at time ¢ [m>.s*
| By Rate of particle generatidn by breakage per unit volume [m>.s?
B, Rate of particle generation by coalescence per unit volume‘ [m3s?
Cis Empiripal constants -]
C4 . Coalescence efficiency constant . [m'z]
d  Drop/bubble diameter [m] |
Dy Rate of particle destruction by breakage per unit volume m3.s!
D, Rate of particle destruction by coalescence per unit volume [m>.s?

of a parent particle
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g(d’) Breakage frequency of drops of diameter d’ s

h(d,d’) Coalescence intensity of drops of diameter d and d’ ts'l]
'n number density probability [m™]

N(t)  Total number of drops/bubbles -1

r Radial coordinate | . [m]

t Residence time [s] ‘

Up Particle velocity : [m.s™)

x drop/bubble diameter | ’ [m]

Greek Letters | |

p(d d') Probability that a drop of size d’ is formed when a drop d breaks [-]

g Energy dissipation rate [m?s™
A(d,d’) Coalescence efficiency ~ [

s Dynamic Viscosity | [kg.rn'l.s'1
v(d) Number of daughter drops formed by breakage of drop d -]

P Density o [kg.m?]
o Static surface tension [N.m™]

o Dispersed phase volume fraction . -1
Subscripts

¢ continuous phase

d dispersed phase
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Abstract

A successful attempt to simulate turbulently flowing liqﬁid-liquid dispersions was
undertaken in this work where the- turbulg:nt dispersion/coalescenée of drops was
accurately pfedicted over a wide range of operating conditions using the model developed
by Coulaloglou aﬁd Tavlarides (1977). Experimental data obtained from an intensified
liquid-liquid reactor/contactor in which screen-type static mixers were used to
superimpose an adjustable uniformly-distributed turbulence field on the nearly plug flow
conditions encountered in high velocity pipe flows were used to validate the model

predictions.

Drop size distribution and the Sauter mean diameter (when quasi-steady state conditions
were assumed to be reached) were compared with the experimental results measured by
photographic techniques and good agreement was obtained at different flow velocities

and diverse screen geometries.

The use of mutli-stage screen-type static mixers where alternating breakage-dominated

and coalescence dominated regions exist allowed the development of accurate model
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parameters that may be used for simulating other more complex liquid-liquid contacting

conditions such as those encountered in MAT.

5.1 Introduction

Despite the extensive literature dealing with both the hydrodynamic and interface sciencé
aspects, the dispersion of immiscible liquids remains one of the most difficult and least
understood mixing problems, where minor changes in the chemical composition of the
system would drastically affect its performance (Paul et al., 2003). Consequently, the
majority of the liquid-liquid contactors/reactors presently used are inefficiently designed
with subsequent adverse effects on the reaction yield and selectivity and/or the mass

transfer performance.

Stirred vessels, rotor—stator mixers, static mixeré, valve or jet homogenizers, and
extraction columns, are an example of industrial process equipments used to contact
liquid-liquid systems. Due to the very complex hydrodynamic conditions prevalent in
most of these commercially available contactors/reactors, designing such units is very
difficult without an extensive employment of empiricism. However, the widespread use
of empirical correlations poses several limitations as they conceal many of the
hydrodynamic details and non-idealities (Bakker et al., 2001). Consequently, such results
cannot be used over parameter ranges not included in the original measurement data set
without the incorporation of excessive safety margins, thus requiring an extensive amount
of pilot-scale testing. Therefore, a detailed understanding of the mixing process combined
with the ability to accurately brediét‘the volumetric mass transfer coefficient in such units

¢an help in optimizing the performance, economy, and safety of these industrial systems.

Stirred tank reactors/contactors are the most commonly used in the chemical process
industries, however, the operating conditiohs, the agitator and vessel geometry, as well as
the positibns of the inlet and outlet streams have direct iinpact on the tank’s performance
as they determine the hydrodynamics and turbulence infensities in the vessel.
Nevertheless, these types of reactors suffer from many drawbacks as they lack
uniformity, where mixing, drop size distributions, hold-up, and temperature profiles have

large local variations (Andersson et al., 2004).
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On the contrary, plug flow reactors serve as a bettef choice in order to understand the
complex phenomena taking place as well as providing better performance and control
over the mixing, breakage and coalescence of drops, as well as heat and mass transfer.
Moreover, tubular reactors equipped with static -mixers haVe\ been gaining strdng
momentum in the chemical industries as they present an attractive alternative to
conventional agitation since similar and sometimes better performance can be achieved at
lower cost (Thakur et al., 2003). A common feature of these reactors is that turbulence is
continuously produced and dissipated albng the reactor. The turbulence is more
hofnogeneous and nearly isotropic compared to a stirred tank reactor where most
turbulence is produced and dissipated in the impeller region. They also provide large
_interfacial area of contact, effective radial mixing and narrow residence time distribution
~ (Turunen and Haario v1 994; Al Taweel et al., 2003; Andersson et al., 2004). In addition,
the mass transfer efficiency can be easily adjusted according to the requirements of the
reaction. For example, using mixers that provide high energy dissipation allow the
formation of small drop diameters which favours the processes with high reaction rates
since they require large interfacial area of contact between the phases. Similar results can
also be achieved by operating under high flow velocities. On the other hand, if the
reaction is slow; lower interfacial areas and flow velocities would be sufficient. Likewise,
inter-mixer spacing play also an important role in determining the extent of the reactions
since they allow the control of the breakage and coalescence processes taking place
where longer spaces favours the coalescence of the dispersion and shorter ones enhance

the drop breakage.

Recently, a new type of static mixing element was introduced in which screens or grids
are used to repetitively superimpose an adjustable uniformly-distributed turbulence field
on the nearly plug flow conditions encountered in high velocity pipe flows. This
characteristic made them‘particuvlarly effective in processing multiphase systems and their
ability to promote contact between immiscible liquids was found to be about 5-fold more
energy efficient than mechanically agitated tanks equipped with Rushton-type impellers
(Al Taweel and Chen, 1996). The very high turbulence intensities generated in the
regions adjacent to the screens result not only in the formation of fine dispersed phése

entities but also considerably enhance the value of the interphase mass transfer

103



coefficient. The combined effect of these two factors resulted in inter-phase mass transfer
coefficients as high as 13 s being achieved in the case of liquid-liquid dispersions (Al
Taweel et al., 2007) and allow for 99% of equilibrium conditions to be achieved in less
than 1 s. Furthermofe, such high performance allowed for orders of magnitudé reduction

in the reactor volume when applied to desulfurization 'proceSses (Al Taweel et al., |

- 2008b).

While phenomenological interpretationé of the role that turbulence has on multiphase
contacting, led to such performance improvements; the use of mathematical models that
can accurately predict the temporal ev_oluﬁon of drop size distributions is essential to -
further optimize the performance of such multiphase contactors/reactors. This
necessitates the use of population balance equations, PBE, to handle drop breakage and
coalescence within various regions of the contactor, and the identification of the

breakage/coalescence kernels that can accurately describe these processes.

The widespread use of PBE as a tool to describe dispersed phase operations emerged
from its capability to describe drop breakage and coalescence processes in terms of
identifiable physical parameters and operational conditions. However, the .ultimate
success of this approach relies on the ability of PBE to yield realistic and accurate

description of the overall drop breakage/coalescence processes.

The objective of this work is to explore the possibility of uSing PBE to accurately
simulate drop breakage and coalescence processes in turbulently flowing liquid-liquid
dispersions taking place in multi-stage screen-type static mixers (where alternating

breakage-dominated and coalescence dominated regions exist).

FurthérmOre, since the hydrodynamic conditions prevailing in screen-type static mixers
closely approach those of isotropic homogeneous turbulence, the; dfop
breakage/coalescence kernels identified in this investigation are expected to apply to
other more complex hydrodynamic conditions (such as those encountered in MAT)
provided that the contactor/reactor volume is subdivided into a large number of segments

where isotropic homogeneous turbulence can be correctly assumed to prevail.
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5.2 Drop Breakage and Coalescence in Turbulently Flowing Liquid-
Liquid Dispersions.

Information concerning the temporal variation of the dispersed phase characteristics (e.g.
size, mass, temperature, age; and species concentratiqn) can be obtained using the
population balance equations, where the dispersed phase is considered as an assembly of
drops whose individual identities are being continually destroyed and recreated by the
dynamic processes occurring within the system. Under such conditions, the change in the
 interfacial area of contact between the phases is mainly affected by the hydrodynanﬁcs
and the interfacial forces. In a two-phase turbulent flow, breakage and coalescence
processes take place simultaneously until a quasi-equilibrium state is reached, where the
dispersion and coalescence rates become comparable' and no net changes in drop size and

drop size distribution are observed.

Even though most of the breakage and coalescence models were developed using sound
thermo-, and hydro-dynamical theories, most of \their'yalidation Was conducted using data
obtained in mechanically-agitated tanks where the complex hydrodynamics en¢ountered
in such units were often over-simplified by assuming perfectly mixed conditions with
uniform energy dissipation rates. This deficiency was recently mitigated by sub-dividing
the contactor volume into 2-24 compartments (Alopaeus et al., 1999; Alexopoulos et al.,
2002; Wells and Ray, 2005; Léakkonen et al., 2006; Schmelter, 2008) where, different,
but uniform value of the turbulent energy dissipation rate is assumed to exist in each
compartment. The errors introduced from such a discretization approach are practically
eliminated when CFD is used where the contactor volume is divided into a very large
number of sub-regions. Unfortunately, most CFD tests used to test pertinent PB kernels
suffer from the uncertainties associated with the use of incomplete inter-phase
momentum closures, and turbulence modulation relations, needed to accurately describe
the interaction between the phases in the Eulerian-Eulerian approach (Al Taweel et al.,
2006).

In addition, the discrimination between the ‘many expressions used to describe the sub-

processes involved in the breakage and coalescence models cannot be properly
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undertaken because of the lack of experimental results obtained under well-known and
controlled hydrodynamic conditions (Eastwood et al., 2004, Laakkonen et al., 2007).
Conversely, most of the aforementioned hydrodynamic modeling difficulties are
eliminated under the flow conditions encountered in multi-stage screen-type static mixers
developed by Al Taweel and Chen (1996). The residence time distributions are very
‘narrow (essentially plug flow) and the characteristics of the turbulence 'generated in the
region downstream from each consecutive screen are well known. These mixers therefore
offer a good alternative to conventional MAT mixers for developing and fes’_ting ‘the
various hydrodynamic models as they overcome the difficulties associated bwith the high
spatial variations of the energy dissipation rdtes as well as flow recirculation ﬁon—
uniformities. In addition, the nearly plug flow conditions present in the multi-stage
screen-type contactor allow for the direct integration of fhe non-linear integrd-differential
equations obtained by applying the PBE, | thereby - eliminating any computational
uncertainties and errors introduced through the use of CFD.

In the following sections, the hydrodynamic conditions prevalent in screen type static
mixers are discussed with an emphasis on the models used for simulating drop breakage

and coalescence in turbulent flows.

5.2.1 Modelling Energy Dissipation Rates in Screen Type Static Mixers
The rate of energy dissipation within the static mixer plays a crucial role in determining

the drop size distribution of the emerging dispersion. The volume-average energy
dissipation rate in the mixer can be calculated from the pressure drop using the following

expression,

(5.1)

However, it is well known that the local value of &£ downstream from screens undergoes
dramatic variation along the axis of flow With the maximum value being encountered in
the immediate vicinity of the screen (Groth and Johansson, 1988; Briassuﬁs et al., 2001).
Screens can be characterized by their mesh size (M); bar size () (or Wir_é diameter); and
the fractional open area (). Where, the turbulence structure generated downstream of the
screen is controlled by the upstream superficial velocity as well as by those parameters. A

relatively large body of knowledge is available concérning the nature of grid-generated
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turbulence and how it is affected by the nature of flow as well as the wire mesh used
(Gad-El-Hak and Corrsin, 1974; Groth and Johansson, 1988; Lance and Bataille, 1991;
Zwart et al., 1997; Briassulis et al., 2001; Kang et al., 2003). However, the most
distinctive characteristic of flow through _séreens is the generation of nearly isotropic
turbulénce in the downstream flow. Further, the decay of grid-generated turbulence is

described by power laws such as:

o))

Where C is the decay coefﬁcient,'(x/M)0 is the virtual origin of turbulence decay, and » is

‘the decay exponent.

The hydrodynamic factors affecting the performance of screen type static mixers were
récently analyzed by Azizi and Al Taweel (Chapter 3) who proposed that the turbulence
~decay profile behind a grid be divided into two regions, a fegion of constant high energy

dissipation rate prevalent over a certain distance downstream of the grid, and a region of
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Figure 5.1: Rate of energy dissipation as a function of location downstream of a screen

(U=1.0 m/s, M =362 um, a =0.33).

fast decay where the homogenous isotropic turbulence decay equation applies. Using this
representation for niodeling the spatial variation of the energy dissipation rate (Figure

5.1), all energy sources for the flow through screens were accountedy for and the
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calculated values matched the experirhentally determined volume’.avefage ¢ data quite
well. . v

The introduction of screens into the pipe flow will therefore create regions with very high
energy dissipation the thickness of which depends on the screen, characteristics (mesh
size). However, the value of ¢ to which the fluid is exposed to is dramatically reduced as
it flows. further downstream from the screen (with up to 160-fold variation in ¢ being
observed within a 7M distance downstream of the screen). The residence time within the
region of high energy dissipation, and the maximum level of local energy dissipation
rates encountered in these regions, are therefore a funétion of the screen charactéristics
and the superficial velocity of the fluid passing through them. Figure 5.2 shows such an
example, whereas very high values of local energy dissipation rates can bé achieved by |
passing fluids through screens (up to 15,000 W/kg for this example of a screen with 27 %
open area), the corresponding residence time under such conditions is very short (as low

as 420 ps) unless multiple screens are used.
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Figure 5.2: Effect of superficial velocity on the maximum energy dissipation rate and the
residence time in the high energy dissipation regions (M = 1058 pm, a = 0.27).

Additional information concerning the values of these various parameters and the -
proposed approach for predicting the spatial va;iation of the energy dissipation rate
downstream of a screen are reported elsewhere (Chapter 3).

“
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5.2.2 Modelling of Breakage and Coaléscence in Screen-type Static Mixers

A variéty of processes taking place in turbulently ﬂowinvg. dispersions induces continuous
changes in the internal properties of the dispersed phase droplets (e.g. size, concentration
and age) \which consequently lose their identities. For thé case of a flowing dispersion
- exposed to regions of high and low energy dissipation rates, the drops undergo breakage
| in the vregions of high turbulence intensity whereas they coalesce into coarser drops while

circulating in low shear regions.

Generally, drop b_rgakage resﬁlts from the interaction of a single dropiet and the turbulent
contiﬁuous phase eddies; therefore, ‘if the energy gained is enough to compensate for the -
surface energy increase due to the expansion of the droplet surface area, then break-up
occurs. Further, coalescence occurs when two drops (or more) join together into one
- entity. Typically, this amalgamation process consists of three successive steps. First,
drops have to collide, trapping a small amount of liquid between them, the second step
- involves drainage of the liquid out of the film trapped between the adjacent drop surfaces,
while the third and final step is the rupture'of the film, after reaching a critical thickness,
leading to. coalescence/ (Venneker et al., 2002). For a flowing dispersion, as time
progresses, the breakage and coalescence rates change until reaching equilibrium where
the rate of both processes become virtually equal. These phenomena describing the
evolution of the dispersed phase drop size distribution (DSD) can best be expressed using

the population balance approach.

1n' its most general form, the continuous PBE is a dynamic transport equation that
describes the témporal evolution of population density as a result of four particulate
mechanisms, namely, nuéleation, growth, aggregation and breakage as well as transport
due to the flow field (Rigopoulos and Jones, 2003). The resulting equations_. are often
partial integro-differential equations with integral boﬁndary éonditions that rarely admit
analytical solutions; therefore the use of numerical techniques is necessary for obtaining a
solution (Mahoney and Ramkrishna, 2002; Attarakih et al., 2004; Azizi and Al Taweel,
2008b). Consequently, the method of discretization of the continuous PBE has emerged
as an attractive alternative to the various other numerical methods of solutions (Kumar
and Ramkrishna, 1996 a,b; Balliu et al., 2004) and has been successfully.'employed,
startirig with the work of Valentas and Amundson (’1 966), to render accuraté numerical
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solutions of the PBE (Alopaeus et al., 2002; Schmidt et al., 2006; Azizi and Al Taweel,
2007; Laakkonen et al., 2007).

. For the case at hand, the flow within the multi-stage screen-type static mixer can be
considered as radially uniform because of the flat velocity profiles induced by the screens:
and the relatively small spacihg between consecutive elements. To accommodate the
large axial variation in turbulence intensity and energy dissipation rates depicted in
Figure 5.1, the hydrodynamic performance of the static mixer was modeled by dividing it -
into very thin cells where uniform isotropic hydrodynamic conditions can be correctly

assumed to exist (Figure 5.3).

Birth by
coalescence

Birth by
breakage

Convection

Convection

Death by
coalescence

Death by
breakage

Figure 5.3: Schematic representation of the PBE cell -

In the case of a well-mixed physical volume, in which there is no convection and no
changes in temperature, concentration, and other internal variables are taking place, one
is only concerned with dispersed phase breakage and coalescence occurrences in uniform

spatial energy dissipation rate (Figure 5.3).

Under such conditions, the rate of change of concentration of drops of diameter d with
time can be expressed as a uni-dimensional PBE. For a locally isotropic turbulent field,

this equation can be written as,
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ON{d,t)| -

5 B,(d,t)-D, (d,‘t)+\Bc (d.t)-D,(d,t) (5.3)

d
Where N(d,?) is the number density of drop size d. By, Dy, Bc, and D; are the birth rate by
breakage, death rate by breakage, birth rate by coalescence, and death rate by
coalescence, respectively. Further, the rates of drop birth and death by breakup can be
expressed as (Coulaloglou and Tavlarides, 1977)

d,

By(d,t)= | B(d'd)-v(d")-g(d")-N(d't)dd" (5.4)
d
D, (d,t)=g(d)-N(d.1) (5.5)
where, g(d’) is the breakage frequency, v(d’) is the number of dispersed fluid entities
formed from breakage of a bubble of size d’, and f(d’,d) is the size distribution of

daughter bubbles formed from breakage of a bubble of size d’.

In addition, the rates of \drop birth and death by coalescence are written as:

Bc(d,t);zf%h((f —-d'3)%_ ,d']

0 (5.6)
xa[(d3—d'3)%,d'J-N((d3—d'f‘)%,z)-N(d',r)dd'
(dsmax_dB)%
D,(dt)=N(dt) [  h(d.d)-A(d.d")-N(d"t)dd" (5.7)

0
Here, A(d,d”) is the coalescence efficiency between bubbles of size d and &, and A(d,d")

-is the collision frequency between those of size d and .

This population balance representation is applicable to both gas-liquid and liquid-liquid
dispersions provided that appropriate expressions for the various breakage and
coalescence sub-processes are used. Such models have been presented by several authors,
many of which have been recently féviewed by Jakobsen et al. (2005) and Lasheras et al.
(2002). ”

Coulaloglou and Tavlarides (1977) developed a phenomenological model to describe

drop breakage and coalescence in turbulently flowing liquid-liquid dispersions; This

111



model assumes a locally isotropic turbulent field where both phases are moving at the
same velocity. In additfon, the system is considered isothermal with no interphase mass
transfer or reactions are taking place, and that only turbulent fragmentation and
amalgamation occur. Since all these aforementiohed conditions can be held valid in this

work, this model will therefore be used to describe breakage and coalescence phenomena..

In addition, this model seems to be the most widely used over the past few decades,
because it has the ability to encompass the various physiéal and hydrodynamical
properties of the system in the drob rate functions and provides a better physical
understanding of the processes taking place. Further, this model constituted the basis
from which most of the breakage and coalescence models in turbulently flowing
dispersions for both gas-liquid and liquid-iiquid systems were derived (e.g. Prince and
Blanch, 1990; Luo and Svendsen, 1996).

A discussion of the various breakage and coalescence sub-processes employed in this

work will thus be presented in the following sections.

'5.2.2, 1' Breakage frequency
Breakage models have been generally modeled using a’ combination of the collision -
frequency between the drops and turbuient eddies as well as the probability thét a
collision leads to a successful breakége. For drop sizes falling within the inertial sub-
range, Coulaloglou and Tavlarides (1977) assumed that the fraction of drops breaking is
proportional to the fractioni of drops which have a total kinetic energy greater than a
minimum value necessary to overcome the surface energy holding the drop intact.
Moreover, the distribution of the total kinetic enérgy of the drops was considered
proportional to the distribution of the kinetic energies of the turbulent eddies. Based on
the aforementioned considerations, Coulaloglou and Tavlarides proposed the following

breakage frequency function,

, u 1+ 4V
8(d)=C—gr——exp —Cz-% (58)
d3(1+¢) Py € 3.473
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5.2.2.2 Number of daughter drops /

The average number of daughter drops,v(d”), formed upon the breakage of a parent drop
of diameter d’, generally dependé on the forces applied on the parent drop, the interfacial
tension of that drop and its diameter (Hsia and Tavlarides, 1980). However, this term is
usually assumed to be two (i.e. binary breakage) which is considered‘ as a valid
assumption by Andersson and Andersson (2006) who found that the pfobability of binary
breakage increases with an increase in the energy dissipation rate; a condition that is
expected to hold true in the current work where very high energy dissipation rates are
expected to prevail in tubular reactors/contactors equipped with screen-type static mixers.
This is also in accordance with the work of MaaB et al. (2007) who reported that binary
breakage has the highest probability of occurrénce for drops with sizes smaller than 1 mm
in liquid-liquid systems. However, this issue remains unsettled fof the case of liquid-
liquid systems where contradicting conclusions can often be found in the literature. This
is due to the fact that the viscosity of the dispersed phase has a large impact in
determining the number of daughter drops born in a sihgle breakage event (Podgorska,’

2006; Tcholakova et al., 2007).

Nonetheless, for the purpose of the current work, binary breakage will be assumed to take
place, which according to Ruiz and Padilla (2004) is not a restrictive assumption as the
breakage of a parent drop in any number of daughter drops can be simulated efficiently

by a rapid sequence of binary breakage events.

5.2.2.3 Breakage size distribution

In addition to the i(nowledge of the breakage frequency function and the number of drops
formed after a breakage, the size distribution of these daughter drops is required for a
corhplete description of the breakage sub-process. This daughter size distribution
_determines the probability at which drops of a certain size are formed as a result of a

bigger drop being broken.

Coulaloglou and Tavlarides (1977) utilized a purely statistical distribution to express the
daughter size distribution, A(d d’), by assuming that the function is normally distributed
as reported by Valentas and Amundson (1966) and written as, |
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However, the use of a more sophisticated beta distribution function to describe the

ﬂ(d,d')=—j£-exp —4.5: (5.9)

daughter density function has been proposed by Hsia and Tavlarides (1980) and later
- adopted by several ’investigators (Bapat et al., 1983; Bapat and Tavlarides, 1985;
~Alopaeus et al., 1999). This beta distribution has the advantage over the normal
distribution pfoposéd by Coulaloglou and Tavlarides (1977) in that it produces a zero
probability for the infinitely small daughter drops é.nd the daughtef drops equal to the size
of the mother drop (Bapat et al., 1983). This beta function is expressed as,

B(d d')=9o._‘?_2_.(i3_]2.[1_£"_3.]2 : (5.10)
? d|3 d'3 dl3 )

In contrary to other models available in the literature (e.g. Tsouris and Tavlarides, 1994;
Luo and Svendsen, 1996), this beta distribution avoids the zero probability for the
evolution of equi-.sized drops; which is in line with the observations of Maaf ét al. (2007)
and Andersson and Andersson (2006) who reported that the probability of equi-sized

breakage is highest for liquid-liquid systems.

Furthermore, the use of the normal distribution for describing breakage pfocessés was
found to introduce erroneous behavior under high shear rates, e.g. € > 1,000 W/kg, and
the problem was eliminated by using the beta distribution function of Hsia and Tavlarides
(1980) (Azizi and Al Taweel, 2008b). Since energy dissipation rates of the same order of
magnitude or even higher are expected to prevail in tubular contactors/reactors equipped
with screen-type static mixers, the beta distribution will therefore be adopted hereafter

while describing the breakage processes.

5.2.2.4 Collision frequency

The collision between. drops can be initiated by several different mechanisms. These
include buoyancy-driven (that is collisions due to the difference in rise velocities of drops
of different size), and collisions due to laminar shear occurring when drops follow the

continuous fluid streamlines (Prince and Blanch, 1990), in addition to drop coalescence
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resulting from lturbulent interactions between the continuous and disperséd phase.
‘However, only the latter coalescence mechanism will be considered in this investigation
because the relative importance of the various mechanisms as compared to turbulence-
induced collisions can be neglected under the highly turbulent conditions present in

screen-type static mixers.

Coulaloglou and Tavlarides (1977) derived a turbulent collision frequency model
~ (assuming binary collisions) for drops with immobile interfaces by postulating that the
mechanism of collision is analogous to collisions between molecules as described in the
kinetic theory of gases. The collision frequency of drops of diameter d and d’ can thus be

written as,

Vooh
(1+¢)
The expression given in Equation (5.11) is slightly different from the originally published

W(d,d')=Cy-(d+d")’ (d% +dv'%)

(5.11)

_ohe as it incorporates a small algebraic error identified by Hsia and Tavlarides (1980).

5225 Coalescehce efficiency _

Coulaloglou and Tavlarides (1977) also presented an expression for the coalescence
efficiency term which is based on the film drainage between colliding dispersed phase
entities which is applicable to the case of deforming eﬁtities with immobile interfaces. It
assumes that turbulence causes the two entities to collide and holds them together for a
definite time while the intervening film thins under a constant force applied by
turbulence. Coalescence will therefore only occur when the contact time of the bubbles is
longer than the time required for draining the film entrapped in between them. Therefore,

the coalescence efficiency was expressed as,

ﬂ.'(d,d')=exp C, HePeE .(‘“‘")4 v (5.12)
02.(1+¢)3 d+d'

In the current work, the initial film thickness and the critical thickness for film rupture are

assumed to be constant and lumped into the value of the parameter Cj.
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5.3 Results and Discussion

5.3.1 Numerical Solution of PBE

An accurate, stable, and robust algorithm for solving the discretized PBE, where uniform
energy dissipation conditions’ can be correctly assumed, was recently developed by Azizi
and Al Taweel (2008b). This algorithm is based on minimizing the finite domain errors
that often arise while discretizing the drop size domain and includes an enhanced solution
stability algorithm which relies on moﬁitoring the onset of errors in the various Birth and
death terms encountered in PBE. It consequently allows for corrective action to be
undertaken before the errors propagate in an uncontrollable fashion, and was found to
improve the stability and robustness of the solution method even under very high shear

rate conditions.

This algorithm was further modified to acéount for flow through systems with spatial
variation of local energy dissipation rate and thus will be used in the current work to
‘model turbulent drop breakup and coalescence in static mixers. It uses the size
distribution sampling approach prbpdsed by Sovova and Prochazka (1981) and combines
it with cubic spline interpolation if information in between sampling points is needed. It
also employs a moving grid technique where insignificantly large drops are cut off from
the drop size domain while occasionally re-adjusting the distribution to ensure volume |
conservation. At any particular time, the value of the birth and- death terms are
determined by integfating over the size domain (uéing Simpson’s rule) and the resulting
ODE is numerically solved using the adaptive step-size control for Runge-Kutta (5™

order Runge-Kutta).

This algorithm was developed with the ability of using general forms of the breakage and
coalescence kernels and can therefore be used to describe both liquid-liquid and gas-
liquid dispersions. Further, it has the ability to predict the transient drop size distribution

and the temporal variation of the various dispersed phase characteristic sizes.

In the current work, 60 sampling points were used to describe the drop size domain at
every time step. For further information on the method of solution, its stability and

robustness, the reader is referred to Chapter 4.
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5.3.2 [Experimental Determination of Liquid-Liquid Contécting in Screen-type
Static Mixers ‘

The operational characteristics of screen-type static mixers were investigated using dilute
liquid-liquid dispersions flowing in a 25.4 mm ID pipe (EI-Ali and Al Taweel, 2008).
The setup, sfloWn in Figure 5.4, consisted of a vertical mixing section that ivncorporated\ a
set of static mixing elements whose characteristics are given in Table 5.1. The drop size
distribution obtained at different design and operating conditions was recorded using a
video camera with very short exposure times (2 ps). An adjustable intensity light source
was used to provide the high intensity illumination necessary for imaging the dispersion
at the very short exposure times necessary to freeze the images of the moving drops. The
resulting images were analyzed using semi-automated image analysis software for
measuring the sizes of the drops present in the dispersion. The resulting glispersions were
characterized using various mean diameters (d)o, dro, d30, d32 and da3), the number-, and
volume-density distributions, as well as the variance around the Sauter mean diameter,

dso.

Table 5.1: Characteristics of the woven screens investigated.

No. Wire Size, b, Mesh Size, M, Open Area, a,
(mm) (mm) ' (%)
I 0.508 1.058 27
II 0.152 0.362 33
III 0.305 0.845 41

The system investigated was a dispersion of Bayol Oil in tap water, the physical

properties of which are listed in Table 5.2.

Table 5.2: Physical properties of the phases at 25 °C

Phase Dénsity, p, | Viscosity, u , | Interfacial Tension, o, |-
(kg/m®) (kg/m.s) | (mN/m)
Water 997 1.0x107 .
Bayol Oil | 792 2.26x10° 19
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Figure 5.4: Schematic representation of the experimental setup.

"A small quantity of salt (500 ppm) was added to the water in order to compensate for the
uncontrolled variation in the composition of the tap water. Table 5.3 summarizes the

range of experimental conditions investigated in this study.

Table 5.3: Experimental Conditions: |

Number of Screen elements 9
Inter-screen spacing | , 10 mm
Superficial velocity, U 0.85 to 1.94 (m/s)
Screen open area, o 271041 %
Dispersed phase hold-up, ¢ 0.5%
Pipe Reynolds numbers | 21,000 to 50,000

5.3.3 Comparison with Experimental Results

5.3.3.1 Determining the model constants
The experimental data represent a good case for validating the current work since it
- provides a large set of experimental results obtained under a wide range of design and

operating conditions. Contrary to data obtained in mechani‘cally-iagitated tanks (MAT)
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where highly non-uniform hydrodynamic conditions are encountered, these results were
obtained under radially uhiform turbulence conditions. The fact that turbulence in a thin
slice behind screens closely approximates Homogeneous isotropic conditions can be used
to predict the evolution of DSD as the liquid;liquid dispersion flows through the static

mixer.

In order to simulate the behaviour of turbulently ﬂowing dispersions using the
“Coulaloglou and Tavlarides (1977) model the empirical ‘constants used in the drop
breakagé/coalescence rate functions (Equations (5'.8), (S.il) and (5.12)) need to be first
identified. To accomplish this, attempts to fit the quasi-steady state Sauter mean
- diameters against the experimentally measured ones while minimizing the sum of
squared errors as well as achieving reasonable fits of the DSD were undertaken. This is
clearly presentéd in Figure 5.5 which shows the variation of the quasi-equilibrium Sauter
mean diameter with the superficial flow velocity after estimating the various model
constants in addition to the drop volume density distribution using screen I. It is evidenf
that the model predictions match the experimentally determined Valgeé with a very good
accuracy. The best fit to the experimental data was obtained using the values of the

empirical constants shown in Table 4.2.
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Table 5.4: Values of the va;ious model constantS

Description Symbol  Value
First Breakage _Frequency CQnstant G 0.86
Second Breakage Frequency Constant G 4.1
— embedded in an exponential term
Collision Frequency. Constant Cs 0.04
Coalescence Efﬁciericy Constant Cy 1x10%°
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5.3.3.2 Simulation results

The ability of the current approach to track the variation of the drop size distribution as a
function of the local energy dissipation rate along the length of the reacfor can best be
illustrated by following the temporal variation of the Sauter mean diameter as the
immiscible dispersion flows through the static mixer (Figure 5.6). As can be seén from
Figure 5.6, the relatively coarse drops introduced to the tubular contactor/reactor undergo
a progressive reduction in the Sauter mean diameter as the dispersion passes through
successive static mixing elements. A quasi-steady condition is asymptotically reached
beyond which the DSD does not undergo significant changes with increasing number of
mixing elements. In addition, it can be clearly discerned that the drop diameter undergoes
a sharp reduction in the high energy dissipation regions adjacent to the screen before the
fine bubbles formed in these regions start to coalesce as they migrate to regions of lower
energy dissipation rates further downstream. This observation is similar to those reported
~ by Turunen and Haafio (1994) and Andersson et al. (2004) who used different types of

commercially available static mixers to promote dispersion.
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Figure 5.6: Predicted spatial variation of the local energy dissipation rate and the Sauter
mean diameter along the length of the contactor/reactor
(U=09m/s; ¢=0.5%; = 0.27)
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The hydrodynamic conditions presented in Figure 5.5a, encompass those experimentally
investigated and the values of the model constants derived thereof should be independent
of the operating conditions and/or the design parameters of the mixer. Furthermore, to
eliminate any effect the selection of the initial drop size distribution might have on the
solution, and to maintain consistency in the study, a normal distribution ranging from 0 to
1500 um with a Sauter mean diameter of 750 um was selected as the initial condition in

all the simulation runs.
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Figure 5.7: Effect of varying design and operating conditions on the quasi-equilibrium
DSD at ¢ = 0.5 %. (a) Effect of screen design at U = 0.97 m/s; '
(b) Effect of velocity for a =27 %

In addition, the ability of the simulation program to account for the variations in the

operating or design conditions is clearly evident in Figure 5.7 where the quasi—steady
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state DSD are plotted against the initial distribution. The case where the operating
conditions were kept unchanged while varying the screen geometry is plotted in Figure
5.7a, while that highlighting the effect of the superficial velocity on the quasi-equilibrium
DSD is given in Figure 5.7b for a type I screen. It is evident that the changes in the
hydrodynamics of the system are well accounted for while retaining a very good
'resolvution of the predicted DSD. This elucidates the importance of the moving grid
technique used in the current work and its ability to keep the finite domain errors to a
minimum by cutting insignificantly large drops from the size domain, and focus. the

computational efforts in the regions of most significance.

5.3.3.3 Matching model predictions with expérz'mental data

The model constants -d‘erived in the previous section and listed in Table 5.4 should be a
function of the physical properties of the system but independent of the operating
conditions and/or the design pafameters of the mixer. Therefore, these valﬁés are
considered universal and will be kept ﬁnchanged throughout this investigation. However,
the values of these constants were found to be several orders of magnitude larger than
those obtained by previous authors who uséd the same model to simulate liquid-liquid
dispersions using MATs (Couléloglou, 1975; Ross et al., 1978; Hsia, 1981; Bapat and
Tavlarides, 1985; Ribeiro et al., 1995). The discrepancy depicted in Table 5.5, is most
prdbably due to the simplifying assumptidns used by these authors in whiéh they
assumed a uniform local energy dissipation rate throughout the entire volume of the

MAT. .

Furthermore, to highlight the difference betwéeﬁ the various sets of constants, the
-cumulative number densities estimated using both the old and the new sets of model
parameters were plotted against the experimentally determined values in Figure 5.8.-
Since the older sets are of a similar magnitude, those obtained by Ribeiro et al. (1995)
were chosen for the purpose of thi‘s comparison. The large discrepancy between the two
simulation results is clearly shown in Figure 5.8 where the constants obtained in the
‘current study predict the experiméntal results very well while the old constants failed to
fall within the same order of magnitude as the mean diameter. This higher accuracy of the

current set of constants emphasizes the importance of accounting for the spatial variation
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in the energy dissipation rates while estimating the model parameters. This unmistakably
illustrates the danger of assuming simplified hydrodynamic conditions and estimating the

breakage and coalescence processes under conditions that do not truly apply.

Table 5.5: Numerical values of the empirical constants in the drop rate functions.

Proposed by c; C, Cy Cy
Coulaloglou (1975) 0.00487 0.0552 2.17x10* 2.28x10"
Ross et al. (1978) 0.00487  0.08 2. 17x10‘4 3x10"
Hsia (1981) 0.01031 0.06354 4.5x10™ 1.891x10"

Bapat and Tavlarides (1985) 0.00487  0.08  1.9x10°  2x10'2
Ribeiro et al. (1995) 0.00481 0.0558 1.65x10™° 4.74x10"

Current work 0.86 41  0.04 1x10"

In an attempt to characterize breakage and coalescence phenomena for droplets in
rotating disc contactors, Schmidt et al. (2006) employed only the coalescence functions
of Coulaloglou and Tavlarides (1977) along with a different breakage kernel. When the
model parameters were determined as independent of the hydrodynamic conditions
prevailing in the system, they obtained a set of constants for the coalescence kernel that
are very similar to those obtained in the current work (C3; = 0.036 and C; = 1.152 x10"
m?). However, these results were found dependent on the chemical system used.
Whereas the system exhibiting an interfacial tension comparable to the one employed in
this work (¢ = 14 mN/m compared to 19 mN/m in this work) resulted in very comparable
sets of constants, other cheémical systems with larger interfacial tensions required the use

of a different set of constants to be accurately predicted.

This however does not complétely justify the order of magriitude difference in the model
constants, since changes in the interfacial characteristics of the system are not expected to
induce such large variations in their values. However, it ’is important to add that the
model parameters used by Ribeiro et al. (1995) for example vwere. derived for two

different systems whose interfacial tensions ranged from 9 to 32 mN/m. Therefore, even
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though the interfacial characteristics of the system play an important role in determining
the extent of the model parameters, the importance of an accurate representation of the
energy dissipation rate while characterizing breakage and coalescence processes remains

imperative.
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Figuré 5.8: Comparison between old and new constants
(a=41%; U=1.94m/s; ¢=0.5 %)
Figure 5.9 clearly shows the effect of changing the operating conditions on the Sauter
mean drop diameter prevalent after the ninth screen element where quasi-steady state
" conditions are considered to be reached. The average equilibrium diameter was ‘thus
found to decrease with increasing the superficial velocity while decreasing with an
increase in tfle screen open area. It is well known that the superficial velocity is one of the
major factors governing liquid-liquid dispersion processes as it controls the kinetic
energy in the micro-jets formed by the screens, and hence the turbulent breakup and
coalescence processes. In the case at hand, the superficial velocity affects both the local
rate of energy dissipation, &, as well as the residence time of the fluid elements within the
region of high local energy dissipation rate. Moreover, screens with lower open area are
expected to produce higher velocity jets and hence highet local energy dissipation rates in
the regions; immediately downstream from the screens. Consequently, finer dispersions

are expected as the screen open area decreases.
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Figure 5.9: Effect of screen geometry on the variation of the Sauter mean diameter with
the superficial velocity (¢=0.5%)
The fact that the mbdel predicts the experimental observations with high accuracy is an
additional indication that the hydrodynamic model responsible for predicting the spatial
variation of the energy dissipation rate (Azizi‘ and Al Taweel, 2008a) throughout the
contactor works quite well and yields good estimates of € since good agreements between
simulations and experimental data are also to a large extent based on good predictions of

the turbulent energy dissipation rate (Andersson et ai., 2004).

The ability of the model to render accurate estimates of the DSD under a wide range of
operating and design conditions is further shown in Figure 5.10 where the experimental
and simulation results are plotted for three different screen geometries and varying
superficial velocities. Even though small deviations from the experimental values are
apparent, it is clear that the simulation algorithm predicts the distributive effecf with a

good accuracy.

~ The raw data used in this study, in addition to all distributive and cumulative distributions
covering the full range of operating and design conditions investigated, are given in

Appendix D.
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Figure 5.10: Effect of varying operating and design conditions on the probability number
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5.4 Conclusion

From the aforementioned findings, one can conclude that the turbulent

dispersion/coalescence of liquid-liquid systems can be accurately predicted using the
phenomenological model developed by Cbulaloglou and Tavlarides (1977). In this study,
a population balance model utilizing this kernel was developed and used to assess its
ability to accurately simulate the liquid-liquid contacting performance achieved in screen-

type static mixers where nearly-isotropic turbulent plug flow conditions prevail.
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The predicted drop size distribution as well as the Sauter mean diameter (when quasi-
steady state conditions were assumed to be reached) was compared with experimental
results measured by photographic techniques and good agreement was obtained at

different flow velocities and diverse screen geometries.

The successive exposure of the flowing dispersion ‘to 'breakage-dominated and
c’dalescence dominate_:d regions provided very sfringent conditions for teéting and
validating the model and for the development of accurate model parameters that may‘ be
used for simulating other more complex liquid-liquid contacting conditions such as those

encountered in MAT.

In addition to generating very uniform hydrodynamic conditions, the major advantage of
using this type of reactor is that it allows an easy optical access to each mixing element.
This would be of great importance in experimentally determining breakage and

coalescence processes under well controlled and well characterized turbulent conditions.
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5.5 Nomenclature

a Interfacial area of contact between the phases [m'l]

b Wire diameter : ' [m]

By Rate of particle genération by breakage per unit volume [m'3 57

B. Rate of particle generation by coalescence per unit volume [m3.s"

C Turbulence decay equation constant -1

C1.. 4 Empirical constants ' -]

d Drop diameter , [m]

Dy Rate of particle destruction by breakage per unit volume | [m>s"]

D, Rate of particle destruction by coalescence per unit volume [m>.s!
of a parent particle ,

g(d’) Breakage frequency of drops of diameter d’ ’ [s]

h(d d’) Coalescence inténsity of drops of diameter d and d’ [s
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L Distance between 2 consecutive screens [mm]

Ly Total mixer length ‘ + [m]
M Screen mesh size _ o [m]

n Turbulence decay equation exponent -1
Ny Nufnber density function 7 | [m™]
“u’ Rootmean square Veloéity fluctuation A [m.s'l]
U Mean velocity - [m.s™]

B Droplet volume [m’]
x  Distance down the screen [m]
Xo Virtual origin of turbulence decay [m]
Greek Letters
o Fraction open area of the screen | -]

p(d d') Probability that a drop of size d’ is formed when a drop d breaks -]

AP Pressure drop [N.m?]

& Energy dissipation rate ' [m?.s™]
A(d,d’) Coalescence efficiency _ [-]

o Interfacial tension ' o [N/m]

g viscosity _ _  [kgm™sh
v(d) Number of daughter drops formed by breakage of drop d ‘ -]

¢ Dispersed phése volume fraction -]

Pe Continuous phase density , [kg.m™]
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Abstract

A model for estimating the dispersed phase mass transfer coefficient was developed using
Higbie’s penetration theory combined with Kawase’s surface renewal approach for the
turbulent exposure time, and the effect of surface contamination on interfacial mobility.
This model was then incorporated in a Population Balance algorithm capable of
accurately predicting drop size distribution in various parts of the contactor and used to |
calculate the local mass transfer coefficients in regions of varying turbulent energy

dissipation rates.

This model was found to be capable of predicting the eXperimental data, obtained using
screen-type stétic mixers, reasonably well over a wide range of design and operating
conditions. While the rigid and laminar circulation models significantly under-predicted
the experimental results, the turbulent internal surface remewal model provided a
hydrodynamic justification for the commonly used effective diffusivity correction factor

_ which is reported to vary between 1 and 50.
Topical Heading: Fluid mechanics and transport phenomena

Keywords: Mass transfer, turbulent flows, surface contamination, static mixers,

population balance, drops.

132



6.1 Introduction

The dispersion of immiscible liquids is one of the most difficult and least understood
. mixing problems despite the extensive literature dealing with both the hydrodynamic and
the surface science aspects of the problem (Paul et al., 2004). Consequently, the majority
of the liquid-liquid contactors/reactors presently used are inefficiently designed with
subsequent adverse effects on the reaction yield and selectivity and/or the mass transfer
performance. Furthermore, the large inventories of hazardous materials present in
conservatively-designed contactors/reactors pose unnecessarily safety hazards and
excessive amounts of energy are 'wasted while promoting contact between the phases as it
is estimated that the efficiency by which energy is utilized to generate and maintain the

interfacial area of contact between the phases is less than 2%.

Due to the very complex hydrodynamic conditions prevalent in most of the commercially |
- available con’;actors/redctors handling immiscible dispersions, designing such units is
very difficult without the employment of empirical knowledge and experience and an
extensive amount of pilot-scale tesﬁng. However, a detailed understanding of the mixing
process combined with the ability to accurately predict the volumetric mass transfer
cc;efﬁcient in’ such units can help in optimizing the performance, economy, and safety of

these industrial systems.

The value of the local volumetric mass trahsfer coefficient, Ka, is affected by both the
interfacial area of contact between the phases, a, and the overall mass transfer coefficient,
K. Knowledge concerning how these parameters vary within the contaétor/reactor volume
is" therefore essential for the rational design of a variety of liquid-liquid contactors
(Botello-Alvarez et al., 2004; Dehkordi, 2002). To achieve such a goal, mathematical
models capable of accurately predicting drop size and motion within the contactor/reactor
in question as well as the mass transfer coefficient at various locations within the

contactor, are needed.

A detailed description of the dispersed-phase characteristics can be achieved by using the
population balance models that were introduced to the chemical engineering field in the
mid-60s. Population balance equations, PBE, have since become a well-established tool

that is widely used for simulating dispersed phase operations because it has the advantage
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of being able to describe drop/bubble breakage and coalescence processes in terms of
identifiable physical parameters and operational conditions. The biggest uncertainty
associated with the use of PBE to simulate multi-fluid procesSing (i.e. immiscible liquid-
liquid and gas-liquid systems) remains the identification of the breakage and coalescence
kernels that can accurately describe what happens in turbulent flows. Most of the models
developed over the past several decades were verified using experimental data obtalned
“in" mechanically. agitated tanks in which the dispersed phase holdup, drop size
distribuﬁori, and energy dissipation rate are assumed to be uniformly distributed
throughout the volume of the mixing vessel. The fact that such units exhibit a broad
residence time distribution, and that drops periodically circulate between the regions of
high and low energy dissipation rates present in the mixing tank (where the local energy

dissipation rates can vary by a factor of more than 10,000) are usually overlooked.

Computational fluid dynamics, CFD, can presently be used to simulate the hydrodynamic
performancé of mechanically agitated tanks handling immiscible liquids provided that
one can accurately predict drop breakage/coalescence processes taking place in the
various parts of the vessel. Armed with such knowledge - and a model that can account
for the effect of drop size, turbulence intensify, and interfacial characteristics on the inter-
phase rate of mass transfer - the mass transfer performance of mechanically agitated
tanks may then be simulated. Unfortunately, no such capabilities have been reported yet,
most probali’;ly because of the'complex hydrodynamic conditions prevalent in MAT (e.g.
large spatial variation in circulation patterns, dispersed phase holdup, and local energy
dissipation rates), uncertainties surrounding the choice of appropriate breakage and
" coalescence kernels, and the lack of a reliable model that can be used to predict the inter-

phase rate of mass transfer under highly turbulent conditions.

The objective of this work is to develop a model for predicting the dispersed phase mass
transfer coefficient under conditions where the turbulence intensity in the continuous
phase plays an important role. To accomplish this objective, Higbie’s (Higbie, 1935)
penetration theory was combined with Kawase’s (Kawase et al., 1987) approach for
calculating exposure time at different energy dissipation rates and the effect of interfacial
mobility, which plays a big role in industrial systems, was taken into account using an

~ approach similar to that proposed by West et al. (1951). This mass transfer model was
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then incorporated into the recently developed PBE-based hydrodynamic model
describing drop breakage and coalescence in turbulent flows (Chapter 4). The predictions
of this model were then compared with those obtained using more traditional approaches
as well as the experimental results -for the overall -inter-phase mass transfer obtained
under well /known and controlled hydrodynamic conditions prevalent in screen-type static

mixers.

6.2 Modelling Inter-Phase Mass Transfer in Turbulently Flowing
 Liquid-Liquid Dispersions |

The transfer of a component from one phase to another is governed by a wide array of
complex processes such as concentration gradients, molecular diffusivities, mixing
conditions, bulk and interfacial rheology, chemical reactions, temperature, and pressure.
Mass transfer effecﬁvéness is usually expressed by means of the Voluﬁqetric mass transfer
coefficient, Ka where the effect of the aforementioned variables (with the exception of
the concentration gradients and the interfacial area of contact) is reflected in the value of
the mass transfer coefficient, K. While the interfacial area of contact is controlled by the
hydrodynamic and interfacial forces that determine breakage and coalescence rates, the
value of the mass transfer coefficient is dependent on the hydrodynamics of the
continuous phase, size of the drops, mc')bility of the interface, slip velocity and the
physical properties of the system. Urifoftunately, the complex hydrodynamic conditions
encountered in most of the contactors/reactors .invéstigated led to the development of a
large number of eqhipment—, and system-specific mass transfer correlations which apply

to very narrow and particular conditions.

Because of the big concern about inappropriately describing the hydrodynamics involved,
many investigators recommended the separation of the two parameters, K and a, while
estimating the volumetric mass transfer coefficient (Botello-Alvarez, et al., 2004; Alves-
et al,, 2004; Vasquez and Bautista, 1997). It is only recently that the large spatial
variation in average flow, and local turbulent energy dissipation rates, were taken into
consideration and reasonably = good agreement with experimentally-determined
drop/bubble size distributions was achieved by incorporating dispersed phase population

balances into multi-block, or CFD, representation of the multiphase contactor/reactor for
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dispersed phase hold-ups as high as 5% (Andersson et al., 2004; Laakkonen, et al., 2006;
Venneker, et al. 2002). ' |

Most of the aforementioned hydrodynamic modeling difficulties are eliminated under the
flow conditions encountered in multi-stage screen-type static mixers developed by Al
Taweel and Chen (1996). The residence time distributions are very narrow (essentially
plug flow) and the characteristics of the turbulence generated in the region downstream
from each consecutive screen are well known. These mixers therefore offer a good
alternative to conventional MAT mixers for developing and testing various
hydrodynamic and mass transfer models as they overcome the difficulties associated with
the high spatial variations of the energy dissipation rates as well as flow/recirculation
non-uniformities. In addition, they fulfill the need for plug flow conditions by offering
narrow residence time distributions and allowing both phases to move concurrently
through the contactor with little or no axial dispersion. Finally, the use of plug flow
contactors instead of stirred tank contactors eliminates the need to monitor the rapidly
changing concentrations at various locations of the contactor and replaces it with steady

state measurements of concentration at different locations along the axis of the flow.

6.3 Development of a Model for Predicting Drop Side Mass Transfer
Coefficient in Turbulent Flows

The volumetric mass transfer coefficient is a key parameter in the characterization and
design of stirred and non-stirred industrial liquid-liquid contactors/reactors. In order to’
achieve a better ﬁnderstanding of the effect various hydrodynamici and interfacial forces
have on this transfer phenomenon, it is recommended to separately consider the mass .
transfer. cbefﬁcient, K, and the interfacial area of contact, a, in order to isolate the
contributions .of the design/operating conditions and the physical properties of the phases
on each of these parameters (Boteilo-Alvare_z, et al., 2004; Bouaifi et al., 2001). To date,
the problem of estimating the mass transfer coefficients for liquid drops in a turbulent
medium is not well understood and the values predicted using the many empirical and
theoretical models presented in the literature can be significantly different from those

determined experimentally.
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Several investigators reviewed the hydrodynamic and interfacial factors affecting the
continuous and dispersed phase mass transfer coefficients (Vasquez and Bautista, 1997;
Henschke and Pfennig, 1999; Kumar and Hartland, 1999; Bart, 2003). These clearly
show that much of the recent understanding of inter-phase mass transfer was obtained
from single drop experiments usually conducted using relatively lafge drops moving
within stagnant or slowly moving continuous phase. Although the models and
correlations stemming from such an approach may be suitable for the relatively mild
agitatibn intensities encountered in spray and rotating disc extraction columns, they do
not apply to the case of high inténsity contactors/reactors used in industry (such as MAT,
impinging jets, in-line rotors, stators, ultrasonic dispersers, colloid mills, high pressure

~and narrow-gap homogenizers as well as screen-type static mixers).

The overall mass transfer coefficient, K, is controlled by the resistance offered by both
the dispersed and continuous phases as well as any interfacial resistance to mass transfer.
For the cases where the film resistance is much larger than the interfacial resistance, the
Whitman two-film theory can be expressed as,

1 m 1
—_— e — 6.1
K &k, €D

where, m is the distribution coefficient between the phases (m = Cyeq/Ceeq)-

For cases where the solute exhibits Véry high affinity to the continuous phase (i.e. where
m is very small), the overall mass transfer coefficient becomes controlled by the
dispersed phase resistance and the sensitivity of the experimental results to variations in
the continuous-phase resistance is, therefore, significantly reduced (Camurdan et al.,
1989; Noh and Baird, 1984). This observation is very relevant considering the fact that it
was found to be the factor controlling inter-phase mass 'tré.nsfer in many industrial
operations particularly where the viscosity of the dispersed phase is higher than that of.
the continuous one (Bart, 2003; Henschke and Pfennig, 1999). Consequently, attention
will be focused on the various models available for predicting the dispersed phase mass
~ transfer coefficient and how it is affected by the various hydrodynamic and interfacial

factors.

137



6.3.1 Previous Work

Mass fransfer in the dispersed phase is generally ﬁffected by a combination of moleéular
diffusion, and natural/forced convection within the drop. A large number of mechanisms
and models have therefore been pfoposed for laminar and creeping flows wi'thin stagnant,
é_irculating, or oscillating drops with the majority being focused on diffusiye mass
transfer and hydrodynamically-inducéd convective mass transfer. Newman (1931)
developed a model for rigid drops which describes mass transfer by unsteady molecular
diffusion. This model was further expanded by Kronig and Brink (1950) to account for
laminarly cifculating drops where an enhancement factor of up to 2.5 is obfained with a
fully mobile interface. Many researchers (Handlos and Baron, 1957; Johnson and
Hamielec, 1960; Steiner, 1986; Slater, 1995) attributed the experimentally observed highv
mass transfer coefﬁéiént values by assuming turbulent conditions inside the drop and
applied the eddy diffusivity approach to quantify that impact. In this approach, an overall
effective diffusivity, Dee, is used to replace Dy in the rigid drop model with the ratio of
the two values expressed as an enhancement factor, R, the value of which may vary

between 1 and 50 and is experimentally determined from (Steiner, 1986).

2 - 2 ' . :
k=27 Do g, 27 D 6.2)

3 d 3 d

In order to account for the effect of contaminants on inter-phase mass transfer, West et al.
(1951) applied the Higbie penetration theory to the case of single drops rising in stagnant
liquids and assumed the exposure time to be that needed for the drop to rise a distance
e(iual to its own diameter. Using this assumption, they could predict the experimental
fesults of Sherwood et al. (1939) _reasonably,well but were not as successful with their
own data; this discrepancy was then attributed to the difference in solvent purities ahd

physical properties as well as the construction material used in the experiments.

Few investigators attempted to account for the destabilizing effect induced by mass
transfer, a factor which can significantly affect the value of kg4 for relatively large drops.
In their recent investigation, Henschke and Pfennig (1999) observed that for large drops

(d > 1.5 mm) the measured mass transfer coefficients are often much larger than those
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predicted by the theory of laminar circulation inside drops and discarded the
hydrodynamic reasoning for turbulent transfer, They credited the enhancement to the
onset of mass-transfer-induced turbulence within the drop which drives the correction
faétor above the limiting value of 2.5 predicted for laminar circulation with a fully mobile.

interface.

However, all the aforementioned efforts did not address the impaét that continuous phase
turbulence has on the value of kq in spite of its relevance to many industrial situations.
Althdugh the dispersed phase mass transfer cbefﬁcienf, kq, for liquid drops moving within
turbulently flowing liquids, may be estimated using the penetration theory of Higbie
combined with an accurate estimate of the exposure time, few investigators adopted this
approach in their analysis of the factors affecting the value of k4. The recent review by
Jajuee et al. (2006) provides a detailed analysis of the efforts directed towards the
development of surface renewal concepts and models for estimating the inter-phase rhass
transfer coefficient in agitated liQuid-liquid and gas liquid systems under conditions
where the external mass transfer coefﬁéient is contfolling. Unfortunately, all the models
discussed yield a single average value for the exposure time that changes with the
average turbulence intensity within the contactor but does not truly reflect the effect of
spatial variation of energy dissipation rate within it. The findings are thus not of
fundamental nature, as they apply only to the specific conditions investigated and can not

be easily translated to other contactor sizes and configurations.

In their analysis of the continuous phase mass transfer coefficient, Skelland &nd Lee
(1981). clearly identified that the assumption of equal degree of turbulence at various
locatibns in MAT does not apply. They presented a more realistic approach to the
. hydrodynamic conditions in which drops circulate between the high energy dissipation
regions around the impeller, and the much lower energy dissipation rates .prevalent in
other parts of the mixing vessel. A model containing periodically varying rates of surface
renewal was therefore proposed on the basis of the average time drops take to cifculate
within the vessel. Although this model is based on a more realistic representation of the -
hydrodynamic conditions within the vessel, it violates the fundamental concept that the
surface renewal rate must be determined by the hydrodynarhic parameters prevalent in

the regions surrounding the drop and not the average value prevalent throughout the
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contactor, Their model also does not take into account the temporal variation of drop
sizes as they undergo periodic breakup and coalescence and overlooks the fact that

monodisperse drops are rarely encountered in industrial operations.

On the other hand, many of the aforementioned deﬁciencies have been recently overcome
by some investigators who applied penetration theory to fhe case of gas liquid dispersions
where the continuous phase resistance dominates the rate of inter-phase mass transfer.
Using the single phase flow patterns predicted by CFD simulations, Bakker and van Den
Akker (1994) calculated the transport of gas throughout mechanically agifated tanks
using an in-house finite difference code. Higbie’s penetration theory was then used to
predict the local and overall continuous phase mass transfer coefficients in the tank and
good agreement between the predicted overall volumetric mass transfer coefficient and
their experimental findings was obtained for gas holdups < 5%. However, attempts to use
the same approach and solution scheme failed to predict the inter-phase mass transfer
coefficient in mechanically agitated tanks handling pseudo-plastic fluids mainly because
of the inability to accurately predict the gas holdup profiles and bubble size distributions
(Venneker et al., 2002). A similar approach was adopted by Laakkonen et al. (2006) who
subdivided the tank into 22 sub-regions each of which has a particular value of ¢, ¢, and
- d. Using ‘s;ingle- phase flow patterns predicted by CFD simulations, a discretized
population balance code, and Higbie’s penetration theory, good agreement between the
predicted oxygen concentrations and their experimental results on absorption and
desorption of oxygen were only possible after adjusting a parameter in the liquid film

mass transfer equation.

In summary, proper ﬁnderstanding of the various factors affecting the dispersed phase
mass transfer coefficient is still incomplete aed the need for phenomenological models
that account for the various physicochemical and hydrodynémie conditions on the
dispersed-phase mass transfer coefficient is evident. A moelel capable of predicting the
drop side ‘mass transfer coefficient in turbulently flowing liquid-liqﬁid dispersions was
therefore developed by combining Higbie’s penetration theory with Kawase’s surface
renéwal approach for the turbulent exposure time, and accounting for the effect of surface

contamination on interfacial mobility.
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6.3.2 Model Development A
According to Higbie’s penetration theory, the dispersed phase mass transfer coefficient

can be expressed as,
k;=—: |—% ‘ 6.3)

where, f,, is referred to as the exposure time and represents the mass transfer surface
renewal time. Accurate estimation of this parameter and its variation under different
hydrodyhamic conditions plays a paramount role in correctly predicting the value of the
mass transfer coefficient. Two commonly used approaches were suggested for solving
this problem. The first one, proposed by Higbie himself (Higbie, 1935) relates the contact

time to the bulk liquid flow around the entity, assuming that,

d

vS

¢ = ‘\ (6.4)

e

where, d is the drop diameter and v; is the steady state slip velocity between the phases.
Substituting Equation (6.4) in Equation (6.3), the dispersed phase mass transfer

coefficient can now be described as:

_2 .ph. %
kd_\/; D \/; | (6.5)

* Equation (6.5) is fnainly referred to as a “slip velocity” model, and has been extensively
used for describing continuous-phase mass transfer coefficients in gas-liquid and liquid-
liquid applications (Steiner, 1986; Saien and Barani, 2005; Alves et al., 2006) especially
under low turbulent intensity conditions where large diameter bubbles/drops having large
slip velocities dominate. It predicts a strong dependence of the mass transfer coefficient
on the bubble/drop diameter but does not account for the effect of turbulence in the

continuous phase.

The second approach, which will be adopted in the formulation of the current model, is
based on the surface renewal due to the interaction of drops with turbulent eddies. It is
baséd on the observation that whereas the interaction of drops with the low-frequency

large scale eddies will result in the drops being mainly carried along with the eddies, the

141



interaction with the high-frequency small-scale eddies will result in the formation of
‘shear stresses that trigger surface renewal and shape deformations. The rate of mass
transfer within a drop that is exposed to a highly turbulent flow field can thus be assumed
to be largély controlled by the interacﬁons between the drops and the high—frequency
small-scale eddies. Based on this understanding, Kawase et al. (1987) suggested that for
the case of gas-liquid systems with fully mobile interface, the contact time can be
considered to be of the order of the characteristic time of an eddy given by Kolmogorov’s
isotropic turbulent flow theory, |
1
3 =(K)A (6.6)
& .

The relative density between the continuous and dispersed phases is much higher in the
case of gas liquid dispersions than is the case of liquid-liquid dispersions.'However, the
effect of virtual mass experienced by dispersed phase entities accelerating/decelerating in
turbulent flows tends to minimize such differences (Azizi and Al Taweel, 2007).
Consequently, it is possible to assume that in the case of immiscible liquid-liquid systems
with fully mobile interface, the contact time can similarly be considered to be of the order

of the characteristic time of an eddy as given by Equation (6.6).

Combining Equations (6.6) and (6.3), the dispersed-phase mass transfer coefficient in

turbulently flowing liquid-liquid dispersions can be written as:

2 ¥ [e ? |
k,=—-D/2-| — 6.7
-2 o) (2) o
pfovided that the interface between the phases is fully mobile. This equation fits into the
category generally referred to as an “eddy” model in the field of mulﬁphase mass
transfer. It predicts a decisive influence of the turbulent energy dissipation on k4 which is
independent of drop diameter (as long as the relative contribution of the siip velocity to

the mass transfer is limited).

Further, the presence of contaminants at the interface between the phases is known to
reduce interfacial mobility with the extent of reduction being a function of the nature and

concentration of the contaminant. This can exert a significant adverse effect on inter-
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phase mass transfer, a situation that is encountered in industrial systems where the
presence of amphiphilic constituents is known to play an important role. To aceount for
that effect in the present model, the exposure time, f, is modified by the introduction of a
correction factor, f;, that represents the square root of the ratio of the vertical velocity of
the interface to that of the continuous phase both taken with respect to the drop center.
Its value decreases from 1 for fully mobile surfaces and approaches zero for rigid

surfaces where no internal turbulent diffusion takes place.

“The turbulent internal surface renewal model, can now be written as follows,

Vi _
-2 . rph|E
L0k () o

where f; is the correction factor for the surface mobility of the drop and is formulated
along the line adopted by West et al. (1951) who studied single drops rising in stagnant
liquids.

This model is expected to apply at the high power inputs encountered in mixing tanks and
other efficient contactor/reactors where small droplets are formed rather than for the drop
sizes encountered in extraction columns (1,500 — 5,000 pm) where mild turbulence

intensities prevail. |

It is important to note that the model presented by Equation (6.8) can be used to predict
drop side mass transfer coefﬁcient in any contactor/reactor configuration provided that its
‘volume is subdivided into elements sufficiently small that the assumption of uniform
hydrodynamic conditions within each can be reasonably well met. It should also be
applicable to clean systems where t_he interface is mobile as well as for industrial systems
where the presence of amphiphilic materials can result in immobilizing the interface to

- various degrees

6.4 Testing and Validating the Turbulent Mass Transfer Model

As previously mentioned, the hydrodynamic conditions encountered in most
investigations vdealing with ihterphase mass transfer in turbulently-flowing immiscible
liquids are not well known and can therefore not be easily used to test énd validate

theoretical models because of the large spatial variation in circulation patterns, dispersed
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phase holdup, and local energy dissipation rates. On the other hand, the recent
introduction of screen type static mixers offers the possibility of conducting mass transfer
studies under well controlled hydrodynamic conditions (approaching plug flow) in which

the turbulence characteristics are well known.

" In the following sections, the hydrodynamic conditions prevalent in écréen-type static
mixers are discussed with an emphasis on the recently developed model for drop
breakage and coalescence in turbulent flows and its ability to predict drop size
distributionsf achieved in screen-type static mixers by numerically solving the resulting
population balance equations. The newly developed mass transfer model (Equatioh(6.8))
wal\s then incorporated into the hydrodynamic model and used to estimate the local and
volume-average interphase mass transfer coefficients. These predictidns were then
compared with those obtained using more traditional approaches and with the
experimental results for the overall inter-phase mass transfer obtained in screen-type

- static mixers.

6.4.1 Modelling Energy Dissipation Rates in Screen-Type Static Mixers

The rate of energy dissipation within the mixer plays a crucial role in detefmining the
~ drop size distribution of the flowing dispersion as well as the rate at which mass is
transferred between the phases. A relatively large body of | knowledge is available
concerning the nature of grid—genéréted turbulence and how it is affected by the nature of
flow as well as by the characteristics of the wire mésh used (Kang et al., 2003; Briassulis
et al., 2001). The most distinctive characteristic of flow through screens is the generation

of nearly isotropic turbulence in the downstream flow.

Furthermore, the hydrodynamic factors affecting the performance of screen type static
mixers were recently analyzed by AZizi and Al Taweel (2008a) who proposed that the
turbulence decaly profile behind a grid be divided into two regions; namely, a region of
constant high energy dissipation rate prevalent over a certain distance downstream of the
grid, and a region of fast decay where the homogenous isotropic turbulence. decay
equation applies. As shown in Figure 6.1, the local turbulent energy dissipation rate
downstream from the screens undergoes dramatic variation along the axis of flow with

the maximum value being encountered in the immediate vicinity of the screen. This
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behaviour can be described using the following power law expression (Bourne and Lips,
1991): |

30U’ | x x )
£ = d—=l—1 (6.9)
2-M-C | M \M),
where C is the decay coefficient, M is the mesh spacing and x is the distance downstream
from the screen. For the screen used in this investigation (5 = 152 pym; M = 362 um) C
was equal to 1.82, n was set to 1.32 and x, = 0. Additional information concemning the

values of these various parameters and the proposed approach for predicting the spatial

variation of the energy dissipation rate downstream of a screen are reported elsewhere
(Chapter 3).

2
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Figure 6.1: Rate of energy dissipation as a function of location downstream of a screen
(U=1.0m/s, M=362 pm, a = 0.33).

6.4.2 Simulating Drop Breakage zind Coalescence in Screen-Type Static Mixers

The aforementioned large axial variation in local energy dissipation rate behind screens
results in the drops present in the dispersion passing through the screen undergoing very
rapid breakage in the regions of high energy dissipation rates adjacent to the screen. They
will however progressively coalesce into coarser drops as they migrate into the regions of
lower energy dissipation rates further downstream. This phenomenon can best. be

- simulated using population balance equations (PBE).
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~Population balance equations are generally used to simulate the generation of dispersions
because they allow a detailed description of the two rate processes that occur in the
system; namely, drop breakage and coalescence. Rigorous modeling of these processes
leads to formation of an integro-partial-differential equation known as the population
balance equati‘on. Analytical solutions of the PBE in its most geﬁeral form are rare with
the few reported instances involving major sirﬁplifying assumptions that may not be
easily met in practice. The PBE are therefore generally discretized to transform the partial
differential equatibns into ordinary differential equations, rendering their numerical

solution easier,

In its most general form, the population balance for a well mixed control volume can be

written as:
Rate of accumulation . Net rate of generation
) . Net rate of transport into ,
of particles = ) + | in the control volume by
the control volume by convection

in the control volume breakage and coalescence |

Net rate of generation in the control volume by other means | .
e.g. chemical reaction, mass transfer...

The relative contribution of the mass transfer to the dispersed phase volume fraction (the
- third term on the R.H.S) can be neglected for dilute solutions, a situation that is

analogous to the findings of Laakkonen et al. (2006) for gas-liquid systems.

Radially uniform turbulence conditions that approach the ideal situation of isotropic
turbulence are encountered in the flow within screen-type static rﬁixers. In order to
accommodate the large axial variation in turbulence intensity reported for this contactor
(Equation (6.9)), its hydrodynamic performance was modeled by dividing it into very thin
control cells where uniform isotropic hydrodynamic conditions can be correctly assumed
to exist. The population balance approach was then applied to each cell using the
breakage and coalescence kernels developed by Coulaloglou and Tavlarides ( 1977). The
‘resulting equations (listed in Table 6.1) incorporate the small algebraic corrections
identified by Hsia and Tavlarides (1980), in addi;ion to their proposed daughter size
distribution which was used instead of that originally reported by Couialoglou and
Tavlarides (1977). These integro-differential eq uations were then numerically solved

using an accurate and robust algorithm developed for such purpoSes (Chapter 4).
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Table 6.1: Coulaloglou and Tavlarides Breakage and Coalescence kernels

Sub-process Equation
— P e
‘ £ o-(1+¢
Breakage frequency gld)=¢ AN exp| —~C, ‘—(“5]3—)5/3—
d” (1+¢) pa-e”-d
Number of daughter drops v(d)y=2
| & (@Y (, &Y
Size distribution of daughter drops S (d ,d ') =90- Fe (FJ -(1 - ?d-'?)
% 2 5
Coalescence frequency h(d,d')=C, (—lg——¢—) (d+d") -(dé vah )/
+
o o - d-a'\
Coalescence efficiency A(d,d")=exp| —C, - Lo P 3 ( 4 )
o’ (1+g) \d+d’

Although the various sub-processes modeled by Coulaloglou and Tavlarides are based on
sound theoretical foundations that have been validated by very recent findings, the
approach used'by them to quantify the model parameters Cj - Cy is fundamentally.ﬂawed
as it is based on over simplified postulations in which MAT are assumed to be perfectly
- mixed with a spatially uniform energy dissibation rate. - The value of the constants
derived from such an approach can therefore not be used to predict the spatial variation in

~ drop size distribution within MAT or any other contactor for that matter.

The data generated under the plug flow conditions encountered in screen-type static
mixers under a wide range of hydrodynamic conditions were recently used by Azizi and
Al Taweel (Chapter 4) to test the ability of PBE to accurately predict drop size
distributions under conditions of isotropic turbulence. They found that the breakage and
coalescence kernels developed by Coulaloglou and Tavlarides can accurately predict the
~ Sauter mean diameter and drop size distribution over a wide rage of hydrodynamic
conditions provided that a new set 'of model parameters is used (Figure 6.2). By using
that new set of model parameters, the Coulaloglou and Tavlarides model can be used to
describe the various breakage and coalescence sub-processes taking place in turbulently '

flowing liquid-liquid dispersions (i.e. within any contactor configuration) since the new
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values of the parameters were obtained taking into consideration the spatial variation of

the energy dissipation rate.

The new values of the model constants shown in Table 6.2 were found to be several
orders of magnitude different from those commonly used in the literature, which were
derived assuming homogeneous energy dissipation rates. The errors introduced by
applying the wrong model parameters is evident from Figﬁre 6.2 where they predict a

mean drop diameter that is 17-fold larger than that experimentally observed.

The suggestion that the Coulaloglou and Tavlarides model can be used to describe the
various breakage and coalescence sub-processes taking place in turbulently flowing
liquid-liquid dispersions in a fashion that is independent of the contactor configuration is
strengthened-by the observation that Schmidt et al. (2006) found it nécessary to change
the collision frequency and coalescence efficiency constants, C3 and Cj, to a value that is
close to that developed in Chapter 5 in order to achieve a simulation of drop breakage and
-coalescence in rotating disc extraction columns that is independent of the specific

hydrodynamic conditions and/or column configuration.

Table 6.2: Values of the various model constants

4 Value
Model Physical Meaning - Best Fit re{ml.'ted by
Parameter Value Ribeiro et al.
, ' (1995)
Cy First Breakage Frequency Constant 0.86 0.481x10
| G Second Breakage Frequency Constant — 41 0.558x10
embedded in the exponential term
C Collision Frequency Constant 0.04 0.165x102
Cy (m'z) * Coalescence Efficiency Constant 1x10° 0.474x101
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Figure 6.2: Effect of model parameters on predicted drop size distributions
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6.4.3 Calculating the Local Volumetric Mass Transfer'C.oefficiént

‘The value of the local volumetric mass transfer coefficient, Ka, is affected by both the
interfacial area of contact between the phases, a, and the overall mass transfer coefficient,
K The magnitude of these two parameters varies significantly within the
contactor/reactor volume as a result of the spatial variation in local energy dissipation

rates.

To estimate the volumetric mass transfer'coefﬁcient, the PBE were first solved in order to
determine the drop size distribution of the dispersed phase and its axial variation along
the length of the static mixer. The resulting drop size distribution was then used to
calculate the values of K for each drop sample which, in turn, allowed the estimation of
the local Ka distributions using Equations (6.10) and (6.11). The average mass transfer
coefficient at any particular point throughout the contactor was therefore calculated using
the wholé drop size distributions in order to avoid the errors associated with the use of the
Sauter mean diameter as an average characteristic length for calculating X. A subsequent
integration of the local Ka values over the entire reactor/contactor volume returned the

overall volumetric mass transfer coefficient.
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2
PR L | (6.10)

m

3
E nj-dj
J1

Ka=>n-K, q | - (6.11)
i=1 ‘ '

where, #; is the probability density of a drop di, a; is its corresponding surface area, and K;
_is the mass transfer coefficient of that drop ciass/sample. Equation (6.10) renders the
interfacial aréa of con-tact\for an individual drop size sampled off the local distribution,
whereas, Equation (6.11) describes the integrétion of the individual volumetric mass
transfer coefficient of each drop size sample over the drop size domain in order to
calculate the local volumetric mass transfer coefficient. In the current work, the models
of Newman (1931), Kronig and Brink (1950), effective diffusivity (Equation (6.2)), slip
model (Equation (6.5)) and the newly developed model (Equation (6.8)) were tested and

used to calculate the local dispersed phase mass transfer coefficient.

The axial variation of the predicted volumetric mass transfer coefficient along the length
of a reactor/contactor equipped with screen-type static mixers is depicted in Figure 6.3,
where the mass transfer coefficient was calculated based on Equation (6.8) using a
contamination factor value of 0.25. Very high mass transfer‘ coefficients can be clearly
observed in the regions of high energy dis‘sipétion rates adjacent to the screens with the
peaks being more pronounced at high superficial velocities. These quickly decrease as the
drops flow further downstream into the regions of low energy dissipation rates.
Therefore, the remarkable mass transfer enhancement predicted near the screens can be

mainly attributed to the effect of turbulence.
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Figure 6.3 Axial variation of volumetric mass transfer coefficient in screen type static
mixers using Equation (6.8) with f; = 0.25 (¢=30 %; a =33 %; L = 12.7 mm)
The observations depicted in Figure 6.3 are rerharkably analogous to the
phenomenological concepts introduced by Skelland and Lee (1981) in which the rate of
surface renewal vary periodically as the drops circulate between the regions of high and
low energy dissipation rates. However, the main difference between the screen-type static
mixers cdns_idered in this investigation and MAT is the fact that whereas the former
exhibits well controlled flows, the latter conceals large spatial Variati‘on in circulation

patterns, dispersed phase holdup, and local energy dissipation rates.

6.4.4 Experimental Determination of Mass Transfer in Screen-Type Static Mixers
The mass transfer characteristics of screen-type static mixers were recently investigated
(Al Taweel et al., 2007) using the water/ acetic acid / diesel system where the value of the
distribution constant is so ldw (m =0.004) that in accordance with Equation (6.1), the
drop side mass transfer. coefficient k4 dominates the inter-phase mass transfer c;peration.
The volumetric mass transfer coefficients. reported in that investigation were obtained
under mainly isotropic homogeneous turbulent conditions and the results obtained offer
an excellent opportunity to test the proposed model for dispersed phase mass transfer
(Equation (6.8)) and to quantify the errors introduced by applying commonly used

models. These results depict some of the highest inter-phase mass transfer coefficients
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reported in the literature for liquid-liquid dispersions, and are an order of magnitude
larger than the values obtained in the highly effective impinging jet reactors at identical
power consumption per unit volume of organic phase (Al Taweel et al., 2007). This
shows the advantages that can be gained by being able to intensify mass transfer by

judicious application of turbulence intensity without excessive expenditure of energy.

An expanded set of the experimental results obtained in that investigation was used to test
and validate the proposed drop-side mass transfer model and the range of the

experimental conditions tested in the present work is given in Table 6.3.

Table 6.3: Experimental conditions tested

Inter-screen spacing 25.4 and 12.7 mm

Total superficial velocity, U, 0.18 to 1.1 m/s
Screen fraction open area, ¢, 0.33
Dispersed phase holdup, ¢ 0.1-048

Average energy dissipation rate, ¢, | 1.5to 117 W/kg

Maximum energy dissipation rate | 37 to 6267 W/kg

6.4.5 Testing and Validating the Turbulent Mass Transfer Model

Various models for predicting thé dispersed phase mass transfer coefficient are available
in the literature. It was therefore necessary to compare the prediction results of the model
developed in this investigation against experimental findings as well as predictions from
the other models. Therefore, the contamination factor of the proposed model needs to be
determined in addition to the empirical constants in the other models to be tested. A base
case will be selected for that purpose and the derived constants should be independent of
the hydrodynamic 'conditions and theréfofe will be kept unchanged when testing and
comparing the various models by studying the effect of hbldﬁp, velocity, and inter-screen

spacing on the overall mass transfer coefficient.

As previously mentioned, the presence of contaminants at the interface between the
phases reduces interfacial mobility with a consequent adverse impact on inter-phase mass
transfer. This is accounted for in Equation (6.8) through the incorporation of the

contamination factor, £;, the value of which vaties from 1 down to about zero. To identify
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the value of the contamination factor applicableyto the system at hand, the average overall
volumetric mass transfer coefficient was fitted against the experimenfally measured
values. Therefdre, a base case (¢ = 30 %; a = 33 %; L = 25.4 mm), the hydrodynamic
conditions of which can be considered as typical for those experimentally investigated,
was selected to help identify the various parameters. Various simulation runs were then
conducted using different values for f; and the results obtained are compared to the
experimental findings in Figure 6.4. The value of the contamination factor derived
thereof should be independent of the operating conditions and/or the design parameters of

the mixer.

As can be seen from Figure 6.4, the proposed expression for the drop-side mass transfer
coefﬁcient'(Equation (6.8)) can accurateiy predict the effect of the superficial velocity on
mass transfer. However, the assumption of a fully mobile interface (i.e. f; = 1.0) results in
overestimating the overall mass transfer éoefﬁcient, whereas it is severely underéstimated
by using the assumption of rigid interfaces (i.e. as fc — 0.0). A good match between the
predicted values and those determined experimentally was obtained (R? = 098, ¢° =
0.04) by using a contamination factor of f; = 0.39. Although this parameter is expected to
vary somewhat under different hydrodynamic and chemical environments, it was found
to be capable of matching the experimental results reasohably well over the whole range

_ of experimental conditions used in this investigation.

Similarly for the eddy diffusivity model (Equation (6.2)), an enhancement factor (R =
18.83) was found necessary to render a good fit of the same base case (R* = 0.99, qz =

0.02).
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Figure 6.4: Effect of contamination factor on Ka predictions
(¢=30%; a =33 %; L=25.4 mm)
The ability of both the hydrodynamic and mass transfer models developed in this
investigation to accurately predict the volumetric mass transfer coefficient was further
tested by comparing its predictions with the experimental results obtained at higher
dispersed phase concentration (¢ = 0.48) and somewhat higher velocities where the effect
of turbulence is more pronounced. The results obtained are presented in Figure 6.5 which
also includes similar results obtained using commonly used models such as the Newman
model (Newman, 1931), the Kronig and Brink model (Krorig and Brink. 1950), the eddy
diffusivity model (Equation (6.2)), and the slip model (Equation (6.5)) (Higbie, 1935).
The fact that all three models with the exception of the slip._ model follow the
experimental trends and yield -rez.a.sonably accurate order-of-magnitude analysis of the
~experimental values is an indication that the hydrodynamic model responsible for
predicting drop breakage and coalescence throughout the contactor (used in conjunction

with all models) works quite well and yields good estimates of the drop size distributions.
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Figure 6.5: Comparative evaluation of the mass trénsfer»models
(0 =133 %; ¢=48 %; L =25.4 mm)

However, as Figure 6.5 clearly shows, up to a 50-fold error in predicting the volumetric
mass transfer coefficient can result through the use of inappropriate mass transfer models
at high turbulence intensities. Thus, whereas the rigid, drop model of Newman (1931)
predicted very small values, the predictions obtained using the mo-del of Kronig and
Brink (1950) (that neglects the effect of turbulence but assumes laminarly circulating
drops with a mobile interface) underestimates the experimental findings by a factor of
about 20. |

Using the same value of the enhancement factor, R, the eddy diffusivity model failed to
predict the experimental data (Figure 6.5) over the entire range of flow velocitieé.
Nevertheless, the newly developed model yields better ;orrespondence with the
experimental values when a contamination factor value derived from the base case (i.e. f;
= (0.39) is used. '

To further explore the ability of the model to accurately predict the overall mass transfer
coefficient over a wide range of opefating and design conditions, the results obtained
under smaller inter-screen spacing were compared with model predictions in Figure 6.6.
Generally speaking, a decrease in the inter-screen spacing will result in an increase of the
average energy dissipation rate in the contactor/reactor (because of the more frequent

occurrence of the energy dissipation peaks) and will thus result in enhanced Ka values.
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* The experimental results presented in Figure 6.6 confirm this tendency as the inter-screen
spacing was reduced from 25.4 down to 12.7 mm. Although the Kronig and Brink mass
transfer model was able to account for the effect of decreasing the screen spacing, it
under-predicted the experimental mass transfer coefficient by an average value of about
five. On the other hand, the newly developed model and the eddy diffusivity model in
conjunction with the previously identified factors of £, = 0.39 and R = 18.83, were found
~ to yield good agreement with the éxperimental finding. This clearly proves the ability of
the hydrodynamic model to properly describe the effect of varying the contactor/reactor

design on drop size distribution and the consequent increase in interfacial area of contact.
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Figure 6.6: Effect of velocity on Ka at a smaller inter-screen spacing
(0 =33 %; ¢ =30 %; L = 12.7 mm)
However, at higher dispersed phase holdup and a similar inter-screen spacing (¢ = 47%,
L = 12.7 mm) the proposed model was found to provide better predictions of the
experimental Ka values than the eddy diffusivity model. Increasing the holdup (or
dispersed-to-continuous flow ratios) results in increasing the average drop diameter
because of the Iarger drop population densities encountered and the subsequent increase
in drop collision and coalescence rates. Therefore, the fact that the newly-developed
model can better account for the effect of dispersed phase holdup (at different inter-

screen spacing) can be explained by the inherent nature of these models. Whereas, the
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effective diffusivity model prediéts a strong dependence of the mass transfer coefficient
on the drop diameter, the proposed model predicts a decisive influence of the turbulent

energy dissipation on k4 while being independent of drop diameter.

Similar trends were obtained when the effect of dispersed phase holdup on the overall
mass transfer coefficient was investigated (Figure 6.7) with the best fit being predicted
using the proposed model. However, the eddy diffusivity model failed to predict the
effect of changing the holdup, where even its ability to follow the experimental trends
was not successful. The fact that the predicted Ka values for the case of the eddy
diffusivity model decrease while increasing the holdup can be attributed to the
aforementioned inherent nature of the model and its dependency on the drop diameter.
An increase in the holdup would usually reflect an increase in the mean diameters,
however the interfacial area of contact between the phases does not necessarily follow
tierid since the ratio of the changes in holdup to meain diameter is the decisive one. For
the case of the eddy diffusivity model it is apparent that the decrease in the mass transfer
coefficient, k4, due to the increase in holdup and consequently the mean diameters was

more pronounced than the apparent increase in the interfacial area of contact.

Even though the values predicted using f; = 0.39 are in close agreement with the
experimental observations, it appears that the contamination factor might vary slightly
with holdup. This can be explained by the observation that the inter-phase shear stresses
are enhanced at higher dispersed phase holdups with a consequent increase in the
mobility of their surfaces. However, such a conclusion requires further investigation and
experimental testing before correlations between the dispersed phase volume fraction and

the contamination factor can be considered.

Henschke and Pfennig (1999) recently investigated the mass transfér to and from single -
drops and recognized the strong dependence of turbulent mass transfer coefficient on the
drop diaméter. They argued that for small drop diameters, the turbulent eddies within the
drop will be smaller, and their influence will be increasingly damped by the viscosity of
the dispersed phase as the drop become smaller. They also observed that forlarger drops

(d > 1.5 mm) the measured mass transfer coefficients are
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often much larger than calculated with the theory of laminar circulation inside drops.
While discarding the hydrodynamic reason for turbulent transfer that many investigators
(Steiner, 1986; Slater, 1995) apply in the form of eddy diffusivity, Henschke and Pfennig
attributed the onset of mass-transfer-induced turbulence to interfacial instabilities and
accounted for it by using an instability parameter the magnitude of which is to be
determined experimentally. They recommended that this correction factor be used only if
the mass transfer coefficient exceeds that predicted by the model of Kronig and Brink.
However, the experimental and modeling results presented in the current investigation
(Figures Figure 6.5 to Figure 6.7) clearly show that the model of Kronig and Brink
(1950) under-predicts the measured volumetric mass transfer coefficient, and since the
drop sizes present in screen-typé static mixers are expected to be much smaller than 1.5
mm, these results suggest that a significant portion of the dispérsed phase mass transfer
enhancement observed in turbulent flows can be attributed to hydrodynamic e_ffects. The
magnitude of the mass-transfer-induced turbulence proposed by Henschke and Pfennig is

therefore expected to be much smaller in high shear contactors/reactors.

Finally, a parity plot is shown in Figure 6.8 for comparison of the experimental and

calculated values of the overall volumetric mass transfer coefficient using the proposed
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model and the eddy diffusivity model over the entire range of operating and design

conditions, and the results clearly demonstrate the validity of the newly developed model.
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Figure 6.8: Parity plot of simulated values against experiméntal results

Additional graphs covering the remainder of the investigated operating and design

conditions are given‘in Appendix E.

6.5 Conclusions _

A new model capable of calculating the dispersed phase mass transfer coefficient in
turbulently flowing dispersions was developed. It is based on Higbie’s penetration theory
combined with Kawase’s surface renewal approaqh for the turbulent exposure time and
can therefore account for the effect of turbulence in the continuous phase on the rate of
surface renewal within the drop. The effect of ‘surface contamination on the predicted
turbulent mass transfer coefﬁcient' was also taken into account using a contamination

factor the value of which reflects the degree of surface mobility of the drop.

This model was then incorporated in a population balance based simulation program
capable of accurately predicting the drop size distributions obtained in screen-type static
mixers, and used to estimate the local dispersed phase mass transfer coefficients under

the well known and controlled hydrodynamic conditions present in tubular
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contactors/reactors equipped with screen-type static mixers, and the average overall
volumetric mass transfer coefficient obtained in such units. The value of the
contamination factor, f;, was determined by matching the predicted overall volumetric

mass transfer coefficient with the experimental results.

Good correspondénce between experimental and predicted values was obtained by using
an f, value of 0.39 for the system used in these experiments (water/ acetic acid / diesel).
This is é reflection of the ability ‘of the hydrodynamic model to accurately predict the
drop size distribution, and the ability of the newly developed mass transfer model to
predict the effect of turbulence on the drop side mass transfer coefficient. Using the
constant value of the contamination factor, the validity of the turbulent drop side mass
transfer model was tested over a wide range of dispersed phase holdup and local energy
dissipation rates (e.g. 0.1 < ¢ <0.48; 0.04 < £ <6267 W/kg) and good agreement between

the experimental and predicted results was observed.

A comparative evaluation of the various models capable of predicting the drop side mass

transfer coefficient, including the newly developed turbulent one, reveals that:

e The rigid drop model severely under-predicts the mass transfer coefficient
achievable in turbulent flows with up to 50-fold error being observed in this

investigation.

e Better agreement with the mass transfer data was obtained by using the Kronig
and Brink (1950) model which accounts for the effect of laminar circulation
within the drop. The predicted values are however still much lower than the

experimentally determined values with errors as high as 20-fold béin-g observed.

e The values predicted using an effective diffusivity correction factor of R = 18.83
were found to agree well with the base case data (obtained at ¢ = 0.30 and L =
25.4 mm) and were able to correctly describe the variations in the hydrodynamic
conditions; however they failed to predict the changes in the dispersed phase

volume fraction.

o The disﬁersed phase mass transfer coefficients predicted by the newly developed

model were found to agree well with the experimental data obtained under well
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controlled hydrodynamic conditions. With a contamination factor of 0.39, the

values predicted by Equation (6.8) are up to 27-fold those predicted by Newman’s
(Newman, 1931) rigid body model. The present analysis may- therefore be

- providing a hydrodynamic explanation of the empirically determined effecﬁve
- diffusivity correction factor which is reported to vary between 1 and 50 (Slater,
- 1995).

The proposed model provided a better fit of the entire experimental results than
the eddy diffusivity model. Moreover, it accounted for the effect of changing the
dispersed phase volume fraction in a better fashion than the other modéls as it
predicts a decisive influence of the turbulent energy dissipation on kg while being

independent of drop diameter.

These findings suggest that the proposed turbulent mass transfer model may be used to

estimate the overall volumetric mass transfer coefficient under more complex

hydrodynamic conditions (e.g. those encountered in MAT and impinging jet reactors)

provided that accurate representation of the bulk flow and the drop breakage/coalescence

taking place within such units is achieved. However, the contamination factor applicable

to the system under consideration should be known or experimentally determined.
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6.6 - Nomenclature

Interfacial area of contact between the phases _ [m%m™
Wire diameter [m]
Turbﬁlence decay equation constant " -]

- Empirical constants | -1
Coalescence efficiency constant [mz]. '
Diffusivity [m?.s!
Overall effective diffusivity [m?.s™
Drop diameter | | - [m]
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Je Contamination factor (-]

g(d’) Breakage frequency of drops of diameter d’ ' [s7]

h(d,d’) Coalescence intensity of drops of diameter d and d’ [s1

k Individual mass transfer coefficient | [m.s™]

K overall mass transfer coefficient m.s™]

L Distahce between two consecutive screens ~ [mm]

m Distribution coefficient -] |

M Screen mesh size _ [m]

n Turbulence decay exponent : -]

7 Probability density -] -

R Enhancement factor (Doe/Dy) 4 -1

fe exposure time , [s]

U Mean velocity . | | ' [m.s g

vs  slip velocity , [m.s™

x Distance down the screen [m]

Xo Virtual origin of turbulerice decay :  [m]

Greek Letters | /

a Fraction open area of the screen . [-]

Bdd) Probébility that a drbp of size d’ is formed when a drop d breaks [-]

AP Pressure drop [N.m?]

£ Energy dissipation rate ' , L [mis3
- A(dd') Coalescence efficiency =]

u Viscosity | [Pas’]

vd) Number of daughter drops formed by breakage of drop d [

¢ Dispersed phase volume fraction : -]

o Interfacial tension . [N.m™]

P Density [kg.m™]

Subscripts |

c continuous phase

162



d dispersed phase
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Abstract:

An attempt to intensify gas-liquid mass transfer operations was undertaken in which the
use of screen-fype static mixers to promote inter-phase mass transfér was found to result
in volumetric mass transfer coefficients as high as 4.08 s at low specific energy
consumption rates. Furthermore, kg was found to increase with an increase in the gas
volume fraction because of its ’subseQuent effect in increasing the turbulent energy
dissipation rate in the contactor. In addition, the effect of contaminants was studied in
terms of adding varying quantities of SDS, where the increase in the interfacial area of
contact between the phases due to coalescence retardation proved beneficial to

compensate for the reduction in the mass transfer coefficient ..

In addition, compared to other commercially available units used for contacting gas-
liquid systems, the reactor/contactor investigated showed a superior performance. The
screen-type static mixers not only achieved volumetric mass transfer coefficients that are
orders of magnitude highér than most contactors, but also a higher mass transfer

coefficient per unit volume of the bubbles.
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‘74.1 Introduction

Gas-liquid mass transfer is a commonly encountered rate-limiting step in many
multiphase reactions. Gas-liquid contacting therefore emphasizes the enhancement of
inter-phase mass transfer which is usually achieved by dispersing the gases into fine
bubbles that possess large interfacial area of contact, and by enhancing the intcr-phasev
mass transfer coefficient. Achieving high volumetric mass transfer coefficients, kia, thus
allows for the use of smaller and safer reactors and can significantly increase the
selectivity ‘and yield of mass-transfer-controlled chemical reactions. Several contactor
types (such as mechanically agitated tanks, plunging and impinging jets, static mixers,
bubble and reciprocating plate columns, oscillatory flow reactors) are used for this
purpose but the design of such units is very‘difﬁcult without the employment of empirical
knowledge and experience and the use of an extensive amount of pilot-scale testing. This
is mainly caused by the very complex hydrodynamic conditions prevalent in these
contactors/reactors with the lccal value of the mixing intensity, gas holdup, and bubble

size distribution depicting large spatial variations (Andersson et al., 2004).

Lately, there has been a growing interest in the use of tubular reactors equipped with
static mixers as they present an attractive alternative to conventional agitation due to their
inherent advantages whereby similar or better performance can be achieved at lower

capital and operating costs (Thakur et al., 2003).

Recently, a new type of static mixing element was introduced in which screens or grids
are used to repetitively superimpose an adjustable uniformly-distributed turbulence field
on the nearly plug flow conditions encountered in high velocity pipe flows. This
characteristic made them particularly effective in processing multiphase systems and their
ability to promote contact between immiscible liquids were found to be about 5-fold
" more energy efficient than mechanically agitated tanks equipped with Rushton-type
impellers (Al Taweel and Chen, 1996). Interfacial areas as high as 2,200 m*m’ could
also be efficiently generated in the case of gas-liquid systems (Chen, 1996). The very
high turbulence intensities generated in the regions adjacent to the screens result not only
in the formation of fine dispersed phase entities (bubbles and/or drops) but also

_considerably enhance the value of the inter-phase mass transfer coefficient. The
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combined effect of these two factors resulted in inter-phase mass transfer coefficients as
high as 13 s being achieved in the case of liquid-liquid dispersions (Al Taweel et al.,

2007) and allow for 99% of equilibrium conditions to be achieved in less than 1 s.

Furthermofe, most industrial liquids contain varying quantities of amphiphilic
compounds (alcohols, organic acids, electrolytes, amines, glycols, proteins, finely divided
particles and emulsions) the bresence ~of which is known to strongly affect the
hydrodynamics of gas/liquid contacting. The presence of these mdterials also adversely

impacts the vdlumetric inter-'phase mass transfer coefficient, ki a, in a fashion that is
| dependent on their concentration and interfacial activity as well as the type of contactor
used (Al-Masry, 1999; Vazquez et al., 2000; Vasconcelos et al., 2002, Linek et al., 2005).
This observation is mainly attributed to the reduction of the liquid phase mass transfer
coefficient, ki, due to the presence of contaminant at the interface, and the consequent
suppression of internal circulation within the bubble (Rosso et al., 2006). The induced
surface elasticity (the Marangoni éffect) also dampens the bubble surface/volume
oscillations which are known to play an important role in promoting inter-phase mass
transfer. On the other hand, the presence of thése compounds signiﬁcantly reduces bubble
coalescence rate (Camarasda et al., 1999; Zahradnik et al., 1999, Hébrard et al., 2008), a
phenomenon that can be taken advantage of to intensify gas-liquid contacting by

generating large interfacial area of contact at low energy consumption rates. o

The effect of contaminants on the gas-liquid behaviour of industrial streams can be
attributed to the observation that the bi-polar contaminant entities tend to adsorb at the
ihterface and depict interfacial characteristics that are very similar to those of dilute
surfactant-containing aqueous solutions, ’including the development of Marangoni elastic
interfacial forces (Al Taweel et al.,, 2009). When the bubbles move relative to the
surrounding liquid, the surface active contaminant entities get convected to the bubble’s
tailing end wheré they accumulate férming a stag’nant' cap. This reduces internal
circulation and the value of the inter-phase mass transfer coefficient, 4, decreases from -
that of a circulating bubble (Higbie’s penetration theory) to that of a rigid sphére
(Frossling Equation). This represents up to 7-f61d reduction in the case of 1 mm bubbles
(Vazquez et al., 2000; Vasconcelos et al., 2002; Alves et al., 2004). Additional reduction
18 causedx by the ability of the Marangoni elasticity to dampen the hydrodynamic
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“disturbances near the gas-quuid interface (Kastanek 'etb al., 1993; Walter and Blanch,
1986; Vazéuez et al,, 1997 and 2000), a factor that plays an important role in determining
the magnitude of inter-phase mass transfer (Davies, 1972). The decrease in the mass
transfer coefficient, ki, was also attributed to the fact that the surfactants would create a
new resistance to mass transfer due to a change in local diffusion at the boundary layer

film (Painmanakul et al., 2005; Hébrard et al., 2008).

In a pfevious study, Al Taweel et al. (2005) found that inter-phase mass transfer can be
considerably enhanced by inserting a. scréen-type static mixing element into the two-
phase pipeline flow. In that study, emphasis was placed on achieving signiﬁcant
improvement in inter-phase mass transfer at low energy expenditures and the elements
were therefore placed 375 to 1,175 mm apart. Although that arrangement resulted in
signiﬁcanﬂy enhancing the volumétric mass transfer coefficient (particularly in the
slowly-coalescent industrial systems and in the presence of surfactants), the value of ki a
was limited to the value of 0.44 s” mainly because of the very low energy dissipation
rates encountered throughout most of the reactor/contactor volume. Consequently, the
objective of the present work is to investigate the possibilitj; of using smaller inter-screen
spacing to achieve very high volumetric mass transfer coefficients in gas-liquid systems
while maintaining the plug ﬂow characteristics associated with such design. These factors
are crucial for enhancing the yield and selecfiVity of rapid gas-liquid reactions.
Furthermore, the effect of the system’s interfacial characteristics on the volumetric mass
transfer coefficient in this novel gas-liquid contactor was determined in order to enhance

the relevance of the findings to industrial situations.

7.2 Experimental

7.2.1 Experimental Setup

The continubus flow experimental setup used in this investigation _is scheinatically
depicted in Figure 7.1. The aqueous phase was prepared and stored in a 500 L agitated
tank which was then fed to the static mixer loop using a variable speed centrifugal pump
(MONARCH Industries, Model ACE-S20) and its flow rate measured using a paddle
flow meter (SIGNET model: MK 309). The desired compressed air flow rate was
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adjusted using the préssure regulator and the control valve connected to the mass flow
meter. The liquid flow rate was manually varied from 0.4 to 0.96-L/s which yielded liquid

superficial velocities, UL, in the pipe ranging from 0.8 to 1.9 m/s.

Figure 7.1: Schematic representation of the experimental setup

Gas-liquid contacting was conducted using a 25.4 mm ID vertical pipeline whose mixing
section was 560 mm long. The vertical placement was chosen in order to eliminate the
introduction of flow non-uniformities due to the action of gravity. In this study, the static
mixing elements were made from stainless steel woven wire mesh placed between a set -
of polycarbonate cylindrical spacers within a 38.1 mm ID transparent polycarbonate pipe.
These spacers (70 mm long with 25.4 mm ID hole) ensured that the screens remained
perpendicular across the flow direction and maintained the screen interspacing at the
desired value. A peripheral ring provided for withdrawing samples from four points
around the circumference of the ihner pipe, thereby ensuring better representation of the

- sample composition.

The characteristics of the stainless steel plain-weave wire cloth screens used in this
investigation are given in Table 7.1. Screen-type static mixing elements were used in this

investigation because of their ability to generate reasonably uniform hydrodynamic
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conditions across the cross sectional area of the pipe and their ability to efficiently
generate liquid dispersions (Azizi and Al Taweel, 2007; Al Taweel et al., 2007; Al
Taweel and Chen, 1996). |

Table 7.1: Characteristics of the investigated woven screen

Wire size, b Mesh Size, M Open Area, o
(pm) (um) (%)

165.1 362.8 29.8

The pressure at the inlet to the mixing section, as well as the pressure and temperature at
the exit of the mixing section, were monitored and used to calculaté the mass flow rate of
gas necessary to achieve a certain gas holdup. This was accomplished using a National
Instruments data acquisition board (AT-MIO-16E-10) and a specially developed
LabVIEW program. Nitrogen was injected into the system through a 2 mm ID horizontal
pipe placed 20 mm downstream of the first screen and its flow rate was controlled using a
mass flow meter/controller. The oxygen depleted aqueous stream was discarded of
directly, however, the option of returning it to a separate storage tank from which it could

be recycled to the primary tank at the end of the experiments was available.

A physical technique for measuring the volumetric mass transfer coefficient (oxygen
desorption method) was selected in order to eliminate the influence of the reagents
needed for the various chemical techniques on bubble breakage and coalescence rates. To
determine the value of kia, the oxygen content in the liquid entering the mixing section,
and that in the flowing dispersion was measured using a sensitive dissolved oxygen probe
(model OD 7685 supplied by B&C Electronics, with a response time of 0.5 s) at equal
intervals of 140 mm which corresponds to the dispersion going through two consecutive
screen mixers. This enabled for the continuous‘monitoring of the oxygen concentration in
the water throughout the experiments. Additionally, the temperature was monitdred using
a thermocouple (Cole Parmer Instruments, Model: 08404-10) while the pressure at the
inlet and the outlet of the column was measured using pressure transducers with a

response time of 0.01 s (FP 2000 supplied by Honeywell Sensotec Sensors).
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Although the setup is capable of operating in the recycle mode, all the experiments
reported in this investigation were conducted using a once through approach. Under those
cconditions, the steady state oxygen concentrations in the feed stream were around 9.78 +

0.25 ppm as the inlet water temperature was about 9 + 0.5 °C.

'7.2.1.1 Sources of error and reproducibility

The calculated average energy dissipation and energy consumption rates are subjected to
errors rising from inaccuracies associated with pressure and flow rate measurements,
which bgenerate errors of + 0.01 % and £ 1 % of full scale respectively. Similarly, the
errors related to the volumetric mass transfer coefficient stem from those linked to the
pressure drop and flow rate -measurements, which would affect the calculations of the
equilibrium oxygen concentration, and those of the dissolved oxygen probe, which is

about £ 2 %.

For that purpose a reproducibility test was conducted at relatively low flow rates, where
- the errors are expected to be the highest (Unix = 1 m/s; ¢= 10 %; C = 0 ppm; AP = 32.52
kPa). Based on five replicate measurements, the reproducibility obtained was less than +
4.2 % for the volumetric mass transfer coefficient (corresponding to less than + 0.04
mg/L in oxygen concentration measuiements) and £ 1 % for the average energy
dissipation rate in the system. However, the data presented in this investigation are less
prone to error Because they were mostly obtained using the average of two replicate

measurements.

7.2.2 System Investigated

- In this investigation, the system air/tap water was used. However, small quantities of
surface active agents (SAA) were added to th’e‘ aqueous phase in order to simulate the
behaviour of industrial streams as well as wastewaters in which SAA are present
(Stenstrom and Gilbert, 1981; Wagner and Popel, 1996; Al Taweel et al., 2009). Minute
quantities of SDS (supplied by Sigma Chemical Co.) were added to the tap water in order
to simul_ate such coalescence retarding behaviour. This system was selected because it is
commonly used to test the effect of interfacial properties on the performance of gas-

liquid contactors and its static and dynamié interfacial characteristics are well known.
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Three different surfactant concentfations were used in the experiments, namely: 0, 10,
and 20 ppm (corresponding to 0, 3‘.472><10'5, and 7.944x10° M of SDS respectively).
These concentrations are much smaller than the critical micelle concentration of
8.39x10° M but were found to sufﬁciently alter the bubble breakage/coalescence
processes. The static and dynamic. interfacial characteristics, o and o; of these solutions
are summarized» in Table 7.2. The range of experimental conditions investigated in this

study is summarized in Table 7.3.

Table 7.2: Physical properties of systems investigated .(Luo, 2002)

SDS Density, | Viscosity, | Surface | Surface Dynamic surface
Concentration PL . HL tension, | Pressure, tension,
o 7 O
(ppm) | (mM) | (kg/m’) (cP) N/m at N/m N/m
: 25°C :
0 0 997 0.903 0.072 0 0.072
10 10.0347 997 0.903 0.0614 0.0106 | 0.0609+10.1x107* x ¢
20 10.0693 997 0.903 0.0524 0.0196 | 0.0471+11.4%x107* x¢™°°

7.2.3 Method of Data Analysis

7.2.3.1 Volumetric mass transfer coefficient

The steady state oxygen desorption technique used in this investigation does not require
the introduction of any extraneous chemicals which can alter the interfacial
characteristics of the system and can thus proyide. very accurate results when used
properly. However, it requires a good knowledge of the axial dispersion taking place in
the contactor in order to aécurately determine the value of k a. Because of the radial
uniformity of the hydrodynamic resistance offered by the screen elements and the large .
akial resistance offered by the screens, the flow conditions were found to be essentially
- plug flow in the case of closely spaced screen-type static mixers (Ziolkowski and

Morawski, 1987).
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The volumetric mass transfer coefficient was measured in an oxygen/nitrogen/water
system, where gaseous nitrogen was fed to the reactor just before entering the mixing

section (20 mm before the first static mixer element). The nitrogen-rich gaseous stream

Table 7.3: Range of experimental conditions investigated

Parameter ' Operating Conditions

Number of screens elements 8
Inter-screenv‘spacing, Lgcreen 70 mm
Screen open area, o 29.8 %
Length of the mixing section, Ly 560 mm
Total superficial velocity, Upix 1.0-2.0m/s

| Liquid superficial velocity, Ut 0.8—1.9 m/s
Gas superficial velocity, Us 0.05-0.4 m/s
"Temperature in the contactor 9+0.5°C
Dispersed phase holdup, ¢ 0.05-0.2
Pipe Reynolds number, Re | ~21,000-54,000

| AP across the column 28 - 90 kPa
Residence time in the miXing section, ¢ 0.23-0.56s
Average energy dissipation rate, & ~40-217 W/kg
Maximum local energy dissipation rate, emax | 4,970 — 39,775 W/kg
Residence time in high shear regions, 145.12 — 290.24 us -
SDS concentration | | 0.0-20 ppm |

strips the oxygen from the liquid stream flowing through the static mixer (nitrogen is thus
transferred from the gas bubbles into the liquid while, simultaneously, oxygen is
transferred from the liquid into the gas bubbles). Under these conditions, the inter-phase
rate of mass transfer can be expressed as,

oC,

-—5% =k,a(Co, ~C5,) | (7.1)
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Where C:)2 is the oxygen concentration in the liquid phase at equilibrium with the gases

presenf in the bubbles.

Assuming that the volumetric mass transfer coefficient, k.a, to be constant throughout the

contactor volume, Equation (7.1) yields the following expression upon integration,

In(C,, —Cs, ) =—k,a-t+In(C,, ,, —Co, ) (7.2)
Where C; is the oxygen concén'tration in the liquid at the sampling point while C(.);,m
and C, , represent the‘initial conditions at the ireactor inlet. Since the value of the

equilibrium oxygen concentration, CE)Z , varies with the Ilocation along the

contactor/reactor length, its value at every sampling point was determined By a simple
mass balance that takes into account the changes of the amount of oxygen present in both
the liquid and gaseous streams. In order to calculate the equilibriuanz concentration, the
total amount of transferred material was calculated from the measured O, concentration

and the corresponding partial préssure of Oy in the gas stream was then determined.
Based on that information, Cc')2 in the liquid was then calculated using Henry’s law. The
Henry’s constant for O, which e"cjuals to 769.2 L.atm/mol at 298 K was corrected for the

current operating temperature of 282 K using a van’t Hoff equation (Staudinger and

Roberts, 2001). Depending on the volumetric flow rates of the aqueous and gaseous

phases, the value of C(;2 at the outlet was found to vary between 0.28 and 1.17 ppm.

If the assumption that the value of ki a remains constant throughout the contactor, a plot

of ln(CO ——C(; ) vs. time should therefore yield a straight line the slope of which is equal

to the volumetric mass transfer coefficient. As can be seen from the typlcal results shown,v
in Figure 7.2 this assumption holds true for the statlc mixer at hand and the approach
used in this investigation allows for the accurate determination of the mass transfer
coefficient (maximum deviation from the regression line béing within+ 5 %) ina fashion
that is far superior to that obtained using the two-point approach which relies solely on

measuring the inlet and exit concentrations.
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Figure 7.2: Typical experimental results

7.2.3.2 Energy dzsszpatzon and power consumptzon

The pressure drop is the most important design criterion for a static mixer as it is directly
related to the energy dissipation rate and has a decisive role in estimating the energy
efficiency of static mixers (Heyouni et al., 2002). It also plays a crucial role in

determining the bubble size distribution of the emerging dispersion.

Three different sources contribute to the overall pressure drop in the reactor at hand;
namely, pressure drop due to the friction at the pipe wall, pressure drop due to the
difference in static head caused by the vertical orientation of the mixer, and the pressure
drop caused by the flow across the screens. These, in turn, are affected by several
operational and design parameters such as the liquid and gas flow rates, the
contactor/reactor length, and the number and geometrical configuration of the screen
elerhents used. However, under the highly turbulent conditions encouﬁtered in the current
study, the pressure drop across the screens is the most dominant parameter where its
contribution to the overall pressure drop in the system was found to vary between 70 to

90 % depending on the operating conditions.
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- The volume-average turbulent energy dissipation rate in the mixer was calculated from
the measured pressure drop values using the following expression,

_9, AP
oV

&

(7.3)

However, it is well known that the local value of & downstream from the screen
undergoes dramatic variation along the axis of flow with the maximum value being
encountered in the immediaté vicinity of the screen. Figure 7.3 clearly depicts this
behaviour where up to 160-fold variation in & could be observed within a 7M distance
downstream of a screen (corresponding to about 2.5 ‘mm for the screen geometry

- investigated in this work) (Azizi and Al Taweel, 2008).
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Figure 7.3: Axial variation of energy dissipation rate (U = 1.0 m/s, M =362 um, a= 0.33)
(Azizi and Al Taweel, 2008).
Such knowledge of the spatial distribution of the local energy dissipation rate is of great
Jimportance when characterizing or designing multiphase contactors/reactors as it plays a

crucial role in determining the extent of breakage and coalescence events.

There are alternative ways by which the energy input to a mixer (or the rate of energy
dissipation) can be characterized. The first approach is related to the overall amount of
energy supplied to the mixer per time unit, E. This term represents the power input of

electric motors driving gas blowers or compressors, liquid pumps, or agitating devices.
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For the case of in-line static mixers, the following simplified expression can be used for

the energy consumption in the contactor/reactor,

E=AP(Q, +0;) 9
The second approach focuses on the rate of energy dissipated per unit time ahd unit mass
in the region where the gas dispersion is formed. The whole dispersion volume is often
used if mixing intensity is taken as essentially uniform throughout the contactors volume.
This parameter is gxtensively used to characterize energy demands of various mixer
types. In the case of in-line static mixers, the energy dissipation rate per unit reactor

volume is given by,

E

E,=— (75
=y (7.5)
while the energy dissipation rate per unit mass of the treated liquid can be written as,
E, = E (7.6)
V * pml.x

However, these parameters do not truly reflect the energy‘thét has to be provided while
processing the immiscible dispersion since they do not take into account the residence
time requirements for various mixer types, a factor which can significantly affect powerl
consumption (Al Taweel et al., 2007). To overcome this difficulty, the concept of the
energy needed to process a unit of the ﬂowing-mixture was applied by Koglin et al.
(1981) and Al Taweel and Walker (1983) to the casé of continuously flowing systems.
This parameter has the advantage of representing the concerns of mixing equipment users
~ rather than those of equipment designer and has recently been adopted by many
inﬂ;estigators (Schubert and Ehgel, 2004; Kuzmin et al., 2005). It also allows for
comparing the pérformance of mixing units with significantly different mixing times. The

energy needed to process a unit of the dispersed phase was thus calculated from,

E_ = E x (residence time) (1.7

spmt
mix

‘Alternatively, the overall amount of gaseous matter transferred to or from the liquid
phase per unit energy consumed can be used instead of kia to characterize energy

effectiveness of inter-phase mass transport. This basic parameter E; (kgO./kWh),
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representing the amount of oxygen transported to or from liquid phase per unit of energy
consumed, is extensively used in the field of water/wastewater treatment to characterize

-the effectiveness by which energy is utilized to facilitate interfacial mass transport.

The amount of oxygen transported from the gaseous matter to the liquid phase, M, , is

given by,
*Mo2 =0, '(COZ,in - Céz,out ) (7.8)
while the amount of oxygen transferred per unit power consumption, E;, is given by,
s MOZ i '
B = (7.9)

7.3 Results and Discussion
In this investigation, the effect of various operational parameters as well as the system’s
interfacial characteristics were investigated with the objective of identifying their effect
on energy dissipation in the mixer, the volumetric mass transfer coefficient achieved, and

the efficiency by which energy is used to facilitate inter-phase mass transfer.

It shotild be noted that under the various operating conditions, especially at low liquid
superficial velocities and high dispersed phase volume fraction, the gas-liquid dispersion
remained in the bubbly regime. This was determined by visual observation. However, the
dispersion got a “milkY” appearance and turned more opaque with increasing the
- superficial velocity and/or the surfactant concentration. This is clearly evident from
Figure 7.4 which shows the evolution of the dispersion (after the last screen element)
from a clean system at low average superficial velocities (Figure 7.4-a) where the pipe
appears to be clear; to that of a flowing dispersion in the presence of SDS (Figure 7.4-b)

which looks “milkier” and of a more opaque appearance.
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Figure 7.4: Effect of screen-type static mixing elements on the gas-liquid dispersion
a) Unix=0.6 m/s; ¢=5 %, C=0 ppm b)Unix = 1.3 m/s; ¢= 10 %, C = 10 ppm

7.3.1 Pressure‘Drop }

As previously stated, the pressure drop is the fnost important criterion in characterizing
static mixers as it controls the value of the energy dissipation rate. As can be seen from
Figure 7.5a, the pressure drop in the screen-type static mixer increases as the total
superficial velocity fs increased. Typically, the pressure drop across the screen is caused
by the contribution of both viscous and inertial resistances. The viscous re’sistaxice usually
dominates in the laminar flow region where the pressure drop is attributed to the viscous
drag (i.e. skin friction at the surface of the screen wires). At higher flow rates, the effect
of the viscous forces become relatively unimportant and the total inertial pressure losses
result mainly from the turbulent vortices and pressure drops caused by sudden
enlargement and sﬁdden' contraction around the wire mesh screen. However, at any
particular total superficial velocity the pressure drop across the contactor was found to
decrease upon the introduction of the gaseous dispersed phase with the effect being more
pronounced as the volume fraction of the gas is increased (Figure 7.5a). This is mainly
caused by the lowering of dispersion density (which is essentially inversely proportional
to the gas-to-liquid flow ratio) and the consequent reduction in the kinetic energy of the
micro-jets formed by the screen (Azizi and Al Taweel, 2008). This, however, could not

account for the full pressure reductions observed, and the remaining difference may be
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attributed to the reduced drag coefficient observed in the presence of fine bubbles in the
flowing stream (Chen, 1996), a phenomenon somewhat similar to that reported when a
bubble blanket is used to reduce the drag on boat hulls (Arhromin et al., 2006). The
increased compressibility of the gas-liquid dispersion could also allow a higher recovery
© of the inertial losses when the two-phase mixture goes through the screens, thereby,

decreasing the total pressure losses.
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Figure 7.5: Effect of gas-to-liquid flow ratio on the pressure drop across a screen-type
contactor/reactor '

This is clearly evident from the results shown in Figure 7.6-a where the average turbulent
energy dissipation rate, €, was found to slightly increase with increasing gas holdup. Such
a behaviour is expected to affect the volumetric mass transfer coefficient since the
turbulence intensities in the continuous phaSe are considerably increased at higher gas
holdups. A higher & value would result in increasing bubble breakage frequency (hence a
higher inferfacial area of contact) while the mass transfer coefficient, ki, would also be
enhanced considerably as the rate of surface renewal, which is directly proportional to the

rate of turbulent kinetic energy dissipation, is increased.
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However, such increase in the turbulent energy dissipation does not necessarily reflect an
increase in the power consumption rates. As can be seen from Figure 7.6-b, an increase in

the dispersed phase volume fraction was found to reflect a decrease in the specific power
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consumption per unit mass processed of the continuous phase. While such a decrease
emanates from the apparent decrease in the total prcésur_e drop with ¢, the extent of

reduction is however slower because of the consequent decrease in the processed mass.

As can be seen from Figure 7.5-b, the experimentval_ pressure drops results obtained in this
investigation are much smaller than those predicted by the correlation proposed by Chen
(1996). This discrepancy can be attributed to the usé of a much finer screen geometry in
this investigation. Thus whereas most of the screens used by Chen were characterized by
a larger mesh size (1.058 — 2.117 mm), the mesh size of the screen used in the current

work is approximately three-fold smaller.

The pressure drop data obtained in this investigation (49 points) were correlated using
Equation (7.10) and good agreement between predicted and experimental data was

achieved (Figure 7.7a).
AP = 3623xU,"" x(1-¢$)*' (R* = 0.964) (7.10)

To highlight the phenomenon of drag reduction encountered by bubbly two-phase flow
through screens, the screen drag coefficient was correlated in a fashion similar to that
proposed by Ehrhardt (1983) and Chen (1996) where the drag coefficient is given as a

b-U-p
)

" function of the screen open area, a, and the wire Reynolds number, Rey, (Reb =

. However, the effect of the dispersed phase volume fraction was also taken into account
to reflect the effect bubbles have on the drag coefficient. As can be seen from the parity
plot depicted in Figure 7.7b, the drag coefficient correlation presented in Equation (7.11)

yields good correspondence with the experimental results.

po_ 276 (1-¢)" .(l‘fj (R*=0.82) (7.11)

RC% 0.514 o
a
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7.3.2 Volumetric Mass Transfer Coefficient

In a previous study, Al Taweel et al. (2005) found that mass transfer is considerably
enhanced by introducing a screen-type static mixing element into the two-phase pipeline
flow. Although high energy utilization efficiencies were achieved by introducing one or
two screen elements placed 375 to1,175 mm apart, the resulting volumetric mass transfer
coefficient was limited to relatively low values (< 0.44 s1). Such contacting arrahgement
will therefore. be most suitable for use in processing operations where energy
éxpenditures are of primary importance (e.g. wastewater aeration and stripping of volatile

compounds) or for conducting relatively slow multiphase chemical reactions where
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reaction selectivity and/or process safety does not play a critical role (e.g. oxidation of
tracyé compounds, disinfection by' ozonation). On the other hand, the ability to achieve
high volumetric mass transfer coefficients plays a significant role in enhanging the
'conversion,. selectivity and inherent safety of fast multiphase reactions. The present
investigation therefore focuses on the potential for achieving high volumetric mass
transfer coefficients by using closely spaced screen-type static mixing elements.
Attention was focused on the effect of superficial liquid velocity, the gas-to-liquid flow

ratio, as well as the interfacial characteristics of the system.

7.3.2.1 Effect of superficial liquid velocity

The superficial liquid velocity controls the residence time of the dispersed phase in the
mixer. It also controls the intensity of turbulence generated, its characteristic length, and
the rate at which energy is dissipated. This applies to the turbulence generated by the pipe
flow as well as that generated by the screen-type static mixing elements (Azizi and Al
Taweel, 2008). All of these factors play an important role in determlnlng, gas holdup,

bubble size distribution and inter- -phase rate of mass transfer.

As previously mentioned, an increase in the liquid superficial velocity results in
increasing the pressure drop and the average turbulent energy dissipation rate, €. For é
gas-liquid dispersion flowing through regions of high energy dissipation rates, the
bubbles undergo very rapid breakage into a fine dispersion that generates very large
interfacial area of contact between the phases. Consequently, higher kia values are
expected to be achieved at higher velocities particularly since the value of the mass
transfer coefficient, ki, is expected to be enhanced by the highly turbulent regions
generated by the screens. This is in line with the recent findings which showed that under
high turbulent conditions, the mass transfer coefficient is independent of the bubble size
but is a function of the turbulent kinetic energy dissipation rate (Lezhnin et al., 2003,
Linek et al., 2004; Alves et al., 2006). '

Figure 7.8a, clearly shows such behaviour where an increase in the total superficial
velocity results in increasing the value of kia. The importance of the turbulent energy
dissipation rate is clearly shown in Figure 7.8b where larger k a values were obtained at

higher energy dissipation rates. This is particularly true at large gas-to liquid ratios where
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the greater coalescence tendencies are counteracted by the higher shear stresses. Such

behaviour was observed in the presence or absence of surface active agents in the system.
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Figure 7.8: Effect of the total superficial velocity and the turbulent kinetic energy
dissipation rate on the volumetric mass transfer coefficient.
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7.3.2.2  Effect of gas-to-liquid flow ratio .

F'or’the case of a gas-liquid dispersion with a constant energy dissipation rate, an increase
in the holdup results in increasing the bubble population density which enhances bubble
collision and coalescence rates and shifts the bubble breakage/coalescence equilibrium
towards the formation of larger bubbles. Consequently, the interfacial area of contact
betwéen the phases does not necessarily increase in proportion to the gas holdup unless
coalescence is completely suppressed. However, under conditions where coalescence can
take place, -the impact of increasing gas holdup depends on the two counteracting
influences and is determined by the ratio between gas holdup and Sauter mean bubble

diameter.

The effect of the gas-to-liquid flow ratio (which is essentially equal to the gas holdup, ¢,
for the very small bubbles encountered in the present investigation) on the average
volumetric mass transfer coefficient was conducted at different SDS concentrations and
some of the fesults obtained are shown in Figure 7.9. The dispersion gas holdup was
found to exert a strong impact on the value of k @ which was found to increase with
increasing gaseous volume fraction. This can be attributed to the observed enhancement
in the turbulent energy dissipation rate when the dispersed phase volume' fraction is

increased.

This is in line with the experimental findings of Chen (1996) and the population balance
simulations of Azizi and Al Taweel (2007), who reported an enhancement in the
interfacial area of contact with an increase in the gas holdup for the case of turbulently
ﬂowing gas-liquid dispersions in screen-type static mixers. In addition, the increase in the
turbulent energy dissipation rate is also known to increase the value of the mass transfer
coefficient, k.. Therefore, the substantial improvement in the value of kpa is due to the

cumulative effect of both factors.

It is interesting to note that when the gas heldup increased from 5 to 10 %, the volumetric
mass transfer coefficient almost doubled as well. However, as the dispersed phase
volume fraction is further increased from 10 to 20 %, the value of ki a did not follow the

trend, but increased by a value of about 80%. This could be attributed to either an
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enhanced coalescence rate, which is not expected to play a major role in the presence of

surfactants§ or to the compressibility of the dispersed phase.
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: Figﬁre 7.9: Effect of gas-to-liquid flow ratio on the volumetric mass transfer coefficient.

7.3.2.3 " Effect of interfacial characteristics

Although the presence of small quantities of SDS is expected to somewhat decrease the
maximum stable bubble size (due to the reduction of static surface tension), this tendency
is counteracted by the tendency to impede bubble breakage due to the development of the
Marangoni elastic forces (Walter and Blanch, 1986). On the other hand, bubble
coalescence rate is strongly hindered by the presence of very small SDS concentrations
(Majirova et al., 2004). Consequently, the fine bubbles generated at the screen-type
mixing elements will be maintained for longer downstream distances, thereby yielding
high specific interfacial areas which should enhance the value of the volumetric mass
transfer coef‘ﬁcient.v This  was experimentally confirmed by Chen (1996) and by the
population balance simulation results undértakén by Azizi and Al Taweel (2007).
However, as mentioned previously, the presence of SDS negatively affects the liquid-
phase mass trax_lsfer coefficient k.. The effect of SDS conbentration on the average
volumetric mass transfer coefficient is therefore a function of the overall effect of these

competing factors.
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The results obtained in this investigation clearly show that in the case of closely placed
screen-type static mixing elements, the value of kia increases with an increase in the SDS
concentration (Figure 7.10) with the magnitude of the increase being most prominent at
higher surfactant concentrations and high energy dissipation rates. This observation
suggesfs that under the conditions used in this investigation, the reduction in the value of
the inter-phase mass transfer coefficient caused by the presence of the surfactants does
not outweigh their ability to retard the coalescence rate and maintain the large interfacial
area generated downstream from the screens for a long distance (thereby increasing the
average interfacial area of contact between the phases). Similar observations have been
reported by Jackson (1964) and Zlokarnik (1985). Furthermore, these findings are in line
with those reported by Al Taweel et al. (2005) where one or two screen-mixing elements
were introduced in a pipe flow to enhance the mass transfer performance of the contactor.
However, in their study, the volumetric mass transfer coefficient was found to increase
with an increase in the SDS concentration up to 10 ppm and then decreases with further

additions. Such behaviour could well be attributed to the different hydrodynamic
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Figure 7.10: Effect of SDS concentration on the average volumetric mass transfer

coefficient.

conditions encountered in the two contactors. Whereas the mixing elements were placed

70 mm apart in the current investigation with the purpose of intensifying the oxygen
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transfer in the shortest distance, those in the study of Al Taweel et al. (2005) were placed

at a much larger inter-screen spacing (700 to 1,200 mm apart).

As previously mentioned, the presence of contaminants at the interface between the
phases reduces interfacial mobility and helps maiﬁtaining a finer dispersidn for longer
residence times without requiring additional energy input to the system. However, a '
; further increase in the SDS concentration (from 10 to 20 ppm) at the same energy input
would have resulted in a further suppression of k. This reduction in i, thus outweighed
the enhancement in the interfacial area of contact and resulted in the observed decrease in
kLa. On the other hand, focusing the energy dissipation in a smaller volurﬁe proved
‘beneficial to compensate for the suppressiori of the mass transfer coefficient in the

presence of surfactants.

These observations stand in contrast to the findings of several investigators where the
presence of anionic or cationic surfactants in the system was found to significantly reduce
the value of the volumetric mass transfer coefficient (Koide et al., 1985; Kastanek et al.,
1993; Vasconcelos et al., 2003; Painmanakul et al., 2005; Sardeing et al., 2006; Rosso et
al., 2006). This .i/s mainly attributed to the approach adopted in this investigation which
focuses energy dissipation rate within a small volume and relying on the surfactants to

retard coalescence rate in regions of low energy dissipation rates.

The impact of inter-screen spacing on interphase mass transfer can be best illustrated by
the observation that whereas ki a values as high as 0.44 s were obServed in the work of
Al Taweel et al. (2005) in the presence of 10 ppm SDS, volumetric mass transfer
coefficients as high as 3 s were observed in the current work for the same level of

contamination and superficial velocities.

7.3.3 Energy Utilization Efficiency
The efficiency by which energy is utilized to promote mass transfer is one of the most -
important factors in evaluating the performance of gas-liquid contactors. This is often
expressed using the parameter E;, which represents the amount of oxygen transported
to/or from the liquid phase per unit of dissipated energy (kg(O2)/kWh). Thus, the value of
E; achieved using various gas-liquid contactokrs depends on the design particulars of the

unit as well as the interfacial characteristics of the system (Stenstrom and Gilbert, 1981).
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However, such aeration efficiency is usually reporfed at a standard temperature; while the
temperature of 10 °C is used in Germany, 20 °C is the standard in the USA (Cancino et
al., 2004). Since the data obtained in this investigation were at d temperature of 9+0.5 °C,
the German standard will thus be used. Because the oxygen transfer rate from or to the
- liquid is the same, the aeration efficiency will be calculated using the following
expression,

E = kLa'CSZ@mf‘c Vy

, . (7.12)

Where Céz@m,c is the saturation concentration of O, in the water at 1 atm and 10 °C and

is equivalent to 11.29 ppm. Nonetheless, the value of the aeration efficiency can be easily
adjusted' to different temperatures by re-adjusting the value of the saturation
éoncentration to that of the corresponding operating temperature. This is true if the
assufnptioﬁ of a negligible effect of the temperature on the interfacial area of contact
between the phases, and that no change in the concentration and/or diffusivity of the

contaminants at the interface is induced by temperature changes, holds valid.
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Figure 7.11: Effect of the total superficial velocity on the amount of oxygen transferred
per unit energy input.
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Consequently, the amount of oxygen transported per unit energy within the
contactor/reactor varied between 0.09 and 0.63 kg(O,)/kWh, depending on the operating

conditions and interfacial characteristics of the system.

The effect of the total superﬁcial velocity, Unix, on the value of E; is shown in Figure
7.11 from which it is clear that the energy utilizétion effectiveness in this type of
contactor decreases with increasing the velocity where it becomes almost constant at
higher total superficial velocities. However, at high dispersed phase volume fractions and
in the presence of SDS, these trends were found to diverge from the common observation

and start to increase after reaching a minimum at around Upx = 1.3 m/s.

Méreover; the values of the oxygen transfer efficiency obtained in the present study are
much lower than those reported by Al Taweel et al. (2005), where values as high as 5.7
kg(0,)/kWh (values were adjusted for the current method of calculation) were reached.
Such a large difference is mainly due to the inherent differences between these
investigations. While the objective of the current work is to achieve high interfacial area
of contact between the phases and consequently increase the volumetric mass transfer
coefficients by intensifying the energy input to the system in a small reactor volume; the
previous study emphasized achieving significant improvement in inter-phase mass

- transfer at low energy expenditures.

7.3.4. Correlatingvthe Volumetric Mass Transfer Coefficient

The volumetric mass transfer coefficient was found to be affected by the energy input to
the system, the gas-to-liquid flow ratio, and the interfacial characteristics of the systém.
Attempts were therefore made to correlate the overall volumetric mass transfer
coefficient obtained in this investigation with the various operating conditions affecting

the performance of screen-type static mixers.

The general correlation encompassing all three factors is listed in Equation (7.13) and the
parity plot showing the good agreement between the predicted and experimental findings

is depicted in Figure 3.4, where the data are within + 25 %

_ N3 . ~-161 10736 1086
ka=1x10"-07" 9" - £ 7.13)
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73.5 Comparison with Other Types of Contactors

In multiphase reactions and mass transfer operations, the gas must be effectively and
efficiently contacted with the liquid to achieve efficient absorption-desorption operation
and to approach the inherent reaction rate. Conventionally, gas-liquid contacting has been
performed using mechanically agitated tanks, bubble columns, air-lift reactors, and a
variety of other mechanical units which are summarized in Table 7.4. This table also
presents the mass transfer characteristics of such units where the range of achievable £pa

values was collected from various sources in the literature and summarized.

A comparative evaluation of the present contactor with the various contactor types for
which sufficient information are available clearly shows that the gas-liquid mass transfer
performance of screen-type static mixers surpassed that of most conventional
reactors/contactors with at least an order of magnitude difference in the reported kra
values. Furthermore, the high intér-phase mass transfer coefficients and the plug flow
regime’ encountered in this contactor resulted in the ability to reach 98% equilibrium
within residence times of less than one second (Figure 7.13) and, if necessary, shorter
times can be reached by uéing an inter-screen spacing smaller than used in the present
investigation (70 mm). This is orders of magnitude smaller than the residence times

needed for mechanically agitated tanks and bubble columns and is expected to
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significantly improve the yield, selectivity and inherent safety of multi-phase reactors.

Such a superior performance can be attributed to the plug flow conditions encountered in

Table 7.4: Mass transfer characteristics of various gas-liquid contacting devices

. Type of gas-liquid contactor kia (s Source -
Air-lift reactors 0.005-0.021 Idhbeaa (2009)

~ Bubble columns 0.005-0.4 Middleton and Smith (2004)
Conventional air-lift reactors 0.001 - Vasconcelos et al, (2003)

0.0095 _
Conventional impinging jet absorber 0.025-1.22 Tamir et al. (1990)
High intensity impinging jet reactor 1-142 Botes et al. (1999)
'Horizontal pipeline contactors | 0.02-0.24 Middleton and Smith (2004)
Hydrocyclones 0.02-0.15 Botes et al. (1999)
Mechanically agitated tanks 0.003 -0.5 Middleton and Smith (2004)
Oscillatory flow reactors 0.003 -0.017 Hewgill et al. (1993)
Oscillatory mesotubes 0.009-0.156 Reis et al. (2008)
Packed columns 0.0004-0.12 Middleton and Smith (2004)
Plate columns (counter- and co- 0.001-0.4 Botes et al. (1999)
current) _
Reciprocating plate columns 0.01 -0.12 Al Taweel et al. (1979,
1996) ’

Static mixers 0.1-2 Heyouni et al., 2002

. Submerged and plunging jet reactors 0.013-0.06 Sotiriadis et al. (2005)
Ultrasonic reactors | 0.001 -0.11 Kumar et al. (2004)
Venturi scrubbers 0.08-0.25 Botes et al. (1999)
Current work 0.27 - 4.08 -

the present contactor, and the ability to control the hydrodynamic conditions in order to

generate fine gas-liquid dispersions in the high energy dissipation régions behind screens.

Another major advantage of using screen-type static mixing elements is the virtual

absence of deadzones, an important factor that can strongly affect reaction selectivity and

inherent safety.
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Approach to equilibrium
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Figure 7.13: Effect of residence time on the approach to equilibrium

To facilitate comparison with the mass transfer performance of other contéc;tors (which
are mainly obtained using the air/water system), the data obtained in the absence of
surfactants were correlated in a fashion similar to that used for stirred vessels where the
mass transfer performance is cortelated with the power input to the system. The

following correlations were obtained for the water/air data only,
k,a=026-(E,) " -¢""  (R*=0.36) (7.14)
kLa ~026 (EV )0.608 '¢0.893 (RZ - 086) (715)

where, E,, is the power input pér unit mass of the liquid expressed in W/kg, and E, is the

power input per unit of the reactor volume expressed in kW/m>.

In a fashion similar to that of all other contactor types, the volumetric mass transfer
coefficient was found to increase with increasing £ or E, where the dependency on the
power input varied between 0.6 and 0.8 for-tubular reactors/contactofs equipped with
Lightniﬂ, Kenics or Sulzer static mixers which also reported similar magnitudé of kra
values (Heyouni et al., 2002; Zhu et al., 1992; Roes et al., 1984; Middleton, 1'978). In
addition, the dependency on the dispersed phase volume fraction was also found similar

to those reported in the literature where it varied between 0.6 and 1.
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The use of static mixers for gas liquid contacting suffered from the percéption that the
~ use of this contactor type results in excessive energy consumptién rates. Whereas it is
true that the average energy dissipation rate within static mixers is usually high (typically
20 — 1,000 W/kg), the energy needed to process a unit of liquid or gas mixture flowing
through this contactor/reactor can be relatively low because of the very short residence
times associated with the use of these units. The use of power input per unit mass, or per
unit volume, as means for comparing the volumetric mass transfer coefficients achievable |
in various contactor types can be misleading as it does not take into account the impact of
the residence time in the contactor. For example, the residence times used in the present
investigation (230 — 560 ms) is much smaller than the 2—12 min typically reported for
mechanically agitated tanks, a fact that can significantly impact the amount of energy
consumed per unit of liquid or gas processed (determined using Equation (7.7)). Thus,
while 320 W/kg were required to achieve the highest reported ki a value of 4.08 s, the
energy needed to process a unit mass of the continuous phase, Es;m, was 0.02 kWh/tonne

(Figure 7.14).
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Figure 7.14: Effect of the specific power consumption on the volumetric mass transfer
coefficient
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Further, the mass transfer performance of the static mixer design that uses woven screens
elements at én inter-screen spacing of 70 mm is smaller than that reported for the
specialized high intensity jet reactor developed by Botes et al. (1999). Although a large
gas holdup helps in enhancing the interfacial area of contact, it is not alwaYS desirable
because the profitability of a reactor is largely controlled by the quantity of liquid it
contains (Middleton and Smith, 2004). To take such a factor into account, many
investigators compare the performancelof the various contacting devices on the basis of
the mass transfer coefficient per unit volume of bubbles present in the reactor, ki a/g. For
example, Roes et al. (1984) found that, in the case of co-current gas-liquid flow through
gauze wire packing, the value of ki a/¢ increases from 0.1 to about 10 s™ as the power
consumption per unit mass of the dispersion is increased from 0.1 to 50. W/kg. However,
up to 100 W/kg were required in the study of Heyouni et al. (2002) to achieve similar
kral ¢ (~10 s1) for the case of Lightnin static mixer. On the other hand, Botes etal. (1999)
achieved a k.a/¢ ’Value as high as 15.7 s using a specialized high intensity jet reactor
which resulted in an order of magnitude improvement over earlier versions of this type of
contactor. Unfortunately, no data on the energy consumption in this high intensity jet
reacfor was provided and the complex technique used for evaluating the various
performance . parameters resulted in relatively large inaccuracies and uncertainty 4
surrounding the results. Furthermore, the gaseous and liquid streams are expected to
significantly deviate from the desirable plug flow characteristics. On the other hand, the
kial ¢ values obtained in the present investigatio'nvwere found to vary between 3.26 and

14.6 s as the power consumption per unit mass was changed from 63 to 320 W/kg.

In a fashion similar to that of Heyouni et al. (2002), the values of k;a, achieved using the
clean air-water system are graphically comparéd with those obtained for conventional
reactors/contactors in Figufe 7.15-a. While the screen-type static mixing elements clearly
show a higher performance when compared to bubble columns and stirred tanks, the ki a
values are of the same order of magnitude as those reported for other types of static
mixers. Hdwevér, if the data obtained in the presence of surface- active agents are also
- taken into account, the performance of the écreen—mixers exceeds that of thé other
commercially available static mixérs (Figure 7.15-b), where a reduction in the volumetric
mass transfer coefficient is usually reported in the presence of contaminants. |
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Figure7.15: Comparison of the volumetric mass transfer coefficient achieved between
the current work and other classical gas-liquid contactors (modified from the results of
Heyouni et al.).
7.4 Conclusions
An attempt to intensify gas-liquid mass transfer operations was undertaken in this .
investigation, where the use of screen-type static mixers to promote inter-phase mass
transfer was found to result 1n volumetric mass transfer coefficients as high as 4.08 s™.
Such exceptional performance can be attributed to the ability to focus energy dissipation
rates within a small region adjacent to the screen and the consequent generation of very
high local energy dissipation rates. This provided the hydrodynamic conditions that are,
conducive for enhancing inter-phase mass transfer (micro-mixing) while resulting in the
formation of fine dispersions that exhibit large ‘inter-'phase mass transfer coefficients and

high interfacial area of contact.

Hdwever, for .slow multiphase reactions where high energy utilization efficiencies are
favoured, introducing a low number of screen elements with a very large inter-screen
spacing is recommended. On the other hand, the ability to achieve high volumetric mass
transfer coefﬁcients by using the present mixer design, even in the presence of
contaminants, plays a significant role in enhancing the conversion, selectivity and

inherent safety of fast multiphase reactions.

While the volumetric mass transfer coefficient was found to increase with an increase in

the energy input to the system, the value of kra was also found to increase with
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increasing gas holdups for slow and rapidly coalescent systems. Furthermore, the effect
of contaminants in the system was investigated by means of adding SDS to the gas-liquid
dispersion, where the value of kia was found to increase with an'increase in the
concentration of SDS. Although the presence of SAA is known to decrease the value of
the mass transfer coefficient, the increase in the interfacial area of contact between the

phases, outweighed the decrease in the value of k.

Compared to other commercially available units used for contacting gas-liquid systems,
the reactor/contactor investigated showed a superior performance. The screen-type static
mixers not only achieved volumetric mass transfer coefficients that. are orders of
magnitude higher than most contactors, but also a higher mass transfer coefficient per

unit volume of the bubbles.
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7.5 Nomenclature

a Tnterfacial area of contact [m2/m3]
b Screen wire diameter : [m]
C Bulk surfactant concentration ' | [ppm]
C;z Oxygen concentration in liquid phase at equilibrium [ppm]
Co, Oxygen concentration in liquid phase ’ [ppm]
D Pipe diameter or tank diameter : [m]
E Energy dissipation rate _ [kW]
En Energy dissipation per unit mass of the liquid [W/kg]
E. Energy dissipation per unit of the reactor volume [kW/m?]
Espm. Specific energy consumption rate - [kW/kg]
Ey Amount of oxygen transported to/or from liquid phase per unit of energy
dissipated [kgO,/kWh]
kL Mass transfer coefficient [ms™]
kLa Volumetric mass transfer coefficient [s"]
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L Pipe length ' _ . [m]

Ly Length of the mixing section [m]
Licroon Inter-screen spacing in the mixing section : - [m]
M Wire mesh size [m]
Mo, Amount of oXygen transported from liquid phase to the gas [kg/h]
0 Volumetric flow rate | [m3/s]
Re Pipe Reynolds number [s]

t Residence time [s]

U Superficial velocity ' . [m/s]
V Volume | [m3]
Greek symbols

- Porosity or percentage open area of screen

Pressure drop in the pipe ‘ [Pa]

AP .

£ Turbulent kinetic energy dissipation rate [W/kg]
p Density ' [kg/m3] v

c Static (equilibrium) surface tension | ' . [N/m]

U ~ Viscosity . ' [cP]

¢ Volumetric fraction of dispersed phase [-]

I1 Surface pressure [mN/m]
| Subscript |

L Liquid

G Gas

mix mixture
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Chapter 8.
Conclusion

This thesis is a compilation of various published and/or submitted manuscripts, and
" detailed conclusions regarding each section were given in the corresponding individual

chapters. However, the most important conclusions can be highlighted in the following:

I Hydrodynamics of flow through screens:

While no previous methods for modeling the local energy dissipation rate behind wire
gauie are available in the literature, an .approach based on extending the use of the
homogeneous and isotropic turbulence decay equation to the anisotropic region of the
flow was proposed. By ﬁxing the values of the turbulence decay exponent and origin, it
would become possible to determine the turbulence decay constant value by balancing -
the volume average energy dissipation rate, obtained from pressure drop measurements or

estimations, with the estimated spatial average energy dissipation rate.

The proposed turbulence decay profile behind a grid was thus divided into two distinct
regions. A region of constant high energy dissipation rate prevailing over a certain
distance downstream of the grid, followed by a region of fast decay where the
homogenous isotropic turbulence decay equation applies. Experimentally determined
volume average energy dissipation rate data were then used to validate the proposed
approach, and the calculated values were found to match the experimental data quite

well.

I1. PBE solution under high shear conditions:

While the previously developed algorithm for the numerical solution of the PBE (Al
Taweel t al., 2002) rendered accurate and stable solutions at low and intermediate energy
dissipation conditions, it was found unstable under high shear rate conditions. Therefore a
.new method for solving the discretized PBE was proposed and is similarly based on the

use of the size distribution samplirig approach proposed by Sovova and Prochazka (1981)
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combined with a moving grid technique. In addition, an enhanced solution stability
algorithm was proposed, which relies on monitoring the onset of errors in the various
birth and death terms encountered in PBE. It consequently proVides .a much more
sensitive indication of the numerical errors that can be introduced and allows for
correetiye action to be undertaken before the errors propagate in an uncontrollable

fashion.

Using .this approach for solving the PBE, the finite domain errors resulting from
discretization were reduced if not eliminated while maintaining optimum drop size
integration ranges to describe the population. This method was then tested under
breakage and coalescence dominated conditions and was found to render a highly stable

solution under low, moderate and hlgh shear rate conditions.

II1. Liquid-liquid and gas-liquid PBE:

Turbulently flowing gas-liquid and liquid-iiquid dispersions were accurately simulated
using the phenomenological model developed by Coulaloglou and Tavlarides (1977) for
liquid-liquid dispersions. Experimental data obtained for gas-liquid and liquid-liquid
- mixtures flowing throﬁgh a multi-stage screen-type static mixer contactor were used for
~ validating this model. A major characteristic of the flow through such mixers is that
nearly isotropic turbulent plug flow conditions would prevail, and the successive
exposure of the flow to regions of high and low shear rates would provide very stringent
conditions for testing and validating the model and for the development of accurate
model parameters that may be used for simulating other more complex multiphase

contactors such as MATs.

In the case of liquid-liquid dispersions, the predicted drop size distribution as well as the
Sauter mean diameter (when quasi-steady state conditions were assumed to be reached)
was compared with experimental results measured by photographic techniques and good

agreement was obtained at different flow velocities and diverse screen geometries.

However, an accurate simulation of gas-liquid flows was only possible after
incorporating the effect of virtual mass into the model of Coulaloglou and Tavlarides

(1977). The predicted spatial variation of the interfacial area of contact and Sauter mean
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diameter as well as the average Sauter mean diameter (when quasi-steady state conditions
were assumed to be reached) were compared with experimental results and good
agreement was obtained at different superficial velocities, dispersed phase volume

fractions and interfacial characteristics of the system.

In addition to generating very uniform hydrodynamic conditions, another advantage of
using this type of reactor is that it allows an easy optical access to each mixing element.
This would be of great importance in experimentally determining breakage and

coalescence processes under well controlled and well characterized turbulent conditions.

IV. Liquid-liquid mass transfer: ,

A new model capable of calculating the dispersed phase mass transfer coefficient in
turbulently flowing dispersions was developed. It is based on Higbie’s penetration theory
combined with Kawase’s surface renewal approach for the turbulent exposure time and
can therefore account for the effect of turbulence in the continuous phase on the rate of
surface renewal within the drop. The effect of surface contamination on the predicted
turbulent mass transfer coefficient was also taken into account using a contamination

factor the value of which reflects the degree of surface mobility of the drop.

This model was then incorporated in the previously developed population balance based
simulation prograrﬁ and used to estimate the local dispersed phase mass transfer
coefficients under the well known and conﬁolled hydrodynamic conditions present in
tubular contactors/reactors equipped with screen-type static mixers, and the average
overall volumetric mass transfer coefficient obtained in such units. The value of the
contamination factor, f,, was determined by.matching the predicted overall volumetric

mass transfer coefficient with the experimental results.

Good correspondence between experimental and predicted values was obtained for the
system water/ acetic acid / diesel over a wide r'enge of dispersed phase holdup and local
energy dissipation rates. This is a reflection of the ability of the hydrodynamic model to
accurately predict the drop size distribution, and the ability of the newly developed mass

transfer model to predict the effect of turbulence on the drop side mass transfer |

coefficient.
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In addifion, the proposed model provided a better fit of the entire eXpefimental results
than the commonly used eddy diffusivity model. Moreover, it provided a hydrodynamic
explanation of the empirically determined effective diffusivity correction factor which is

reported to vary between 1 and 50.

V. Gas-liquid mass transfer:

The ability of screen-type static mixers to focus the turbulent energy dissipation rate in a
short distance downstream in addition to their ability to provide uniform hydrodynamic .
conditions throughout the reactor volume was taken advantage of to intensify gas-liquid
inter-phase mass transfer. Values of the volumetric mass transfer coefficient, ki a, as high
as 4.08 s were achieved, thus allowing sub’stahtial enhancements of the conversion,

selectivity and inherent safety of fast multiphase reactions.

While the volumetric mass transfer coefficient was found to increase with an increase in
the energy 'input' to the system, the value of kra was also found to increase with
increasing gas holdups for slow and rapidly coalescent systems. Although the presence of
SAA is known to decrease the value of the mass transfer coefficient, the increase in the
interfacial area of contact between thé phases due to coalescence retardation, outweighed

the decrease in the 'value of &;..

This contactor also showed a superior performance when compared to other
commercially available units used for contacting gas-liquid systems. The screen-type .
static mixers not only achieved volumetric méss transfer coefficients that are orders of
magnitude higher' than most contactors, but also a higher mass transfer coefficient per .

unit volume of the bubbles.

Recommendations:
The followihg overall recommendations can be deduced from the findings of this work:

e A comparative evaluation between the various techniques used to solve PBE is

needed where results should be quantitatively analyzed.
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Additional coalescence and breakage kernels should be incorporated in the PBE
solution program, in order to give it a higher credibility and ability fo simulate the
wide range of multi-phase dispersions.

Higher accuracy DSD measurement techniques are recommended to be used in
order to match the model predictidns especially under conditions where very
small drop/bubblé sizes are dominant. ,

Utilizing plug flow reactors using screeh-type statié mixers is recommended over
the use of the convéntional mechanically agitated tanks especially when
evaluating bubble/drop breakage and coalescence rhodels because they allow a
successive exposure of the flowing dispersion to breakage-dominated and
coalescence dominated regions.

In addition, micro-mixing and inter-phase mass transfer can be significantly
enhanced at low total energy consumption rates.

Such configuration would also allow an easy optical access to each mixing
element thus fac’ilitating the experimental determination of breakage and
coalescence processes under well controlled and well characterized turbulent
conditions. | | |

The use of the proposed turbulent mass transfer model to estimate the dispersed‘
phase mass transfer coefficient is recommended.

Furthermore, it can also be used to calculate the overall volumetric mass transfer
coefficient in combination with PBE simulations; however, under more complex
hydrodynamic conditions (e.g. those encountered in MAT and impinging jet
reactors) accurate representation of the-bulk flow is required.

The usé of screen type static‘mixérs with short inter-screen spacing to promote
gas-liquid inter-phase mass transfer is recommended over the use of conventional
mixers even for the case of slowly coalescent dispersions.

The effect of changing inter-screen spacing and screen geometry needs to be
vihvestigated in ordef to determine the optimum conditions for intensifying gas-

liquid mass transfer operations.
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APPENDIX A: Complementary Information Regarding PBE
Simulations of Gas-Liquid Systems

The following complementary information is incorporated in order to present a complete
and comprehensive representation of the research undertaken

Input Data:
1. Physical Properties
* 2. Setup Properties
3.  Model Selection
‘4. Model Parameters
4 ,
l Initial Drop Size Distribution l
Sampling of »*
Transient Drop
Size Distribution [ Calculate Energy Dissipation Rate l

& l

ICalﬂculate Coalescence Rates of all sampled drop sizgl

| Calculate Breakage Rates of all sampled drop sizé;l

,Calcul.ate Net Rate of Change of all sampled drop siz@

l increase Time Step Size I

| New Drop Size Distribution |

Reach daximum
Integration Time?

Mo

| Final Drop Size Distribution 1

Figure A.1: Algorithm used for the numerical solution of the PBE in Chapter 2.
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Figure A.2: Spatial variation of the Sauter mean diameter along the reactor/contactor
length (U = 1.3 m/s; ¢ = 7%; Csps = 0 ppm)
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Figure A.3: Spatial variation of the Sauter mean diameter along the reactor/contactor
length (U= 2.0 m/s; ¢ = 7%; Csps = 0 ppm)
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APPENDIX B: Complementary Information Regarding the

Pressure Drop and Energy Dissipation in Screens

The following complementary information is incorporated in order to present a corripléte
and comprehensive representation of the research undertaken.
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Figure B.1: Effect of superficial velocity on the pressure drop using Chen (1996) and
Ehrhardt (1983) drag correlations (o = 27 %)
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APPENDIX C: Complementary Information Regarding the
Instabilities Encountered while Numerically Solving the
PBE at High Shear Rates

The following complementary information is incorporated in order to present a complete
and comprehensive representation of the research undertaken.
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APPENDIX D: Complementary Informatib‘n Regarding the
PBE Simulations of Liquid-Liquid Systems

The following complementary information is incorporated in order to present a complete
and comprehensive representation of the research undertaken.
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Figure D.1: Drop number density distribution (¢ = 0.5 %; U=10.9 m/s; a =27 %)
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0.1
0.08
0.08

@ Experimental
—— Predicted
0.07
0.06
0.05
0.04
0.03
0.02

Probability number density (-}

0.01

[s] SN SO oo i i
o 100 200 300 &00

Drop diameter {um)

Figure D.6: Drop number density distribution (¢ = 0.5 %; U= 0.97 m/s; a = 33 %)
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Figure D.17: Cumulative drop number density distribution
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(¢=0.5%; U=0.85m/s; a =33 %)

1.2

Cumulative number density{-)
(=]
h

0.4
@ Experimental
02 r |
& — Predicted
& /.
0 @l
0 100 200 300 400

Drop diameter (um}
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Figure D.26: Cumulative drop number density distribution
(9=0.5%; U=1.55m/s; a=41 %)
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Figure D.27: Cumulative drop number density distribution
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APPENDIX E: Complementary Information Regarding Inter-
Phase Mass Transfer in Liquid-Liquid Systems

The following complementary information is incorporated in order to present a complete
and comprehensive representation of the research undertaken.
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Figure E.1: Effect of the superficial velocity on Ka
(a=33%; ¢=47 %; L =12.7 mm)
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Figure E.2: Effect of the superficial velocity on Ka
(a=33%; U=0.7m/s; L =12.7 mm)
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APPENDIX F: Complementary Information Regarding Inter-
Phase Mass Transfer in Gas-Liquid Systems

The following complementary information is incorporated in order to present a complete
and comprehensive representation of the research undertaken.
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Figure F.1: Effect of gas-to-liquid flow ratio on kLa (Csps = 0 ppm)
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Figure F.2: Effect of gas-to-liquid flow ratio on k.a (Csps = 10 ppm)
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Figure F.3: Effect of gas-to-liquid flow ratio on ki.a (Csps = 20 ppm)
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Figure F.4: Effect of SDS concentration on &k a (¢ =5 %)
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Figure F.5: Effect of SDS concentration on kra (¢ = 10 %)
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Figure F .6: Effect of SDS concentration on kra (¢ =20 %)
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Figure F.7: Effect of average € on kpa (¢ =5 %)
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Figure F.8: Effect of average € on ki .a (¢ =10 %)
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Figure F.9: Effect of average ¢ on kra (¢ =20 %)
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Figure F.10: Effect of average ¢ on ki a (Csps = 0 ppm)
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Figure F.11: Effect of average € on.k a (Csps = 10 ppm)
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~ APPENDIX G: Copyright Agreements

Chemniical Engineering Science Copyright Permission

What follows are the rights retained by an author of the Chemical Engineering Science
journal (an Elsevier publication). A complete list of rights and further copyright details
can be found on the journal’s website at:

( http://Www.elsevier.com/wps/ﬁnd/authorsview.authors/copvri ght#whatrights)

“As a journal author, you retain rights for large number of author uses, including use by
your employing institute or company. These rights are retained and permitted without the
need to obtain specific permission from Elsevier. These include:

e the right to make copies (print or electric) of the journal article for their own
personal use, including for their own classroom teaching use; '

e the right to make copies and distribute copies (including via e-mail) of the journal
article to research colleagues, for personal use by such colleagues (but not for
Commercial Purposesl, as listed below); '

o the right to present the journal article at a meeting or conference and to distribute
copies of such paper or article to the delegates attending the meeting; -

e the right to include the journal article, in full or in part, in a thesis or
dissertation; '

o the right to use the journal article or any part thereof in a printed compilation of
works of the author, such as collected writings or lecture notes (subsequent to
publication of the article in the journal); and

o the right to prepare other derivative works, to extend the journal article into book-
length form, or to otherwise re-use portions or excerpts in other works, with full

acknowledgement of its original publication in the journal.”

' Commercial Purposes includes the use or posting of articles for commercial gain including the -
posting by companies or their employee-authored works for use by customers of such companies
(e.g. pharmaceutical companies and physician-prescribers); commercial exploitation such as
directly associating advertising with such postings; the charging of fees for document delivery
or dccess; or the systematic distribution to others via e-mail lists or list servers (to parties other
than known colleagues), whether for a fee or for free. ‘
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What follows are. the rights retained by an author of the Chemical Engineering
Communications journal (a Taylor & Francis publication). A complete list of rights and
further copyright details can be found on the publisher’s website at:

(http://www tandf.co.uk/journals/authorrights.pdf)

“What are my other retained rights as an author?

patent rights, trademark rlghts or rights to any process, product or procedure
described in an article; \ :

the right to share with colleagues (but not on a commercial or systematic basis)
copies of an article in its published form as supplied by Taylor & Francis as an
electronic or printed offprint or reprint;

the right to include an article in a thesis or dissertation that is not to be
published commercially, provided that acknowledgement to prior publication
in the relevant Taylor & Francis journal is made explicit;

the right to present an article at a meeting or conference and to distribute printed
copies of the Article to the delegates attending the meeting provided that this is not
for commercial purposes, provided that acknowledgement to prior publication in the
relevant Taylor & Francis journal is made explicit;

the right to use the Article in its published form in whole or in part without revision
or modification in personal compilations in print or electronic form or other
publications of an Author's own articles, provided that acknowledgement to prior
publication in the relevant Taylor & Francis journal is made explicit;

the right to expand an article into book-length form for publication, provided that
acknowledgement to prior publication in the relevant Taylor & Francis journal is
made explicit.”
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