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Abstract

A Performance Modeling of Connectivity in Vehicular Ad Hpc Networks (VANETS)

Mehdi Khabazian, Ph.D.
Concordia University, 2008

An emerging new type of ad hoc networks is Vehicular Ad ﬁoc NETworks (VANETs)
which envision Inter-Vehicle Communications. Since, nodes in VANETS are both mobile
as well as carrier of information; the network may not have full communication
connectivity all the time and they may form several clusters where the nodes in each
cluster niay communicate with each other directly or indirectly. Multi-clustering happens
whenever the minimum distance between two adjacent nodes becomes more than the
transmission range of a node. Therefore, two important performance measures which
affect the functionality in VANETs are communications connectivity and path
availability. |

In this thesis, we study the statistical properties of these performance measures in

VANETsS at the steady state. First, it is assumed that the nodes tra{'el along a multi-lane
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highway which allows vehicles to overtake each other. We derive the probability
distributions of the node population size and node’s location in the highway segments.
Then, we determine the mean population size in a cluster and probability that nodes will

form a single cluster.

Then we eitend' the single highway model to a network of highways with arbitrary
topolbgy. We determine the joint distribution of the node populations in the highways’
segments by application of the BCMP theorem. We model the number of clusters within
the node population in a network path as a Markovian birth-death process. This model
enables derivation of the probability distribution of the number of clusters and
determination 'Qf mean durations of continuous communication path availability and
unavailability 'time_s as functions of mobility and node arrival parameters. At the end,
mean packet delay is presented for end to end communication in a path. We give
numerical 'raéults which illustrate the effect of mobility on continuous communication
path availability and communication delay. The results of this work may be helpful in
studying the optimal node transmission range assignment, routing algorithms, network

throughput, optimization of cross layer design schemes and MAC protocols in VANETS..
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Chapter 1

Introduction

1.1 Background

One of the potential technologies for Intelligent Transportation Systems (ITS) is
Vehicular Ad hoc NETworks (VANETS). The main goal in implementing this type of
networks is to provide safety in transportation through wireless vehicle to vehicle (V2V)
and infrastructure to vehicle (I2V) communications:. VANETS lack a central instance for
network organization and they represent fully distributed and self-organizing networks

based on wireless multi-hop communication.

In this chapter, first we review the evolution of wireless networks since introduction of
the commercial cellular communication in 1991. Then, VANETS are discussed from the

perspective of ad hoc networks. We also discuss the current state of this technology, its

 standardization and its potential applications.



1.2 Evolution of Wireless Networks

1.2 Evolution of Wireless Networks

PreSently, wireless communications is the leading technology in telecommunications.
This technology has shown tremendous amount of growth in a very short time period and
has signiﬁcantly impacted our way of life. Wireless networks have extended the services
given to the wireline users to the mobile users. The evolution of wireless communications
has been extremely rapid. In about two decades it has gone through four generations. The
first generation wireless networks used analog communication with circuit switching
technology. In circuit switching (CS), dedicated bandwidth is assigned to each call. The
route of the call may consist of several hops and at least one of the hops is through a
wireless network. The second generation wireless networks (2G) continued to use circuit
switching technology, but they replaced analog channels with digital commpnication
channels. The first two generations met the voice communication needs of mobile users,
but they were not suitable for data communications. Since data is bursty, and in circuit
switching the bandwidth is dedicated to a call, it results in under utilization of network
resources. The third generation wireless networks (3G) have been developed to meet the
requirements of the mobile data communication users, and, at the same time, achieve
higher network utilizations. The objective has been providing Internet access to the users,
such that they can browse web ﬁages and have voice or video sessions while on the

move. The third generation networks replaced CS with packet switching (PS) technology
that allows dynamic sharing of bandwidth among different applications. This allows
statistical multiplexing of users’ information and idle users do not consume network

bandwidth since they are not generating any information. This technology has allowed
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introduction of several new services, such as, video conferencing, IP telephony, video

and audio streaming services.

Presently, fourth generation cellular networks are in development with the objective of -
providing high—spéed Internet access. It is likely to appear aﬁér the successful
deployment of 3G systems. 4G is supposed to complement and replace 3G systems in
different ways. The preliminary goal of 4G is to provide higher data rates (higher than 2
- Mb/sec) and to find new frequency bands for a worldwide standard. However, the main
challenge in 4G is to provide a telecommunication environment that many tyi:es of
wireless and wire-line systems can coexist and communicate with each other. Further,

any peer to peer communication media becomes completely transparent to the users [1].

Different standards and technologies have been proposed for 4G. The examples of
which are: smart antenna technology, WIMAX topology, ad-hoc networks, OFDM
- WLAN and etc. As an illustration of what may happén in a 4G communication, we can
imagine a user who initiates a high quality video-conferencing from his cell phone with a
friend while he is sitting in a café. This café may be served with a WIMAX or WIFI
technology. On the other side, his friend may be sitting in a car which is served. with
Vehicular ad hoc technology or in a plane which is served with the satellite technology.:
In this example, not only the end points are served with different technologies, but the
intermediate networks may be different types such as, Ethernet, IP networks and ATM.
Finally, all these changes and topologies are transparent to the end users. Fig. 1.1 shows
the evolution in the wireless technology since the introduction of 2G systems and

potential applications for 4G systems.
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Fig. 1.1. Evolution of the wireless technology since introduction of 2G systems [2].

The kéy for success in the road towards 4G communications is directly related to the

success of all the relevant technologies as well as communications among them.

1.3 Ad hoc Networks

Most recently, a new network research area known as ad hoc networks has emerged in
wireless communications which is presenting significant challenges to 4G
communications. Mobile ad hoc NETworks (MANETSs) are spontaneously formed by
mobile users; therefore, they do not have cell infrastructure such as, base stations. These
are forms of peer-to-peer networks with distributed control. In this type of networks, each
node in addition to being the source or destination of the data, cooperates with other

nodes for the transportation of the information within the network. Thus, each mobile
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user acts as a store-and-forward node for the information that receives from its neighbors.
The ad hoc networks may be stand-alone or may have interface to wireline networks.

Fig.1.2 compares the traditional cellular infrastructure with ad hoc scheme.

There are many applications of ad hoc networks. The future applications can be

classified based on the availability of traditional infrastructure-based cellular networks, as

explained below [3],

o Infrastructure is not available. In some situations, implementing an
infrastructure for communication is not feasible. The example could be
deployment of an emergency response network for a search and rescue
operation in an area where an earthquake has occurred. In this scenario, the ad

hoc network can provide communication among rescue teams on the scene.

 Infrastructure is available but it is inadequate. This is due to a traffic surge in
emergency or changes in geographicai distribution of traffic. The example is
communications among drivers for finding a better route in transportatioﬁ
highways. In this situation, the cellular grchitecture is inadequate for providing

the required information capacity as it is saturated.

o Inﬁastfucnxre is not necessary. When the traffic is local, the routing is not
necessary through network’s infrastructure which is external to the location.
For example, communications in a méeting room or a construction site can be
handled with an ad hoc architecture. Another ekmnple is the voice telephony

inside a cell which is usually routed through the infrastructure which wastes



1.4 Vehicular Ad hoc Networks

(@ ®

Fig. 1.2, a) Ad hoc architecture versus b) cellular architecture.

the cellular capacity. Voice telephony may be provided through ad hoc

~ communications except when the end users are located at different cells.

Ad hoc networking had originally been proposed for military applications, but
recently, many commercial applications have also emerged. Some of the basic services
which already implemented are Bluetooth technology, infrared device to device
conferencing applications and PC to PC ad hoc communication. Although these
technologies work in ad hoc manners, their applications are limited to one-hop

communications.

1.4 Vehicular Ad hoc Networks

An emerging. new type of ad hoc networks is vehicular ad hoc networks which
envision Inter-Vehicle Communications (IVC) or equivalently Vehicle to Vehicle
Communication. VANETS are a class of mobile ad hoc networks where the vehicles are
the mobile nodes of the network and they communicate with each other through an ad

hoc scheme. VANETs have mobility characteristics that distinguish them from other
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MANETSs and make their behavior fundamentally different. The main differences can be

classified as following:

e VANETs have a highly dynamic topology and experience frequent
fragmentation due to the fast motions of vehicles. This phenomenon results in

small effective network diameter.

~ » They also have highly dynamic scale and network density. VANETS are the
largest ad hoc network ever proposed. Therefore, the issues of stability,

scalability, reliability, and security are of great concern.

e The nodes’ motions are restricted to a geographical pattern, such as network

of highways or city streets.

e The nodes do not have power constraints due to their access to the electrical

system of the vehicle.

» The driver behavior is also another important issue. The drivers may react
according to the data which they receive from the network and his behavior

may influence the network topology.

These characteristics have important implications for design decisions in VANETS.
The resulting challenges will be discussed. later on. Fig. 1.3 shows a schematic of

vehicular communication in the streets of a city.

Although VANETS are the application of MANETS in vehicular environment, for
simplicity reasons, we use the word "MANETS" to refer to the ad hoc networks other

than vehicular ones. This customary error conforms to the literature and enables the
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authors to distinguish these two types of services. However we employ "ad hoc

networks" to refer to both MANETs and VANETS in this study.

1.4.1 VANETSs Applications

The prospective applications of VANETS are categorized into two groups: safety and
comfort applications [4]. The first group is expected to improve the driving safety. The
safety applications may be classified into three groups according to their safety natures:
assisting, informing and warning. Examples of assisting safety applications are
cooperative collision avoidance and lane-changing assistant. Examples of informative
safety applications are speed limit or work zone information. Finally, the examples for

warning safety applications are obstacle, emergency or road condition warnings.

Fig. 1.3. Vehicular Ad hoc Networking.

In safety applications, two types of messages may be exchanged in the network,
periodic and event driven (aperiodic). The periodic message exchange (or beaconing) is

preventive in nature and its objective is to avoid occurrence of dangerous situations. The



1.4 Vehicular Ad hoc Networks

beaconing messages may contain information regarding to the position, direction, speed
and driver intensions of the sending vehicle. The event driven messages may be
generated as a result of a dangerous situation, such as, close by vehicles traveling in high
speeds. In this case, the received information may even be used to directly activate an

actuator of a safety system [4]. Fig. 1.4 illustrates some safety applications for VANETs.

The comfort application group is expected to improve the passengers’ comfort and
optimize traffic efficiency. Examples of comfort applications are the traffic information
system, alternative route selection, weather information, mobile Internet access and

receiving data from commercial vehicles and from roadside about businesses and

o

.

Fig. 1.4, Examples of VANETS safety applications [12].

enterprises. In general all type of applications which run on top of TCP/IP stack may fall
in this group [5]. The important issue in comfort applications is that they should not

interfere with safety applications.
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1.4.2 Feasibility of VANET Technology
Although vehicular ad hoc networking has only recently been proposed, it has gained

a great deal of attention in a very short period of time, and it is expected that its

applications will appear in near future.

There are several driving forces behind this rapid evolution of VANETSs. The most
important driving force is that the implementation of safety applications will provide
significant benefits. To illustrate the impoﬁance of such applications, we may take a look
to the lrafﬁc-related.fatality statistics. According to Canadiaﬁ Council of Motor Transport
Administration [6], annual trafﬁc-related fatalities in 1984 were aﬁpr’éximately 4100
deaths which have been reduced to 2927 in 2000. This improvement was the result of
strict driving regulation enforcement such as alcohol consumption restrictioﬁs,
employment of people awareness prdgrams, and application of passive safety
technologies Such as seat belts, airbags, car seat and etc. Similar improvements can be
observed in the other coﬁntxics but the present statistics still are not satisfactory. For
example, in the United States, there were more than 40,000 deaths and 5 million injuries
in 2000. The economic loss resulting from those crashes was estimated to be more than
230 billion dollar in that year [7]. Therefore, there is an immediate need for employment

of active safety technologies such as vehicular safety applications.

Besides the above motivations, the auto industry is the second driving force behind
this technology which would like to equip the vehicles with them, either for providing

safety, gaining extra value or implementing luxury applications. The examples are

10
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Toyota, BMW and Daimler-Chrysler which have launched important projects for

VANETSs communications.

- In general, feasibility of a technology is related to the economic issues. There are two
mechanisms whicﬁ may lead to a successful market for a technology: either a visible
added value of that for the costumer or a regulative order which makes the technology a
must. For a regulative order, first the effectiveness of the technology has to be proven.
This requires that VANETSs applications reach to a certain market penetration which it
may take several years. Therefore, at the first stage, it is not feasible that a regulative
order is issued based on the promised safety application. For the added value approach, a
similar problem may exist as a consumer can take advantage of a technology once a

certain market penetration is reached [5].

According to [5], it was estimated that in order to make the network usable, at least
10% market penetration is required which by the assumption of equipping 50% of all
newly manufactured autos with VANETS’ features; it will take more than 3 years to reach
| this objective. Further we may note that even 10% market penetration is not really
sufficient for safety applications. Because, it means that a VANET equipped vehicle will
not be able to communicate with 90% of vehicles on the road. In the other words, 10% of

customers will pay for a service which it will take them several years to use it effectively.

To solve the above economic problem a strategic idea has been proposed which
postpones the safety applications to the future. Thus, the idea is initially to introduce car
to infrastructure communiéation (C2IC) applications which covers the area of comfort

applications. In this strategy, some fixed nodes will be installed in the road sides which

11
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will provide some comfort applications to the VANETs enabled vehicles. Therefore, all
the users will be able to receive some functionality right from the start. Following that,
the real applications of VANETSs will be made available as soon as the necessary market

penetration factor is achieved [5].

1.4.3 VAN‘ET Standardization

VANET is a potential service for 4G which is expected to play an important role in
future vehicular communications. It has been identified as a key technology for
increasing road safety and transport efficiency, and providing Internet access on the move
to ensure wireless ubiquitous 6onnectivity. The potential of VANET technology has led
to establishment of worldwide research programs and efforts. Next, we mention some of
the standardization activities and research projects which have been initiatiated in
Europe, US and Japan.

Theré are several ongoing projects in Europe. Among them, we can mention
CarTALK 2000, PROMOTEChauffeur, PReVENT WILLWARN, INVENT VLA,
SAFESPOT and finally FleetNet which has been extended to Car2Car and Network on
Wheels projects. The problems which are being researched in the above projects are
hazérd warnings ﬁggaed by hazard flashers, studied within Inter-Vehicle Hazard
: Wa‘ming.project (IVHW), cooperative driving, and other challenges such as frequency

allbcation, protocol definition and infrastructure deployment [5].

The Car2Car Communication Consortium [8] is a non-profit organization which aims

to increase road traffic safety. Its mission is to create a standard model for inter-vehicle

12
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communication systems and propose a realistic deployment strategies as well as business

models to accelerate the market penetration [5].

Network on Wheels [9] is a German research project which is funded by the German
government. It aims to design different functionalities and standardization across

European countries in cooperation with the Car2Car Communication Consortium [5].

In Unitéd States, there are several organizations such as Vehicle Safety
Communication Consortium (VSC) which is working on the development of different
standards, protocols and applications for. inter-vehicle and vehicle-to-infrastructure
communications since 2002. Among the standards developed for this field is Dedicated
Short Range Communication (DSRC) standard which has been developed jointly by
IEEE ahd ASTM (American Society for Testiﬁg and Materials) in 2003. In summary, this
standard defines wireless communication for Intelligent Transportation Systems (ITS)
applicatioﬂs up to 1000 meter transmission ranges at regular highway speeds. It uses a
dedicated band at 5.9 GHz and it provides seven 10 MHz wide channels for different
applications of which one is restricted to safety communications only [10, 11]. Fig. 1.5

shows the DSRC dedicated band with more details.

A subset of DSRC has been incorporated into IEEE 802.11 WLAN standard, and new
standard is referred as IEEE 802.1 1p. This incorporation has resulted in some

modifications in the physical and MAC layers of IEEE 802.11 standard in order to make

13
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it supportive for ITS applications. IEEE 802.11p is also referred as Wireless Access for

the Vehicular Environment (WAVE") [11].
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Fig. 1.5, DSRC spectrum band [11].

As another activity in USA, we can refer to Crash Avoidance Metrics Partnership
(CAMP) program which is organized by the Department of Transportation Intelligent

Vehicle Initiative to accelerate R&D on crash avoidance technologies [S].

In Japan, there are three main initiatives in this area which are organized by the
Ministry of Land, Infrastructure and Transportation of Japan (MLIT). These initiatives
“are Advanced Safety Vehicle (ASV) and Advanced Cruise-Assist Highway Systems
(AHS) programs which have been merged into a new program called Smartway.
Smartway has several projects such as systems for communication between the road and
the vehicles, and a yar_iety of sensors, like short and midrange radars, cameras,
ultrasound, infrared and others [5, 12]. An important issue in standardization of VANETSs
interfaces and protocols is interoperability assurance as vehicles are coming from

different vendors. This requires effort to harmonize the works of different standard

* WAVE technology is sometimes referred to as CALM (Continuous Air Interface for Long and Medium range) [4).
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organizations across the world and propose a wise deployment strategy. Otherwise,

having different standards and competing systems would result in decreased market

penetration and poor overall system efficiency [5].

1.5 Motivations for the Thesis

The potential of VANETS also bring many new challenges compared to traditional ad
hoc networks, which need to be addressed if VANETS to succeed. A very important
challenge facing the VANETS functionality is communications connectivity and path
availability issues. Since in VANETSs, nodes are both mobile as well as carrier of
information, the network may not have full communications connectivity all the time.
Therefore, the nodes may form several clusters, where, a cluster refers to a set of nodes
that have direct or indirect conﬁﬂunications with each other at a given time'. Fig. 1.6
shows a vehicle population which forms two clusters. In ad hoc networking, multi-
clustering happens when the minimum distance between the nodes of two or more groups
becomes more than the transmission range of a node. At the times that the nodes’
‘population' is partitioned into multiple clusters, only intré-cluster c‘ommum'catiéns is
poésible. Thus, only if the nodes’ population forms a single ciuster, all the nodes will be
able to communicate with each other. The knowledge of network vconnectivity is needed
for successful design of ad hoc communication protocols both for MANETs and

VANETS.

' In some studies the words “fragmentation” or “Partition” have been used equivalent to “cluster” which was defined here.
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Fig. 1.6. multiple clusters in the vehicle population of a path.

Recently, researchers have addressed the network connectivity issues in ad hoc
networks. For MANETS, there are only few analytical approaches which are either too
complicated or have too many simplifying and restrictive assumptions which fail to
capture the inherent dynamics of the system. For example, in the .literature, the
connectivity analysis of ad hoc networks has been mostly considered under the
assumption of randomly distributed stationary nodes within the service area for both 1-D
and 2-D cases. These models fail to capture the effects of user mobility on the
performance of the network. Another restrictive assumption in most of these studies is
that a constant number of nodes exist in the system while in a realistic situation; the
population size of the nodes will be a random variable. Further, some of the results have

been presented as upper bounds for the connectivity of the nodes.

More specifically, in the area of performance modeling of connectivity in vehicular ad
hoc networking, even fewer analytical works exist compared to those of MANET which
they will be described in the following chapter. |

A question which may arise is the possibility of specializing available performance
studies on MANETSs to VANETSs, as VANETSs can be considered as a special case of

MANETs: in a 1-D area. The answer to this question is negative since the results in 2-D
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are not applicable to 1-D because of several inherent differences between them. For
example, most of the studies in 2-D ad hoc networks consider mobility models such as,
Random Waypoint (RWP) or Random Walk (RW) which are not appropriate for
' VANETS’ environment, since a node’s motion involves both speed and direction in RWP
and RW. In RWP modvel,'a node alternates between periods of motion and stop; clearly,
vehicular movements do not follow such a characteristic. Similarly, in 1-D RW model, a
node moves forward and backward at each step with probabilities of p and 1-p
resioectively which is not appropriate to model the nodes’ movements in VANETSs.
Further, nodes in vehlcular ad hoc networks experience faster mobility in comparison
with the nodes in MANETs which usually have speeds in the order of human’s
movement with small deviations. Finally, VANETS’ services, especially, the safety
applications are very sensitive to delay and must meet the upper bound of 100 msec
which has been profosed in the DSRC standard. These differences plus others which |
have been described before in section 1.3 renders adaptation of 2-D results to VANETSs
impossiBle.

The highly volatile environment of VANETSs make the design of protocol stacks v}ery
challenging. The physical layer must conform to the highly variable and frequently
unavailable wireless channel. Link layer must adapt itself to the variations in link error
rate. MAC layer should minimize the number of collisions in accessing medium to méet
the required QoS specifications. In the network layer, an effective routing protocol is
needed to determine the best path without flooding 6r unnecessary bandwidth usage. The

transport layer must be able to handle the delay and packet loss in an efficient manner.

17



1.6 Major Contributions of the Thesis

Finally, applications need to be modified in order to cope with frequent disconnections
and highly variable delay and packet loss. A successful design of such a network requires
knowledge of network connectivity which may be obtained either through an analysis or

simulation. Presently, there is a lack of analytical studies on the connectivity of VANETSs

in the literature.

1.6 Major Contributions of the Thesis

In this work, we study statistical properties of the connectivity and communication
path availability of vehicular ad hoc networks with user mobility and dynamic node

population size. The major contributions of this work are:

o First, we assume a single highway with unidirectional - vehicle traffic. The
highway is assumed to consist of concatenated segments. The segment borders are
the entry and exit points of node traffics. The nodes arrive at the highway through
one of the entry points according to a Poisson process. .A new arriving node
begins to move along the highway according to the assumed mobility model,
independent of all the ofher nodes. The nodes depart from the highway through‘
one of the exit points. We determine the distribution of the distance of a node
from its arrival point at the steady-state. We find the ‘distribution of node

population within each highway segment by modeling each stream of nodes in the

highway as a M/G/o queue. Then these results are used to determine the
statistical characteristics of a cluster seen by a new arrival or a random node. We

present the average cluster size and the probability that all the nodes on the
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highway will form a single cluster. The probability of single cluster gives the
percentage of the time that the node population will have communication
connectivity with each other. We also present simulation results that confirm the

accuracy of the analysis.

e Then the analysis has been extended to a network of highways. We model the
system as a BCMP network of queues with state dependent service rate where
segments correspond to the service centers. We obtain the joint distribution of the
number of nodes in segments. Then, we model the number of clusters in a
segment as a Markovian birth-death process. This allows us to determine the
distribution of time that node population in a path spends in the single cluster state
and mean recurrence time following the departure from this state. Thus, we derive
the distribution of the time that a path in the network is continuousl& available for
commUnicationé; as well as, mean duration of the path unavailability tixhe for
communications. These results enable the determination of the conditions under
which there will be high communication path availability. Finally, mean packet
delay is presented for an end to end communication in a path. We give the
nmngrica] results which illustrate the effects of mobility on communication path
availability and mean packet delay. The results show that the continuous mean
communicétion availability time of a path varies logarithmically with the
transmission range. On the other hand, mean delay varies directly with the
transmission range. Thus, the transmission range should not be chosen higher than

what is needed for acceptable communication path availability in order to

19



1.7 Organization of the Dissertation

maintain an acceptable mean packet delay. In practice, an adaptive transmission
range may be required to achieve the right balance between the communication
path availability and delay. The results can help to advance solutions to other
design problems in VANETs such as, roﬁting algorithms, optimal node
transmission range, optimization of cross layer design schemes and MAC

protocols.

1.7 Organization of the Dissertation

This thesis consists of six chapters.

In chapter 2, we discuss the main challenges in the area of ad hoc and more
specifically in vehicular ad hoc networking. Then, we review previous works on,

connectivity and communication path availability analyses.

'In chapter 3, the mobility modeling of the work will be presented. We start witﬁ
reviewing the major mobility models which have been used for studying ad hoc networks
in the literature. Then, we derive the statistics of our mobility model. We also find the
distribution of a node’s distance at the steady state which moves with the given mobility

model.

In chapter 4, we define a single highway as our envifonment modeling. Then, the node
population distributions within each segment 6f the highway will be derived. We study
the statistical characteristics of cluster size which is seen by a new arrival or a random
node in the highway. Then different perfonnance measures such as average node

population size in a cluster and the probability that all the nodes on the highway form a
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single cluster will be presented. We also present simulation results that confirm the

accuracy of the analysis.

In chapter 5, we extend the single highway to a network of highways. The joint
distribution of node populations within each segment of highways network will be
derived through the application of BCMP theorem. Further, to study the network
connectivity, we extend the work of chapter 4 in several directions. We define the time
that the system spends in a single cluster state in a path of highway network as the
conservative measure of the network availability for communications. Then, we model
the number of clusters in the node population of a network path as a Markovian birth—
death process. We derive the probability distributidn of the number of clusters and
* determine the means of continuous communication path availability and unavailability
times as functions of mobility and traffic arrival parameters. Mean packet delay is
presented for an end to end communication in a path. We give numerical results which

illustrate the effects of mobility on connectivity and communication delay.

Chapter 6 presents the conclusions and proposes some future works.
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Chapter 2

Challenges of Vehicular Ad Hoc Networks

2.1 Introduction

There are many challenges facing the development and deployment of ad hoc
networks. In genefal, these challenges originate from three factors: lack of infrastructure,
- uéér mobility and limifed power sources. These factors impact the network topology,
routing, end to end delay, quality of service, security and scalaﬁility. Most of these
challenges also apply to the vehicular ad hoc networks. However, because of their
distinct characteristics, VANETs have additional jrequireme’nts. As it has been mentioned
in the previous chapter, these differences are mainly due to the VANETs’ mobility

constraints, high speeds, service requirements, small effective network diameter, and

even the behaviors of the drivers.
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2.2 Challenges of Ad hoc Networks

In section 2.2, we will discuss the main challenges and fundamental aspects of ad hoc
networking paradigm. In each sub-section, if applicable, we will also describe the

additional challenges encountered by the vehicular ad hoc networks.

The future success of VANETSs very much also depends on the development of
accurate models of these networks. Therefore, we will also discuss various modeling
issues relatéd to VANETS. In section 2.3, we discuss mobility and environment modeling
issues in the analysis of ad hoc networks. In sections 2.4-2.5, an in-depth literature review
of connectivity and communication path availability will be presented which are the main

research problems of this study.

2.2 Challenges of Ad hoc Networks

2.2.1 Network Topology and Stability

An important challenge of ad hoc networks is self-organization and self-maintenance
of the infrastructure. The solutions to these challenges should be implemented efficiently
such that they are fast and transparent to the users and applications. This requires nodes
to go under several topology re-organization processes to discover their neighbours. This
can be performed with a periodic transmission of short packets which are called beacons,
in order to detect the neighbours’ activities. This enables the nodes to discover the set of
nodes which are within their .direct communication range and ﬁmhcr, to determine the
communication availability of the other nodes which are more than one-hop distance
away. The factors which may impact the number of neighbours of a node are mobility,

noise, weather, interference and transmission ranges, of which only the latter one is
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controllable. Therefore, nodes in ad hoc networks need an intelligent mechanism to
control their transmission range for achieving the best topology organization. This
mechanism is called topology control and the efficiency of a communication network
depends significantly on its topology control algorithms {13]. The topology control
algorithm will determine a node’s optimal transmission range according to the mobility,

interference, routing and energy constraints.

Stability of a specific topology is another concern [13] which may impact the
transmission range selection. Stability can be affected by frequent topology changes due
to mobility, failure of nodes etc. Therefore, it is also the duty of the topology algorithm to
choose the optimal path in a network which lasts longer than the other paths and achieves

the best cOmmuni_cationvava'ilability and stability.

2.2.2 Routing in Ad hoc Environments

Many routing protocols have been introduced for wired and wireless networks in the
literature which are not necessarily appropriate for the wireless ad hoc networks because
of their dynamic topology. In general, in designing a routing algorithm, different factors
should be considered such as, mqbility, limited bandwidth and power resources, high
error rates, hidden and exposed terminal problems. An effective routing protocol will find
a path for the traffic from a source to a desﬁnaﬁon node in a dynamically changing
environment and at the same time achieve quick convergence to optimal routes and

provide certain level of QoS [18].

There are numerous protocols offered in the literature that each of them addresses

~ some of the challenges. According to [13], routing protocols for MANETs may be
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classified based on different criteria such as routing information update mechanisms and
use of temporal information for routing. Routing protocols based on the former can be
further cléssiﬁed into three major categories: (i) Table driven (proactive) routing
protocols such as, DSDV, WRP, FSR etc., (ii) On-demand (reactive) routing protocols

such as, AODV, DSR etc, (iii) Hybrid routing protocols ZRP, DDR, CEDAR, ZHLS etc.

In the case of second criteria, the routing protocols use information such as lifetime of
wireless links, lifetime of the selected paths and so on to make routing decisions. The
protocols within this group can rely on past or future information. Extensive details on all

above-mentioned ad hoc routing protocols are given in [19].

The above routing protocols have received a lot of attention during the recent years;
however they are not necessarily suitable for VANETs. In vehicular ad hoc
environments, application of safety communications introduces further requirements
which must be addressed by the routing protocols. Safety 'apph'cations require sharing
traffic and environment conditions among the vehicies to support different safety
applications such as, emergency warning, collision \a\‘roida_nce thrbugh driver. aésistingi
and lane-changing assistant. The nature of these tasks requires fast and reliable
communications among the vehicles. To understand the VANETS routing requirements
better, let us consider the safety applications in two different scenarios with the path

between the sender and receiver vehicles being either available or not.

A path is available when intermediate nodes can be found between source and
destination and an end-to-end connection can be established. In this case, the routing

requirement is providing the strict latency bound of 100 milliseconds, recommended by
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DSRC standard for safety applications. Therefore, the challenge is designing a routing
protocol which exchanges the information among the vehicles and establishes the

connection almost with a real time configuration.

In the second scenario, when the path is not availaBle, network is not allowed to drop
the forwarded message as it may belong again to a safety application. This is different
from many applications which have been proposed for MANETS. A proposed solution is
“carry and forward” idea, where, if no path exists, a message will be carried by a node

until it can be forwarded to a node which is closer to the destination node.

The *carry and forward’ concept was considered in three type of routing algorithms
which are suitable for VANETs [5]: opportunistic forwarding, trajectory based

forwarding and geographic forwarding.

In opportunistic algorithms, a message is stored and forwarded whenever it is given
the opportunity. In geographic forwarding algorithms, the messages are forwarded
towards the destination based on node geographical location and based on a simple
Cartesian distance model. In trajectory routing the road infrastructure serves as an
overlay directed graph, with intersections seen as graph nodes and roads as graph edges.
Messages move following predefined trajectories and distance is defined as a graph
distance [5].

In this study, we do not consider routing issue directly. However, the derived
analytical results for communicatidn path availability and mean packet delay will be
helpful in the design of VANET routing protocols in both of the scenarios, discussed

above.
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Another issue which should be considered by VANET routing protocols is storm
prevention in broadcasting. The implementation of a regular broadcasting mechanism in
ad hoc networks may lead to a écenario where an ‘excessive number of packets being
broadcasted in an area. This situation results in a high level of contention for the
transmission medium. This problem also exists in MANETS but it is more critical in
VANETsS since the nodes move along a 1-D path instead of a 2-D area [20]. A survey of

challenges in routing and broadcasting in VANET are presented in [21, 22].

2.2.3 Security and Privacy Aﬁpects

As ad hoc network topd]ogy is decentralized and without infrastructure, therefore, it
presents serious security threats for communications. These threats may originate from
other networks that coexist with the ad hoc networks and it may take any form such as
passive eavesdrdpping, active impersonation, messége replay and distortion [13]. As a
result, cofnmunication sécurity aspects such as cqnﬁdentiality, integrity, authentication

and non-repudiation have become very important research issues.

Among the topics studied for ad hoc network security are secure routing, key
management and intrusion detection. It is very important that the proposed algorithms are
distributed and do not rely on centralized authorities. More details on the various aspects

of security in ad hoc networks may be found in [13, 23].

The security issue is much more crucial in VANETs as the information which is
carried in a vehicular network can affect life-or-death decisions. For exarhple, it is
necessary to make sure that the critical information in a safety application cannot be

modified, distorted or inserted by an attacker. The privacy of the drivers and passengers
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must be protected as much as possible and communications should not let the vehicle to

be tracked or identified for non-trusted parties [24].

Trust is another issue in security of vehicular ad hoc networks which needs to be
carefully assessed and addressed. Trust means whether a node caﬁ rely on a message
which is received from another node. Trust establishment requires authentication, the
implementation ‘of which in real-time is a major challenge in vehicular ad hoc networks
[25]. A detailed survey of challenges for VANETS security is given in [26]. Reference
[27] also studies the security concerns which exist in VANETS routing protocols. The
authors discuss the feasibility of implementing such protocols for vehicular environments

especially when they interact with other type of networks.

2.2.4 Capacity Bounds

In mobile ad hoc networks, the nodes can be either the destination or an intermediate
node which is functioning as a relay in a communication path. Each node in the network
may have several channels at its:disposal for communication within its neighborhood.
| This phenomenon can result in capacity constriction or, sometimes, communication
instability. There are many studies in the literature which discuss greediness in ad hoc
nodes and how the channels should be distributed such that power constraints can be Iﬁet
and optlmurn routing is. achieved [28]. An important study on capacity bounds in ad hoc
networks is the work presented in'[29].‘ In that study, the authors have proposed different
capacity metrics such as, transport and throughput capacities for ad hoc networks.
Transport capacity is defined as the total product of bit-distance per second that can be

transported by the network, and throughput capacity is defined as the maximum common
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throughput that can be provided to each randomly chosen node in the network. It has
been shown that if # nodes are identically randomly located in a disk with arca of 4
square meters, and each node is capable of transmitting W bit per second using a fix
transmission range, then the transport and throughput capacities of an arbitrary network
will be given by O 4n) and (W /n) respectively. The results of [29] have been used
as a foundation by other researchers. For example, [30] and [31] have shown that ad hoc

network capacity will improve in the presence of some fixed nodes as in a network with

infrastructure and employment of directional antennas respectively.

[32] is the first study on ad hoc network’s capacity which considers mobility of the
nodes. They demonstrate that the throughput per user increases dramatically when nodes

are mbbile rather than fixed.

[33] and [34] éfe among the few works which study the capacity issue in VANETS. In
[33], the autﬁors have determined the capacity of control channel in IEEE 802.11p using
simulation in vehicle to vehicle and vehicle to infrastructure scenarios. They found that
the capacity is significantly reduced if the amount of roadside fixed infrastructure

increases within a constant zone.

[34] states that the current IEEE 802.11p MAC protocol has deficiency in sﬁpporting |
- safety applications when the network is dense. They propose a novel MAC protocol

palled VMESH. This protocol employs a distributed beaconing scheme to realize
neighborhood awareness and uses dynamic channel resource reservation. Then they
found the network throughput by dividing the amount of information successfully

transmitted in one reservation by the duration of reservation length.
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In fact, capacity study in vehicular environments is still an open issue and needs more

consideration.

2.2.5 Power Management

Power management in ad hoc networks is more critical than other wireless
communication networks as the nodes in ad hoc networks are used as relays in addition to
being source of traffic. Power issues usually are not studied separately as the pdwer
consumption depends on other algorithms such as, routing or mobility management.
Therefore, they are usually treated as performance parameters in the studies of other
algorithms. According to [13], in general, there are three approaches to reduce the enérgy
consumption in MANETS: power save, power control and maximum life-time routing. An
example for power saving technique is to put a node into sleep mode whenever there is
no packet ready for transmission. In this case, the challenge is to design an efﬁcieht
mechanism to wake-up the nodes. The other details about the challenges of energy

control in ad hoc networks can be found in [13].

In VANETs, contréry to MANETS, the power management is not concerned with
energy efficiency, as the nodes have access to the auto power system. The main challenge
in VANETS is adaptive power control [5]. It will be shown in this work that increasing
the transmission range increases the communication path availability but it also increases

the packet delay due to the higher contention in accessing the transmission medium.

Further, a new transmission may disrupt another transmission at a distant node due to

interference. Higher mean packet delay can cause serious problems to safety applications,
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especially in a dense traffic scene. Thus, the power management issue in VANETSs

usually deals with optimal assignment of transmission range.

2.2.6 Physical Layer Aspects
The main concemns in the study of physical layer of ad hoc networks are how to
provide better coverage, higher spectrum efficiency and higher data rates. Therefore,
mani( studies can be found on the physical layer topics such as, air interface, antennas
and advanced signal processing techniques. Most of these studies try to improve the ad
hoc physical layer performances by applying powerful | coding and interleaving
techniques, channel-state aware decoding, adaptive modulations and etc. An important -
subject in ad hoc networks is the adaptation of physical layer to different channel
~ conditions. For example, pﬁysical layer may need to adapt to the fast changes in SNR

which is caused by mobility or uhpredictability of medium [4, 13].

The scarcity of bandwidth is even more challenging in VANETS’ because of several
safety applications. As it was mentioned earlier, two types of safety messages can be
transmitted over the network; aperiodic and periodic messages. The former contains
information about the environmental hazards and as a result, they require fast and
guaranteed delivery. The periodic messages contain information about vehicle position,
dynamics and driver intentions and they should be transmitted af a very high frequency

for each vehicle. Because of the nature bf safety messages, especially aperiodic ones, we

also may have scenarios which produce high volume of packet traffic such as, broadcast
flooding when a hazard happens in a dense traffic. The limited bandwidth problem in the

VANETS can be partially addressed at the physical layer. Different approaches have been
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proposed in the literature, such as, decreasing the transmission power to reach a recipient
in a higher number of hops, employment of directional antenna and using different

channels for different types of messages based on their priority [21].

2.2.7 MAC Layer Aspects

MAC protocols in ad hoc networks afc rcs'ponsibie for managing and controlling the -
access to the scarce radio spectrum and therefore to the limited available bandwidth in a
fair and non-centralized way. As a result, MAC layer in ad hoc environments need to take
into account the dynamic topology caused by problems such as, mobility, scalability, .
capability of power control, -distributed functionality and hidden-exposed terminal
problems [13]. The main MAC protocol which has been proposed for ad hoc networks is
IEEE 802.11. IEEE 802.11 MAC layer [35] is based on CSMA/CA (Carrier Sense
Mediuin Access with Collision Avoidance) protocol [36]. There ére ;cllso a number of
studies in the literature Which propose thé TDMA (Time Divisibn Multiple Access) as a
contention-free access scheme to the medium [37]. [38] surveys the different contention-
based MAC protocols and their variations which have been proposed for ad hoc

networking.

Next we will discuss the MAC challenges in VANETSs. As it was mentioned before,
vehicular ad hoc networks éxperienc_&s faster network topology changes compared to the
other MANETS. On th¢ other hand; ihey have the advantages of having mobility in a
predefined direction énd absence of coﬁstraints in data storage and power. Another
prospectus advantage of VANETS is its potential accessibility to GPS éystem which will

enable the vehicles to obtain location information and achieve network synchronization
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[4]. The above advantages and disadvantages create new challenges in the study of MAC
protocols for VANETS. On one side, timing synchronization and power availability is not
a problem, on the other side, efficient MAC protocols should be designed to reduce the
medium access delays. Theré may be a need to give priority to the message traffic
generated by safety applications. Until now, the VANET MAC protocol which has been

receiving most attention is IEEE 802.11 and its variations [39].

Next, we will take a look to the DSRC MAC protocol, i.e. IEEE 802.11p which had
been introduced in fhe previous chapter. IEEE 802.11p WAVE MAC protocol is hot
considered as a new standard but a modification of IEEE 802.11. Basically, traditional
IEEE 802.11 is responsible for arranging a group of wireless nodes to establish and keep
a corporative communication environment. Further it filters out all transmissions which |
- are coming from outside the group. To join to a group, a node first listens and scans the

channel for beacons from an access point and then following a number of handshaking
and authentication steps, the communication will be established in a specific éhannel.
This communicating groub of nodes is called a Basic Service Set (BSS) and it is
identified as the access point by some Service Set Identifications (SSID). The above
méchanism is not appropriate for VANET’s safety applications since the channel
scanning and handshaking takes a long time. Therefore, IEEE 802.11p MAC protocol
proposes a new solution which is called “WAVE mode” communication. In this
mechanism, the nodes are not required to belong fo a specific BSS for communication
and they communicate using the same channel. Besides, they are assigned the same

identification which is called Basic Service Set Identification (BSSID). It meahs that two
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nodes can communicate upon meeting each other without extra overhead and a long

handshaking process [11].

2;2.8 Cross Layer Optimization
Recently, protocol design through cross layer optimization has received a lot of
attention in the area of wireless network research. In the legacy layered architecture of
OSI model, the protocol stack has been divided into a number of layers where each layer
provides service to the layer above. This layered architecture does not lend itself to direct
communications between the nonadjacent layers and the applications of each layer is
optimized according to the information provided from the neighboring layers without
considering the requirements of the other layers. This architecture works well with the
wireline communicatiohs, but in the case of wireless communications, it results in the
degfadation of the netwbrk functionality and its performance. The cause of degradation is
mainly related to the variable air channel quality which deteriorates further in the multi
hop communication environments of ad hoc networks. In cross layer optimization, the
physical and MAC layer knowledge of the wireless medium is shared with higher layers

to optimize the functionality of the protocol stack [40].

There are a number of studies for ad hoc networks which employ cross layer protocol
optimization. Next wé mention to some of the studies related to VANETS. In [41], a cross
layered approach is presented for MAC and packet routing protocol to support fast
propagation of broadcast messages in VANETSs. An algorithm is proposed to find the
trade-off between the minimum number of hops which is required to forward a message

within a cluster and stability of the connection. In [42], a new Internet access protocol for
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VANETs has been introduced which optimizes the physical and MAC layers
functionalities simultaneously. This optimization aims to increase the end-to-end
throughput while it achieves faimess in bandwidth usage. Reference [43] introduces a
- cross-layer design between packet routing and MAC of VANETS in order to guarantee a
special QoS requirement to the application. In that study, the MAC protocol provides the
information about the neighbor node, environmental object and cluster to the routing

algorithm to minimize the broadcasting delay.

2.3 Mobility and Environment Modeling

Mobility modeling is an important issue which has a significant impact on
performance analysis of the ad hoc networks. It affects main performance measures such
as, capaci'ty, delay, throughput, routing and connectivity of ad hoc networks. Selection of -
an appropriate mobility model can significantly affects the results, both in analytical and
simulation studies. Several mobility models have been proposed in the literature, whiéh
are widely used in the studies of ad‘ hoc networks, éuch as, random walk, random
waypoint, random direction mobility model and etc. The available mobility models can
be classified based on their appropriateness for analytical or simulation studies. We
describe some of these models along with the mobility model of this study in the

following chapter.

In the analytical studies of ad hoc networks, the mobility models are desired which are
general enough to capture the main characteristics of a realistic movement and are simple

enough to formulate the steady state topology behavior [14]. However, in simulation-
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based studies, the models pay more attention to the details of nodevmovements and even
they can be classified based on those details. For example, in the simulation of node’s
mobility in VANETS, the movements are classified into microscopic or macroscopic
mobility models. In macroscopic modeling, motion constraints such as, highways, streets,
traffic lights, node density, traffic flows and initial location of vehicles will be specified.
In microscopic modeling, the movement of each vehicle and its behavior with respect to
others will be defined [15]. The importance of the choice of an adequate mobility model
and its impact on the performance of the system is discussed in [16] and [17] for
MANETSs and VANETs respectively. The authors have shown that the mobility model

plays a key role in the accuracy of analytical results.

Environment mo&eiing in the analysis of ad hoc networks refers to the definition of
the area in which the nodes are allowed or restricted to move. In ad hoc networks the
environments can have different shapes. This is in contrast to the cellular
communications where the nodes are usually located in a hexagonal area and they are
covered by a base station. Deployment of an appropriate environment model depends on
ad hoc network services. In studies of MANETS, the environments are usually 2-D, and
they are in the form of a ;:ircle or rectangle with either closed or open boundaries. In the

case of closed boundaries, the nodes méy wrap or be absorbed in the boundaries.

In the study of vehicular ad hoc networks, the environment consists of streets or

highways with predefined 1-D layouts which restrict the node movements to specific
directions. The main difference between the street and highway environments is that the

streets are usually considered as objects which have intersections and stopping points
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while highways are environments with fast mobility. In the simulation based studies, one
may consider more complicated environments such as, areas with barriers or hot spots.
We may note that this type of environment models is not appropriate for analytical
studies because of loss of tractability. In thé analysis of ad hoc networks, selection of an

appropriate environment is another important issue which can directly impact the results.

2.4 Connectivity in Ad hoc Networks

The ad hoc network topology is dynamic as a result of user mobility. Since the
geographical positions of users change- with time, the routes within the network may
break down routinely. Therefore, connectivity of ad hoc networks is an important
consideration that impacts the performance of the network. In VANETS, connectivity
isSuc is even fnore critical as the network topology is more dynamic because Qf faster

motions of the nodes.

In the glossary of ad hoc networks, “connectivity” is defined as the percentage of time
that the nodes in a specific path or area are connected. In the literature, the connectivity
analysis of ad hoc networks has been considered mostly under the assumption of
randomly distributed stationary nodes within the service area, both for 1-D and 2-D
caées. As a result, those models fail to capture the effects of user mobility on the
performance of the network. There are several studies in the literature which discuss the
importance of mobility in the study of connectivity issue. In [44], it has been shown that
performance of mobile ad hoc networks is highly sensitive to nodes mobility. The impact

of mobility on the performance of routing algorithms and MAC protocols for ad hoc
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networks has been studied in [45],[46] respectively. In [47], the effect of mobility on
maximum communication distance has been studied by using simulation. In that study, a
new parameter, “pause probability” has been defined which is a function of node’s speed
and pause times. Their simulation results for a constant number of nodes in the network
show the effect of this probability on the maximum communication distance. It was
found that if pause probability is smaller than 0.5, then the maximum communication
distance in the network is about 10 percent higher than that of static hode model. For the
values of pause probability greater than 0.5, mobility model does not affect this distance,

and it is approximately equal for networks with dynamic or static nodes.

Further, majority of the studies, which include an appropriate mobility model, have
used simulation as the investigation technique. While simulation has vadvantages of ease
and flexibility, it also has some serious drawbacks. Its most importént disadvantage is
that the transient properties of simulation mﬁy result in wrong interpretations. In [48],
simulation implementation problems have been reviewed and some solutions have been
proposed. [49] presents a mathematically tractable node mobility model with constant

speed, and uses it to show the dependency between mobility and connection stability.

Next, we will present a survey of the literature on connectivity. The available studies
will be classified into two groups, with or without mobility model both for VANETSs and

MANETS.

2.4.1 Connectivity Studies without Mobility Consideration

In this group, the nodes are randomly distributed spatially but they are stationary. In

[50], it is assumed that the nodes are dispersed according to a spatial Poisson process
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within a square area and connectivity of the network has been determined through
simulation. They study connectivity based on two measures, distance and power
respectively. In the distance-based connectivity model, two nodes may communicate if
the distance b,efween them is less than d, while in the power based connectivity, two
nodés may communicate if the received power is greater than a threshold value. In [50],
they have also introduced some parameters to measure scalability of the connectivity in
the network. One of these parameters is‘cluster fragility factor, which expresses cluster
robustness as a function of the number of nodes in a cluster. Another parameter,
introduced in that study, is the average connectivity of the reachable nodes in 4 number
of hops. This parameter represents the average nurﬁber of times that a node is connected
to another node which is 4 hops away. They have shown that this parameter tends to have

a Gaussian distribution for the distances up to four hops.

In [51], it is stated that depending on the density of nodes in a unit area, power or
distance may have more dominant effect on connectivity. In an area with a high node
density, interferences and consequently received power is more important than the

- distances between nodes. Contrary, in a low-density area, the distance will be more

dominant, as the interference will be less critical.

Referénces [52], [53] and [54] consider a power-based model for connectivity ‘study. It
is assumed that the sender nodes Sy, S,..., S have positions Xj, X..., X, and the receiver
node R has the position Xy. If S; uses power P; for transmission, the transmission from S;
to R is successful if the ratio of the signal strength to noise plus intefferences from the.

other nodes at ihe location X, is greater than a threshold. Based on this model, an
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approximate expression for the capacity as a function of the maximum allowable delay
has been found in [54]. It is shown that there exists a critical value for delay below
which, the capacity does not benefit appreciably from the nodes movement, while above
this valué, the capacity will increase as a function of motion. [52] also has used this
transmission model and it has proposed a routing algorithm which exploits the patterns in

the mobility of nodes to provide guarantees on the delay.

In [55], a network has been considered which consists of # nodes located randomly
according to a uniform distribution within a disc of unit area and node i is transmitting at
a power level that has a transmissidn range of r(i). They found the necessary and

sufficient condition on node transmission range, r(i), for asymptotic connectivity as

n— +m.

In [56], it is stated that random placexhent of n nodes within an area may result in
unrealistic node concentrations; therefore, the resulting connectivity measures such as,
average number of neighbors per node, can have a relatively large variance. Examples of
this type of node placements are Poisson or uniformly distributed models. This study
employs node dispersion with so called “Inhibition” model to space node positions more
regularly. Then, this model has been used to determine the statistical characteristics of
parameters such as, area coverage, number of neighbors per node and spatial distribution
through simulation. It has been shown that with the new model, these parameters havel :
ér_na]_ler variances.

In [57], a distance-based model has been considered and a mathematical analysis has

been presented for the link distance distribution. The nodes are assumed to be spatially
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dispersed according to uniform or Gaussian distributions within a rectangular area. In that
study, only link distance distribution between two nodes has been studied under the
independence assumption from the location of other nodes in the network. Their result
applies only to one hop connectivity since in the case of multi-hop connectivity, the
location of relay nodes must also be included. Therefore, link distance distributions are
not independent of intermediate nodes’ location. For example, if node i communicates
with node j through node & (two-hop connectivity), their connectivity probability is not
independent of node k location. Hence, joint distribution of distances between three nodes

is required.

In [58], the case of tWo-hop connectivity between terminals with identical location
distribution has been studied. The resulting joint distributipn is given in a general form,
which is suitable for computation of connectivity of nodes in a network of randomly
dispersed nodes. 'I;}‘xen,' the joint distribution of link distances for more than two-hop

connectivity and its complexity has been discussed.

An important theory, which gives some interesting results on connectivity, is
Percolation. This theory may be described by assuming that a large porous stone is
immersed in a bucket of water. The problem is finding the probability that the center of
the stone is wetted. A two-dimensional model of this stone may be shown as in fig. 2.1.
In this figure, the vertices and edges are showing the holes and inner passageways of ihe
stone respectively. Each edge may be open with probab‘ility p and close otherwise,

independent of all other edges. On immersion of the stone in water, a vertex x inside the
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stone is wetted if and only if there exists a path from x to some vertex on the boundary of

the stone, using open edges only [59].

Fig. 2.1. A sketch of the structure of a 2-D porous stone. The lines indicate the open edges. On
immersion of the stone in water, vertex x will be wetted by the invasion of water, but vertex y will
, remain dry [59]. '

Percolation theory is concerned primarily with the existence of such ‘open paths’. The
probability that a vertex near the center of the stone is wetted by water permeating into
the stone from its surface will behave rather similarly t§ the probability that this vertex is
the end-vertex of an infinite path of open edges. That is to say, the large-spale penetration |
of the stone by water is related to the existence of infinite connected clusters of open
edges. The simulations show that the connected clusters of open edges are isolated and
rather small for small values of p. As p increases, the sizes of clusters in&ease also, and
there is a critical value of p, at which there _forms‘a cluster, whiéh pervades the entire
picture. In loose terms, as we throw in more and more open edges, there comes a moment

when large-scale connections are formed across the lattice [59].
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If we éonsider the holes as nodes and the edges as connection links, in network with
unlimited number of nodes, each pair of nodes may have a connection, which is assumed
to be independent of all other connections in the network, with probability p. The
network may consist of a finite number of clusters with cluster size increasing with
probability p. There is a critical value of p, above which all nodes form a single infinite
cluster with probability one. In [51], this theory is studied for ad hoc networks. It is |
assumed that the nodes are dispersed according to a Poisson distribution within a square
area. Two cases have been considered which are 1-D and finite 2-D network topologies
for VANETSs and MANETS respectively. It has been shown that in finite networks, there
exists a critical node density (A.) instead of critical connection probability. In the range of
sub-critical density defined as A < A, all clusters are bounded surely, while in the
supercritical d¢nsity, defined as A > A, there exists a unique large cluster to which most
of the nodes belong. They also employed Percolation theory for 1-D as a special case to
study of connectivity of hybrid networks with some infrastructure fix nodes operating in
the network as relays. They have shown that the employment of the fix nodes in
VANETs improves the network connectivity drastically while in MANETs the
introduction of fix nodes does not significantly increase the connectivity. Besides, in
VANETS, the optimal distance between fix nodes on the path which guarantees a specific

connectivity probability grows exponentially with the node population density.

Next we continue to review the works on connectivity of VANETs. [60] studies
connectivity of a source-destination pair in a VANET. They determine the probability

that the nodes in a network with length L forms a single cluster given that a certain
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number of nodes are randomly and uniformly placed between the source and destination
nodes. Further, they have found a formula which shows the relationship between the

number of nodes and network connectivity probability.

[61] presents an exact analytical formula for the probability that a VANET with the
length L and n stationary nodes composed of at most ¢ clusters. This formula is in a series

form and it presents the probability of a single cluster as corresponding to c=1.

[62] studies the connectivity prpbability of a VANET in which the nodes are randomly
and non-identically distributed. They used a Gaussian distribution with different means
for the nodes’ locationé and discﬁssed the scenarios where the vehicles are not
necessarily uniformly distributed. They have used a curve fitting techniques to optimize

the number of nodes required for a certain connectivity probability.

'2.42 Connectivity Studies with Mobility Consideration

Next, we discuss previous work on connectivity analyses which include user mobility.
In [63], the connectivity of an ad hoc network with the randém waypoint mobility model
for MANETS has been analyzed. In that study, the motions of n nodes within a unit circle
have been considered and an approximation for the probability of the nodes forming a

~ single cluster has been derived.

In [64], the connectivity of a 1-D ad hoc network has been studied both with nodes
mobile according to random waypoint mobility model and with stationary nodes
uniformly distributed in a line. Their interesting result is that when the node population

density is high, study of connectivity with a stationary model is a good estimation of real
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connectivity while when the density is low, the results differ from each other. The study
assumes random waypoint mobility model because of its mathematical tractability
properties. However, as it was discussed before, it is not an appropriate mobility model
for the nodes in VANETS. It has been shown in [65] that the random waypoint produce
significantly different node connectivity results in VANETs compare to more realistic

mobility models through a simulation.

In [66], simulation is used to determine the minimum transmission range (MTR) that
guarantees the network connectivity of VANETSs at different traffic densities and road '
conditions. They have shown that the value of MTR decreases as vehicle density
increases up to a critical density and then it remains constant or increases slightly.

Therefore, vehicle density increase is not always results in better connectivity.

[67] proposes a he§v algorithm for optimal transmission range assignment problem. In
this algorithm, the vehicles estimate the local node den;c,ity and traffic condition within
the highway through the vehicle speed characteristics. The density estimation is used to
assign the transmission range accordingly. They have shown that this algorithm is

successful in maintaining the cohnectivity in highly dynamic networks.

[67] also studies the problem of minimum transmission range in 1-D and 2-D regions
for both cases of mobile and stationary nodes. For stationary node scenario, they havé
derived some bounds for the critical transmission range. Further, they have found that, in
2-D ad hoc networks, reduction of the transmission range from the MTR value results in
progressive increase of cluster size, while in 1-D, a modest decrease on the transmission

range over the minimum required for connectivity can cause the formation of several
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clusters faster and in relatively small sizes. In the mobile scenario with random waypoint
mobility model, they study the connectivity from the energy saving point of view through
simulation. They have shown that considerable energy savings can be achieved if

temporary disconnections can be tolerated in VANETS. Their results show a trade off

between energy saving and connectivity percentage.

All these studies assumed a constant number of nodes in their model while in a
realistic situation, population size of the nodes will be a random variable. Further, most
of them use simulation as a tool for their analysis. In [68], we have studied the
connectivity of two-dimensional ad hbc networks with dynamic user population which

has demonstrated the significance of user mobility.

2.5 Communication Availability in Ad hoc Networks

Mobile ad hoc networks have dynamic topologies. Because of the node’s random
mobility, the period of continuous communication availability between two nodes will
also be a random variable. In ad hoc networks “communication availability”, also called
“path availability”, “link availability” or “path reliability” refers to the distribution of the
 time that a communication path is continuously available between two nodes. This
definition may be considered as an extensi.onvof “link availability” in traditional wireless
networks. Link availability is defined as the probability that a wireless link between two

mobile nodes remains available at time ¢+, , given that the link exists at time .

Connectivity studies which have been presented in the previous section mainly aim to

find the percentage of the time that the network will have communications availability.
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Therefore, those connectivity parameters are not able to give information regarding the
frequency and duration of the visits to the single cluster state. Clearly, the state of the
network alternates between communication availability and unavailability. Knowledge of
these durations or equivalently, the prediction of connectivity life time will be significant
measures in optimization of the performance of ad hoc protocols. In the following, we
discuss the works on communication availability in the literature. First, we present the

work on the communication availability in MANETS.

In [69-71], the problém of selecting reliable paths that can last as long as possible have
been studied. They introduce a prediction-based an availability estimation to measure

the path reliability. The estimation is based on predicting a time 7, that a currehtly
available link will last from ¢ by assuming that the fwo nodes associated with the link |
keep their current speed and direction unchan.g.ed.duﬁng 7,. Then, they estimate the
probability that this link Iﬁay last to ¢+7,, by considering possible velocity changes that
may occur between ¢, and ¢ +7, . These studies assume a constant number of nodes in the
service area. |

In [72], they have derived a statistical lower bound for path availability in ad hoc
networks with random walk mobility model. [73] has considered the problem from the
routing reconstruction point of view. The study has tried to predi(;t the topology changes

such that route reconstruction can be done ahead of topology change, so the amount of

data loss due to the latency of route reconstruction is minimized.
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In [74], a queuing network model has been used to find the probability distribution of
the time for path availability. The model uses the data generated from various mobility
scenarios through simulation to determine an appropriate distribution for connectivity
between two nodes. They also study the effects of velocity, area and pause time on link

availability.

In [75], an analytical framework has been developed for calculating the probability of

link change. The effect of node’s maximum speed on this probability has been studied.

In [76], a new 'Link availability ratio' has been introduced and the effects of different
parameters such as, traffic, topology and mobility on the network throughput have been

studied.

In [77], an efficient broadcast scheme in mobile ad hoc networks has been studied By
determining a small set of forward nodes to ensure full coverage. It has been determined
“that full coverage is guaranteed if three sufficient cbnditions, connectivity, link
availability, and consistency are met. They have studied the connectivity condition by
proposing a minimal transmission range that maintains the connectivity in the virtual
network constructed from local views. They also assume another transmission range for
neighborhood information collection to form a buffer zone that guarantees the availability
of links in the physical network. Finally, they have proposed a mechanism called -

aggregated local view to ensure consistent local views.

Next, we consider studies that address the path availability in VANETS, which are
only few. Reference [78] studies the stability of a path in a VANET and they proposed a

scheme to improve the durations of connectivity periods. They group vehicles according
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to their moving directions, speed range and prospective available digital mapping of
roads. Vehicles are grouped according to their velocity vectors. This grouping ensures
that the vehicles which belong to the same category are more likely to establish stable
single and multi-hop paths as they ére moving together. Their proposed stability
algorithm, called Receive on Most Stable Group-Path (ROMSGP) is responsible to
choose the most stable route using £he above scheme. This algorithm decides the most
stable link based on computation of the link expiration time of each path. The path which

has the highest link expiration time is considered to be the most stable one.

In [79], the authors study the reliability of an established path between a source and a
destination node in VANETS. It is assumed that n nodes which are uniformly located
between a source and a destination initially form a single cluster and a route exists
between them in 4 hops. They assume that the relay nodes move with a uniform speed in
the range of (0, m). Then, they found the average duration of time that it takes for this
route to break up. First, they evaluate the individual link reliability by médeling the
period of 'tim'e that a link between two adjacent forwafding nodes remains connected.
Then, the reliability of the path between source and destination nodes has been found by
" adding all possible losses of connectivity among the pair of nodes within the established

route. In that study, it is assumed that the source and destination nodes are stationary.

Reference [80] is an experimental study which considers the path availability problem
in VANET: for real time communication. The authors evaluate the perfbrmance of video

streaming in inter-vehicular environments using the 802.11 ad hoc network protocol in
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two environments of highway and streets. They measured some performance parameters

in the presence of link breakdowns for different packet sizes.

Again, all these studies assumed a constant number of nodes in their model while in a
realistic situation, population size of the nodes will be a random variable. In chapter 5, we
present an analytical study of communication availability between two mobile nodes in a

predefined path with random node population size.

2.6 Summary

In this chapter, we have presented the major éhéllenges in the study of ad hoc
networks and more specifically in VANETs. We highlighted challenges in VANETSs
which are mainly due to their mobility constraints, 'high speeds and even driver’s
behaviors. Then, we havé presented an in depth literature review of the main research

topics of this thesis, connectivity and communication availability.

Connectivity and communication availability of ad hoc networks, either in MANETS
or VANETS depend on the motion of the nodes, node’s speed and movement directions
which vary both in space and time. We have shown that though a significant amount of
previous work in ad hoc networks exists, only few of them use analytical approaches
which include an appropriate mobility model. Further, although VANETSs are ad hoc

networks in 1-D environment, their performance cannot be evaluated by specializing the

results of 2-D MANETs because of the inherent difference between the two.

environments.
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2.6 Summary

Connectivity and communication availability are two major performance measures
which should guide the design of reliable and high performance protocols and
applications. They also impact other performance measures such as, network delay and

throughput.
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Chapter 3

Mobility Modeling

3.1 Introduction

The performance modeling of VANETS is impc')rtant.for their successful development
and deployment. The development of protocol stack and routing algorithms require
+ accurate models of VANETSs. However, §uccessfu_l modeling of VANETS heavily depend

_on user mobility model.

In this cfxapter,_ first we review the mobility models which have been used in the
performance studies of ad hoc networks. We discuss their suitability for modeling user
mobility and their analytical tractability. Then we present the mobility model of this
| study and derive its performance statistics. We show that this mobility 'ﬁwel is general

enough to capture the main characteristics of a realistic node’s movements in a highway
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and applicable in a macroscopic scale. Further, it is analytically tractable and simple
enough to determine the steady state behavior. The results to be derived in this chapter
will be used in the following chapters in the analysis of connectivity and communication

path availability in VANETS.

3.2. Mobility Models

In the studies of ad hoc networks, deployment of an appropriate mobility model is an
important factor on accuracy of the results. The more a model mimics the movements of
a mobile user, the more accurate will be results. Fdr example, some models are able to
capture changes in speed and direction while others may only capture direction’s

changes.

The mobility models are classified into two, those suitable for capturing movements of
a single user and the other movements of a group. Among the important single user
mobility models are random walk, random waypoint, random direction, Gauss-Markov
and city section mobility models such as, Manhattan model. Some examples of group
mobility models are: Exponentially correlated randqm mobility model, Column mobility
model, Pursue mobility model and Reference i)oint group mobility model [81, 82]. In
another classification, mobility models are divided into two groups, those suitable for
MANETSs and the other ones for VANETS. In mobility models for MANETS, the nodes
usually move in a 2-D area while in VANETS, they move in a 1-D environment or a
geographically restricted area. In 2-D models, the nodes’ movements are considered

within a closed region such as, a rectangle or disc, and they either bounce off (reflection),
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or are absorbed at the boundaries of the region. Absorption corresponds to the departure
of a node from the area [83]. Next, we will describe some of the more significant of these

models which have been used in the literature frequently.

3.2.1 Random Waypoint Mobility Model

In random waypoint mobility model, a node chooses a uniformly distributed
destjnation within the unit disk, as well as‘a uniformly distributed sp;ed. The node moves
in the direction of the destination with the chosen speed until the destiﬁation is reached.
Then, it pauses at the destination for a random duration of time according to a probability
diSin’Bution. At the end of the pause, a new journey begins with a different destination
and speed and the process repeats itself, This model is able to capn;re random movement,
speed and pauses [81]. The simulation of the random ‘wa‘ypoint and its statistical
characteristics, pose a surprising number of challenges, such as, speed decay, changes in
the distribution of Iocatioﬁ and speed as the simulation progresses [84]. In [48], the
disadvantages of this model have been discussed and some solutions have been proposed.
Among the disadvantages is that the random waypoint model takes a long time to reach
to steady state. Further, it suffers from density wave effect which is the clustering of
nodes in one part of the simulation area. In the case of the random waypoint mobility
model, this clustering occurs near the center of the simulation area. Another deficiency of
random waypoint mobility model .is that the number of neighbors of a node may change
rapidly during a simulation. This problem produces high variability in the performance
results [84]. The random waypoint is still a widely used mobility model in the

performance analysis of MANETs. [63] and [84] are examples of studies which
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investigate the node location distribution based on random waypoint model in 2-D area.
In [64], the location distribution has been derived for the nodes which move in 1-D area
with this mobility model. Although this mobility model has been used by a number of
works to investigate the performance of VANETS, it does not mimic the nodes
movements in a realistic way. In [85], this deficiency has been studied carefully through a
simulation approach, In that work, a software tool, called MOVE, has been presented
which generates realistic node’s movements for VANET simulations. The authors have
shown that the simulation results, when the nodes are moving according to MOVE are

significantly different from that of the random waypoint model.

3.2.2 Random Direction Mobility Model

The random direction mobility model was created to overcome density waves in the
average number 6f neighbors produced by the random waypoint mobility model. Under
the random directién model, a node chooses a new direction and speed following a
random time interval [81]. Upon reaching to the simulation boundary, a node pauses for a
fixed amount of time and continue to move based on a predefined rule. Two versions of
this mobility model in a closed area have been considered which are random direction
with wrap around and random direction with reflection. In the first one, when the mobile
node hits tﬁe boundary, it reappears at the opposite boundary with the same direction,
while in the second one the node is reflected at the point of impact with reverse direction.
[81]. In [48] properties of random direction model has been studied and its statistical
characteristics such as, the stationary distribution of location and direction has been

given.
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3.2.3 Uniform Mobility Model

This model is introduced in [52] and it is similar to the random direction model. It has
the advantage of being analytically tractable. In this model, each of the m nodes moves at
speed v inside the unit circular disk. Initial positions of these nodes are chosen to be
uniformly distributed within the disk. The initial direction of motion is also chosen to be
uniformly distributed in (0, 27). Between two consecutive movements, there is a

uniformly distributed pause time. This model reflects the nodes hitting the boundary.

3.2.4 Modified Random Direction Mobility Model
In [86], a mobility model has been introduced which is similar to the random direction
mobility model. Based on 'this.model, each node movement consists of a sequence of
random length intervals called mobility epochs during which a node moves in a constant
direction at a constant speed. The speed and direction of each node varies randomly from
epoch to epoch. The epoch durations for node n are i.i.d exponentially distributed with
mean 1/ A, The direction of movement in each epoch is i.i.d. with uniform distribution
over (0, 2n). The speed‘of node n is also i.i.d. with normal distribution and has mean uy

and variance 0,2, which are constant during an epoch.

The number of epochs for node n during an interval of length ¢ has Poisson
distribution with parameter 1, given by G,(r). R is defined as the epoch random
mobility vector and represents the direction and distance traveled by node n during

mobility epoch 7. It has magnitude lfi,’,l =V'T! where V! and 6, are speed and direction of

node n during epoch i which has duration 7. A sample path containing six epochs is
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shown in fig. 3.1a. The distance of node n is denoted by vector R, (¢) which represents

the relative displacement of node n after ¢ second with respect to the origin. The

cumulative distance vector can be expressed as a random sum of the epoch mobility

G,
vectors, R (=Y K, -

i=1
The distance vector corresponding to the epoch mobility vectors of fig. 3.1a is shown

in fig. 3.1b. In [86], it has been shown that lﬁn (t)l has a Raleigh distribution,
Prob(]R,, (t)! £r)=l-exp(—), 0<r<w
a’l

where a, =(2t/4,)(c? +42) . As it will be explained in section 3.3, modified random

direction mobility model provides a framework for the mobility model of our study.

(3) ®)

Fig. 3.1. Modified Random direction mobility model: (a) epoch random mobility vectors (b)
Random mobility vector of node n [86].
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3.2.5 Random Walk Mobility Model

This is one of the oldest and simplest of the discrete time mobility models. The
continuous time version of this model is Brownian motion [87]. Random walk may be
defined in 1-D, 2-D or 3-D spaces. In one-dimensional random walk, an object moves
randomly one unit to the left or to the right With probabilities p and /-p respectively at
each time step [88, 89]. The traveled distance in each time step could be fixed or variable.
In two-dimensional random walk each node chooses a direction to north, south, east or
west at random and moves some distance in that direction [90, 91). The two-dimensional
random walk model may also be expressed in polar coordinates by choosing the speed
and direction in each segment to be uniformly distributed within the range [speedmin,
speedmax] and [0, 2x] respectively. Each movement in the random walk corresponds to
either a constant time interval 7 or a constant travel distance d [81]. This definition of
random walk is same as random waypoint model if the pause time between the travel
segments in the latter is set to zero. In [48] it is stated that the random walk model does
not experience the speed decay and density wave problems associated with random

waypoint model. |

As a simple model, the analysis of random walk is easier but it has some drawbacks as
a mobility model. In [92], it is stated that its memoryless and cbmplete randomness
makes it unrealistic asv a user mobility. For example, the movements of vehicles and
people are more or less restricted into paths such as, streets; therefore they are ﬁot
completely random. Nevertheless, random walk model has been used frequently in

performance studies of wireless networks, both in cellular and ad hoc networks [93-95].
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3.2.6 Graph Based Mobility Models

In [92], the authors introduced a graph based mobility model to compensate the
drawbacks of the random walk model. This model uses a graph to model the movement
constraints imposed by the infrastructure. The vertices of the graph represent locations
~ that the users might visit and the edges the links between these locations. In this mode], '
each mobile node is initialized randomly at a vertex in the graph and moves towards
another vertex, which is selected randomly as its destination. It has been stated that this
model provides a realistic balance between completely deterministic and completely
random mobility models. Then, this model was compared with the random walk model
by using three important routing' algorithms in ad hoc networks, i.e., DSDV, DSR and
AODYV through simulation. Simulation results shqw that the spatial constraints in the real

world have a significant impact on the performance of ad hoc routing.

A graph Based mobility médel has been introduced in [96] for VANETSs. This
simulation based mobility model, called VanetMobiSim is capable of producing realistic
vehicular mobility traces for several network simulators. Although these models solve the
problem of memorylessness in the random walk, it loses the analytical tractability of that

model.

3.2.7 The Stop Sign and Traffic Sign quﬂity Models

In [97], two mobility models have been introduced which are suitable for simulation
study of VANETs. These mobility models are able to capture various vehicle movements
in the city streets. The Stop Sign Model (SSM) and Traffic Sign Model (TSM) simulate

the vehicle’s mobility behaviour in the presence of stop signs and traffic lights
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respectively. In SSM,' each vehicle waits for a constant period of time, when it arrives to
an intersection and then it continues. SSM captures the dependency among the vehicles

mobility and their waiting times at intersections.

In TSM, the vehicles can pass or stop at a traffic light with a certain probability and
when they stop; their stopping time is random according to a probability distribution.
Further, when a vehicle stops, all other ones which arrive to the intersection behind the
current vehicle also stop and they remain at standstill until it proc'eeds.‘_SSM and TSM
models capture the vehicle line up at the road intersections which is called clustering
effect. The authors believe that the clustering effect at the intersections impacts the
performance of routing protocol significantly. Later, using the offered mobility models in
a simulation, the authors evaluate different VANETs performance measures such as,
delay and throughput at [17]. Although these models pay more attention to the details of
vehicular movements, they are not appropriate for analytical studies as they are not

mathematically tractable.

- 3.3 Mobility Model of This Study

In this work, we use an adaptation of the modified random direction model which was
introduced in section 3.2.4 to 1-D as a mobility model. In the adapted model, the

direction of movement remains constant all the time.

Similar to the modified random direction mobility model, the movement of each node
as a function of time consists of a sequence of random intervals called mobility epochs.

The epoch durations of each node are i.i.d exponentially distributed with mean 1/8.
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During each epoch a node moves at a constant speed chosen independently from a normal
distribution with mean g and variance o”. Later on, we also use a state dependent mean

speed u(h;) where h, denotes the state of the system. This model has interesting

characteristics which make it appropriate for analytical studies of vehicular ad hoc

networks.

Next, we will derive probability density function of the distance travelled by a node as
a function of the time. Let ¢, denote the beginning time of the i’th epoch, i21, for a
node and refer to it as renewal epoch with the assumption that #,=0. Since epoch

durations are exponentiélly distributed, the number of renewal epochs over any time

interval has a Poisson distribution. We let 7; denote the duration of the i'th epoch and

x,the amount of distance covered by a node during that epoch.

Fig. 3.2 shows the distance of a node from its arrival point to the network as a function
of time. Then, we have the following results regarding the statistics of renewal epochs

and epoch durations,

Lemma 3.1: Given that there are n epochs during the interval (0, ©), the joint pdf of

renewal epochs, #,i=1..n-1, 0<4 <...<¢..4, St, is given by (n-1Ye™" [98].

The duration of the i‘th epoch is given by,

(3.1)

t,"'t,-_‘ N 15i<n,to=0
1= .
t—t,, » i=n

Then, the j’th moment of the random variable T, is given by,
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Fig. 3.2. Distance of a node from its arrival service point as a function of time.

. 1 ¢, 4y & . .
E|nepochs) =S T T o [ -tY dhdtdt, 156,22, =04, =1. (32)

t =0 =0 =0

After evaluating the first two moments for the few initial values of the number of

epochs, we conclude that,

E(T)nepochs)=~, 1sisn, . (33)
n
2 20 ,
E(T; lnepochs)= , 1sisn. (34)
n(n+1)

Let us define X(¢) as the distance of a node as a function of time from its arrival point
to the network. X(¢) will be denoted by X, (f) given that there are n epochs during the

time interval (0, 7), and by X, (¢) if epoch durations are also constant. Then, X, , (t) will
i=1 i=1

be given by X, ; (t)-_—-Z":x,. =iV,J} where ¥, is the speed of a node during i'th epoch.

Since, X, (#) is given by a linear sum of i.i.d‘normal random variables with constant

coefficients, it will have a normal distribution with mean and variance given by,

80 = FLX,O1= 13T, (3.5)

i=l
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O =Vl X, (O] =0 2T (3.6)

i=1

The mean and variance of X, (r) will be given by,

gx,,(t) = /IZ E[T;] ’ (37)
i=1
8, =3 EII7). (3.8)
i=1 '

Where corresponding expected values are given by (3.3) and (3.4), therefore,

2t
ax,,(() = ,U§; =, (39)
. n 2 2.2 _ .
b, y=0" x 201 (3.10)

Snin+l) (n+1)’

Finally, the mean of X(¢)is given by,

&y = Z &, (1) Pr(n epochsin (0,¢)) (3.11)

n=1

I YL Lol V) i

——e ==

n=} (n - l)! ‘ n=0 nl
Eqn =M (3.12)
and its variance by,
8.y = D0 ) Pr(n epochsin the interval (0, 1)) (3.13)

n=1

~ Substituting (3.10) in (3.13), we have,
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P _iZa‘ztz By e 25 En(B)" e
*0) (n+l) (-1  BE S (n+))

n=1

Using the substitution m=n+1, we have,

(Z("' 1)(ﬂz)“e"" _20’ (i (m-DB)"e” | -py

x(r) 2
m=2 ﬁ m!

m_-p m -ﬂt
0 = (Zm(m e Z(ﬂt) P oy

m=0

The first sigma presents the mean of Poisson distribution and the second one is the

sum of probabilities for all values of m which is one, therefore,
0,‘(,)=ac(ﬂt—l+e"&), (3.19)

2

where a, =—-.

We note that central limit theorem is not applicable to the sum of epoch durations as
the number of epochs in (3.7) and (3.8) is a random variable itself and not infinity.
Therefore, we will assume that the random variable X(f)will still have a normal
distribution with the mean and variance given by (3.12) and (3.14) respectively. The

accuracy of this assumption will be shown by simulation shortly. Letting b,,(y) and

B.,(») denote the pdf and cumulative distribution function (CDF) of X(¢),

' _ 2
1 e (PEx0) 126:0 (3.15)

b = ——
x(t)(y) m
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Y
By(0) =PrX () S ) = by (P)d7. (3.16)
0

From (3.12) and (3.14), the mean and variance increase as the time increases. As a
result, the pdf shifts to the right, its maximum value shrinks and gradually becomes more
flat. Thus the pdf of the distance of a node from its arrival service point approaches to a

uniform distribution as the time increases.

The above assumptions are verified by simulation. We have assumed that a node starts
to move at time ¢ = 0 with the given mobility model in a straight path. The values of
mobility parameters have been set to § = 1, ¢ = 25 m/sec and o = 3. Fig.3.3 shows the
simulation and analytical results for the pdf of the distance of a node at three instances,

following its arrival to the path with length 10,000 meters at time =0. The solid lines
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_ Fig. 3.3. Probability density function of the distance of a node upon starting movement in a
path at three different time values of =50, 150 and 350 s from analysis and simulation for
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3.4 Summary

correspond to analytical result given by (3.15) while the zigzag lines present the
simulation results. In this discrete-event simulation, we have recorded the locations of
different arrivals to the beginning of path after three time instances 50, 100 and 150 sec.
Description of the simulation program of this study is given in appendix A. As may be
seen, for each time instance, the node location distribution from simulation follows the
normal curve given by (3.15). This justiﬁcs our assumptioﬁ that the random variable
X () will still have a normal distribution with the mean and variance given by (3.12) and
(3.14) respectively. Further, comparing the densities at different time instances, even at ¢

= 50 sec, the peak of the pdf is less than 5x10™*. As the time increases the pdf becomes

more flat approaching to a constant value of 10™. This constant value is the inverse of
the length of the path. These results confirm our guess that the pdf of the distance of a

node approaches to a uniform distribution.

3.4 Summary

In tlﬁs chapter, first we have reviewed the mobility models which have been used in
the performance studies of ad hoc networks. We have discussed these models in terms of
their analytical tractability and their suitableness for different criteria such as 1-D and 2-
D movements or analytical and simulation approaches. Theh, we presented the mobility
model of this study which is an adaptation of modified random direction mobility model

to 1-D space. The model may capture the vehicles’ movements in network of highways.
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3.4 Summary

With the given mobility model, we have shown that the node’s location follows a
normal distribution as a function of time. Further, it was shown that at the steady state,

this pdf approaches to a uniform distribution.
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Chapter 4

A Performance Modeling of Connectivity
ina VANET in a Smgle nghway

Enwronment

| 4.1 Introduction:

' In this chapter, we study the statistical properties of the communiéations connectivity

of the nodes with user mobility at the steady state. In section 4.2, the environment model

" of the work will be presented. We deﬁne a single hlghway model as a umdlrectlonal path

with multiple lanes. The nodes arrive to the highway through one of the entry‘pomts,
called service points according to a Poisson process. Then, the nodes begin to move along
. the highway according to the assumed mobility model independent of all the other nodes.

The nodes depart from the highway through one of the exit points. We note that this
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4.1 Introduction

model makes the size of node population within the highway a random variable as in real
scenarios. We introduce partitioning of the highway into segments and define traffic
arrivals in section 4.2. Then, we determine the population size of the nodes in the

highway segments.

As it was mentioned before, we let ‘cluster’ to denote the set of nodes in a highway
that have connectivity with each other at a given time. This means that all the nodes in
the cluster may communicate with each other either directly or indirectly. Clearly for this,
necessary but not sufficient condition is that each node has at least one neighbor that it
can communicate directly. If no direct or indirect communication is possible between the
nodes of two clusters, then, these clusters are non-communicating. The mobile user
population may consist of several non-communicating clusters at a given time. The size
apd rﬁembership of clusters change as a function of time due to user mobility. Clearly,
the ideal topology is to have a single cluster all the time; however this may not be
possible in practice. Thus, we may take the amount of the time that node population
spends in the siﬂgle cluster state as the conservative measure of communication path

availability.

In section 4.3 we present the network connectivity analysis. The objective is to study
the statistical characteristics of a cluster seen by a cluster-head where a cluster-head
refers to a node which we are interested to measure its connectivity. In this study, we take

both a new arrival and a random node in the highway as cluster-heads.

Then, we present the distribution of the number of clusters, average node population

size in the cluster and the probability that all the nodes on the highway will form a single
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4.2 The Single Highway Model

cluster. We will show that our cluster analysis is not restricted to the applied mobility

model.

4.2 The Single Highway Model

In this model, we' assume a unidirectional highway with multiple lanes and length of R
meters. The model allows vehicles passing of each other. We assume that the highway
consists of a number of concatenated segments. The beginning and end of each segment
serves as a sérvice point which allows entry and exit of the traffic from the highway.
These service points may correspond to the entry and exit ramps in the real highways. -
The end of the higllway serves as the final exit point of the traffic. We let K denote the

number of segments in the highway and the segments are numbered as_k =12,...,.K.

We assume that each highway segment is divided into a number of fixed length virtual
cells where the length of each cell equals to a node’s transmission range, d. We will let
denote the total number of cells in the highway and further the cells will be numbered

sequentially as r=1...7.

We assume that the k’th segment begins at cell 7, (<5 <7 <hy..<D), where,
r =1 and the length of the k’th segment is given by ¢, = (5, —7)d units. Fig. 4.1 shows

the single highway model and its segmentatién.
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4.2 The Single Highway Model

£,

N
= y

AN

Fig. 4.1. The single highway model

The néw nodes arrive at the k’th service point acéording to a Poisson process with the
" arrival rate A, .. The nodes completing their journey in &-1°st segment continues to the
k’th segment with probability «, or departs from the highway with probability 1-a,.

We note that a node cannof depart immediately from the service point that it has just |

arrived. We let 5j; denote the stream of nodes with arrivals and departures at the service
point & and j respectively. Letting Z,g. denote the arrival rate of the 5; ’th stream, then, it
is given by,

- JE]
ﬂg=ﬂ'k(l“'aj) Ham‘ ’ (4‘1)
m=k+1

In the above, the product is assumed to have the value of one, if the upper limit is less

than the lower limit.

In real scenarios, the number of simultaneous vehicles which may-pass each other at

any point is restricted by the number of lanes on the highway; however, we assume no

restriction on the number of simultaneous vehicles which may pass each other for
analytical simplicity. The accuracy of this assumption is tested by simulation in the

numerical result section.
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4.2 The Single Highway Model

4.2.1 Steady State Distribution of a Node’s Location
Next, we determine the probability distribution of the distance of a node from its

arrival service point at the steady state. Let the pdf and CDF of the distance of a node that

belongs to the 3_’9’ ’th stream from its arrival service point to be denoted by g, ,(») and
G0 respectively. Since the nodes arrive to a service point according to a Poisson

process, the arrival time of each node will be uniformly distributed over the time interval

(0, 9). Given that a node has arrived at timez, then,

1! 1’
&x, (;)(J’) =; be(t—r)(y T =‘t' be(r) (yMz, 4.2)
0 1]
1 t
G, (= 7 (‘!Bx(r) (yMz, 4.3)

Where by () and B,,,(y) are given by (3.15) and (3.16) respectively. Next, we let
§xy (») denpte the pdf of the distance of a n§de from the &, ’th stream at the steady-state,
then,

g, 0)=limg, ,0) (44)
where g (,()is given by (4.2). From the remark following (3.16), the steady-state

pdf approéches a uniform distribution and £, ) will be given by,

~ 1 ’ ,
8xq(y)=F’j" for OSy<Ry. : 4.5)

where Ré = ﬁem and ¢,, is the length of the m’th segment, introduced earlier on.
C m=k .
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4.2 The Single Highway Model

4.2.2 Distribution of Population Size

Next, we will determine the steady-state distribution of the number of nodes from each
stream on the highway. Each stream of nodes may be modeled as an M/G/o queue with
the service time of a node being the aﬁount of time that it spends on the highway. The
service time of a node terminates with its departure from the highway. Let Ny(f) denote

the number of nodes from the 5;’th stream on the highway at time f. Following the

analysis of M/G/w queue in [99, 100],

o R . e-z’f (Zyt)n
P,(t) =Pr[N,; (1) = k] = Y. Pr[Ny;(¢) = klp arrivalsin (0, t)]—-—n-'—— . (4.6)
n=k 4

Defining p, () as the probability that a node is still on the highway at time ¢, then,

2i0=GryoRy) =1 [Buo Ry, %)
0

The probability that a node has departed from the highway by the time ¢ is given by,

]. t
Pr(0=1-G, (R =17 JB,(,)(R,,)dr

=% J[I—B,(,)(R,,)]dr. (4.8)

Since each node may be on the highway at time ¢ according to independent, identically

distributed Bernoulli trials,
PH[N,, (¢) = k| arrivalsin (0,1)] = (g)[p, oFlp, 0™ (4.9)
Substituting (4.7), (4.8) and (4.9) in (4.6), we have,
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4.2 The Single Highway Model

Ayt
kf Igt)n

B = Z[ )[p o, 01 "

-k _F4 ~
e (At)

t ko i
Pk(t)=§k(,’;){} OIBXM(.RH)dr} [} OI[I—BM(Ry)]dr} —

Substituting for the Binomial coefficient gives,

n-k
[ I (:)(R;g)‘h]{ I[l (r)(ng)]d"} e-l"'(xy‘)n
BO=2 H—h)!

n=k

Cancélling t" from the numerator with factors attached to the integrals,

n—k

k
[‘b Ime(Rv)d’} ['1’7 Ju- (r)(Rv)]dT} e
RO=Y; K(n— 0!

n=k

Taking the factors that don’t depend on the summation index out of the sum notation,

St ko n—k
Ty [Buo (Ru)df] [A,q. Jo-B. Ry )]df}
>

—Z:[
R)=e™ ——p —h)!

n=k

After change of variables,

: k L]
| ) [Z,, IBX(,)(R,g-)dr] . [,1,, Jo- (,)(R,g)]dt:,
he)= T 2, nl

n=0

Substituting the exponential function instead of summation,
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4.2 The Single Highway Model

k ' :
~ ! 2, [[1-B.q,) (Ry M1
O Lt
B()=e™ L0

k!

) k
‘
' Z Bx‘ R . XMzt
e[—i'kjl-fikj{ll—Bx(r)(Rk;)}fr]‘: Igé" (f)( ’g)d jl
: it

1
7 k

'Zvi By (Ry )t Mb' J.Bx(f)(Rb')dT] |

| o (4.10)

R@®)=e -

Thus the probability distribution of the number of nodes from the 5, "th stream on the
highway at time ¢ is Poisson with parameter ,, LBI(,) (Ry)dz . The steady state distribution

of the node population is also Poisson with the parameter,

¢ Ry -y

t
~ L . 1 " 28,
=1imAy (B, (R,)dr=timZ | | ¢ %0 gy 4.11)
¢y = lim ”6[ )y Jm b!a[ T

The above integral may be evaluated numerically including for large values of 7.
4.2.3 Distribution of the Node Population Size within a Cell

Let N, denote the size of node population within cell r at the steady-state. Defining
k as the segment that cell r is located, then, & ={max(l,..., Jrs KIVE; <r}. N, also has

Poisson distribution with parameter g, which is determined from,

k
6= D 6, (4.12)

m=1 n=k+1

where,
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4.2 The Single Highway Model

6. (1) =6, Pn(r), (4.13)

With P, (r)=Prob(a nodefroms,,'th stream islocated incell r) and 4. given by
(4.11). From (4.5),

P (r) =}d—, (4.14)

mn

where d had been defined as the length of a cell. Then, the probability distribution of

the number of nodes within cell 7 at the steady state is given by,

PHN, =m)=eF ¢n, . (4.15)

Clearly, the probability distribution of the number of nodes within the transmission
range of a randomly chosen node will also be given by the above Poisson distribution.

These are the nodes that may interfere with the transmission of the random node.

4.2.4 Steady State Distribution of a Node’s Location within a Cell
| Next, we determine the distribution of the distance of a node which is located at cell

from the beginning of the highway at the steady state. Let random variable Y, denote this
distance and f, (y,) the corresponding pdf of this variable. As before, the cell r is
" assumed to be located in segment k, thus a node in this cell may belong to any of the
ﬁfst k streams. Thus, f, (y,) will be determined by the weighted average of the pdfs of
distances of the nodes from different streams given by §x,,‘( y) in (4.5). It should be noted

that we also have to take into consideration that pdf of the distance for each stream is

relative to its service point. Thus,
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43 Analysis of Network Connectivity in the Single Highway

4 ) ~x,,,,(y_Rl )

£ 0= 4, 2@? ® "G, (rd-R,)-G,_[(r-1d-R,,}
1
1&E Ry
",;r—mz:;”;f’m(” rd-R,, (r-Dd-R,,
R, R,,
! ifst ® ‘

8 &5 ™ (d-R,)-l(r-Dd-R,]

f)’,‘(yr):%’ (4.16)

where, (~1)d <y, <rd, 15r<I-1and G, (») is the CDF of g, (7).

Equation (4.16) states that the distance of a node which is located at cell r is uniformly

distributed at the steady state and it is independent from the stream which it belongs to.

4.3 Anaiysis of Network Connectivity in the Single Highway

In this section, we will determine the network connectivity of a new node arriving at
the beginning of the single highway and a random node at the steady state. A new arrival
or the random node will be chosen as the cluster-head and the cluster seen by this node
will be determined. All the nodes within the clﬁster will have direct or indirect
communications with the cluster-head. It will be assumed that two nodes will be able to
communicate directly if L < d where L is the distance between them and d is the constant
transmission range of a node. As before, we will assume that the length of the highway, R
is an integer multiple of a node’s transmission range, d. Clearly, all the nodes within-a

cell are able to communicate directly as they are within each other’s transmission range.

77



4.3 Analysis of Network Connectivity in the Single Highway

4.3.1 Derivation of the Connectivity Performance Measures for a New

Arriving Node
The new arriving node to the beginning of the highway will see the equilibrium
distribution of the population size and it will be able to communicate directly with all the
nodes within the first cell. Next, we will determine the direct communication probability

of two nodes located at two consecutive cells r and r+1. Let us define,
p, =Pr(L <d | two nodes are located at consecutive cells r and r + 1).
Lemma 4.1: The direct communication proBability of two nodes located within two
consecutive cells has a constant value of 2 .

Proof: The direct communication probability of the two nodes located at consecutive

cells 7 and r+1 respectively is given by,

P =BG =Y, <d)= [[£,0)f,, Gr)drds - “.17)

YrrYrat
(r-Nd<y <rd, 15r<I-1
J r

Where Y, denote the distance of a node which is located at cell  from the beginning
of the highway and f; (y,) the correspoﬂding pdf of this variable. fy (y,)is given by
(4.16) as a uniform distribution. 7 denotes the total number of cells in the single highway

" model. Substituting (4.16) in (4.17) and integrating over appropriate intervals; we have,

rd d+y, 1 1 rd
p= [ | moda= [der -,
Yp=r-0d y,y=rd ‘ yp=(r-1d

after some simplifications,
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4.3 Analysis of Network Connectivity in the Single Highway

p, =12,
which completes the proof. .

In general, it can be proved thaf the direct communication probability of two nodes
located at consecutive cells » and r+1 respectively with any arbitrary but identical
distributions is always W', Tﬁerefore, the ongoing analysis can be applied to any other
mobility model which results to the identical cell location distributions otherv than

uniform.

Next, we will determine probability that the node population of cell r+1 will have

connectivity with that of cell 7 given that the latter has nonzero population for 0<r<I.

1 Proof: Let ¥, denote the i.id random variables of a node distance which is located at cell » from the beginning of the highway and
Jr ( yp) and Fy ( ¥,) the corresponding i.i.d pdf and CDF respectively. We note that, (r —)d sy, <rd»rd Sy, <(r+1d - Therefore,

rd  d+y, ‘ . d+y,
pePtha-t<d= | (RO, Ot = [ oot [A,0m0de
Yr=(r-1)d y,y=rd Yp=tr-Dd Yrn=rd

rd : rd
=[Ot F @+ y)-Fr 0= 1y, 005, 0ppyy Dot Fy,, (d)=0 and Fy,(d +yr)=Fy, Or))
ye=(r-Dd yp=(r-Dd

We evaluate the above integral with integration by part rule,

rd rd
ffy,(y,)ry,(y,w,=Fy,(y,)rr,(y,){:_ pa~  JEONR 0N,
»,=(r-1d Ye=(r-d

rd rd
(1,008,000, =1- [Fr, 0, 0: ¥,
¥, =(r-1d ¥y, =(r-pd

d
2 [H0IR0M, =1

Yoolr-id

” .
IfY,(yr)er,(yryyr=l/2=pr’ Igr<I-1 ’
yr=tr-1d '
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4.3 Analysis of Network Connectivity in the Single Highway

Let us consider pairs of nodes where the two nodes are not located in the same cell. The
populations of two cells will have connectivity, if there is at least a single pair of nodes

which have direct communications with each other.

Let us define for r >0,

g, =Pr(a node located in cell » + 1 will not have direct communications with any of

the nodes in cell r).

C,,, =Pr(node population in cell 7 + 1 will have connectivity with node population in

cell 7).

Let us assume that the population size of cell r is nonzero, N, >0,

L]

S(-pY Py, = ). (4.18)

A

1
9= l_Pr(Nr =0)
Substituting for distribution of N, from (4.15),

CANEETAD)

_ 4.19
d-¢*) *19)

9=

Cri=1= (@) PN,y = J). (4.20)

=0

The summation in the above corresponds to the probability that there is not even a
single pair of nodes that have direct communications with each other. We note that if cell
r+1 is not populated, then, it will also not have connectivity with cell ». From (4.15), -

(4.19) and (4.20),

80



4.3 Analysis of Network Connectivity in the Single Highway

__1 ie-—é " (qr+l¢r+l)

J=

' -¢ " Zo (qr+l¢r+l)

= 1 - eJ,;, eq,.;zm

C.o=l-e %) for 0<r<i 4.21)

r+l T
Next, let us also define,

= Pr(node population in cell one will have connectivity with the new arrivai)
C, is given by,
C,=1-Pr(N,=0)=1-¢"". (4.22)

= * Cluster Seen by a New Arriving Node

Next, we will derive statistics of the cluster seen by a new arrival. If we assume that
the cluster consists of the first j cells, this means that in the first j cells, each cell has
connectivity to the adjacent cell and the population of j+1’st cell does not have

connectivity with that of the j’th cell. Let us define,

; =Pr(the cluster consists of the first j cells).

We assume that connectivity of consecutive cells are independent of each other,

therefore w, is given by a geometric distribution with a different parameter on each trial.

The accuracy of this assumption will be justified in the numerical result section. Thus,
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4.3 Analysis of Network Connectivity in the Single Highway

J
w;=0-C[]C,, for 1<j<], (4.23)

r=1

where C, is given by (4.21), (4.22) and we define C,,=0. We note that «,

corresponds to the probability that a new arriving node will see a single cluster.

Next, we will determine the probability distribution of the number of nodes in the

cluster. Let us define,

O(m) =Pr(cluster seen by a new arriving node consists of 7 nodes).

Then, it is given by,

I
- Q(m)=YO(m| cluster consistsof j cells); . 4.29)

=

Since the number of nodes in each cell has a Poisson distribution with the same

parameter given by (4.15),

Lt G |
—l (4.25)

omy=) we = —=—.
Jj= f1-X¢.1m
r=1
‘Defining 7 as the average number of nodes in the cluster, then, from the above,
, _
m=) wm;, ' (4.26)
Jj=1
L ¢
where, m;= -I-—’T;— . Defining, & as the normalized mean cluster size, then,
a1 1—e™
e=2, (4.27)
4
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4.3 Analysis of Network Connectivity in the Single Highway

where y is the mean of the number of nodes on the highway and is given by,

v=> 4. (4.28)

r=1

4.3.2 Derivation of the Connectivity Performance Measures for a Random

Node
Next, the above analysis will be extended to the determination of a cluster seen by a
random node. A node from the node population in the highway will be randomly chosen

as the cluster head. Letting f, denote the probability that the random node is located in

cell §,

f=t, i=12..1 (4.29)
v

The cells that belong to the cluster have connectivity with each other; therefore, they
form an iminterrupted chain. We assume that all the cells in the range of, {<r<h,
belong to the cluster where ¢ and k denote the two cells at the opposite ends of the chain.

Let us define,

q., =Pr(a node located in cell - 1 will not have any direct communications with

node population in cell r).

C!_, =Pr(node population in cell r - 1 will have connectivity with node population in '

cell r).
We note that,

Ga=Gm » 22 (4.30)
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4.3 Analysis of Network Connectivity in the Single Highway

=1- e"f—l(l-#—x), r>2 (4.31)

r—l
Let us define o), ,as the probability that cluster of a random node located in cell i

consists of all the cells 7 such that £<r<h, Then ay;, is given by,

i-1
@y =1-Cpy )1 - ch+,)l'[ck1'[c 1<£<i<hs<I. 4.32)

k=t J=i+l

In the above, we assume thatC; =0 for k<0,C,=0forj > I and as before we follow

the convention that ]i[A,‘ =1, if i > j. Next, let us define 7}, , as the average cluster size
k=i

for the case under consideration then,

b & h 7
! S | 433

Let ' and ), denote the unconditional average cluster size and the probability that a

random node will see the entire node population in a single cluster. Then,

1 I
DI IPIN (4.34)

11 .
m’:Z Z VAT TR (4.35)

eI (4.36)
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43 Analysis of Network Connectivity in the Single Highway

4.3'3, Application of Connectivity Analysis to a Highway with Two-way
Traffic

In the highway under consideration, we have assumed that two VANETSs which are
independent of each other, will serve to the users traveling in the opposite directions. The
system may allow the vehicles to be part of a single VANET independent of the direction
of their travels. In this case, node populations in opposite directions will be combined and
the integrated system will achieve higher network connectivity. However, connectivity
stability of the integrated system will be lower compare to one directional system

carrying equivalent amount of traffic.

In the integrated system, the size of the node population within a cell is still given by
the Poisson distribution in (4.15) with the appropriate parameter values. As before, the
pdf of the location of a node within a cell is bgiven by a uniform distribution, therefore,
mean cluster size and probability of a single cluster calculation remain same as in (4.26)

and (4.23) respectively.

The integrated system will be useful in analysis of collision avoidance applications
and when the network connectivity breaks down during a response to a query. For
example, in the case of a. sudden hard breaking or accident, a notification will be sent to
the vehicles within il_xe immediate proximity. When the network connectivity breaks
down, the message can be propagated by the vehicles &avcling in the opposite direction

until network connectivity is reestablished.
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4.3.4 Application of Connectivity Results to the Topological Design of

Vehicle to Infrastructure Communications
Vehicle to infrastructure (V2I) communication has been proposed as a complementary
service for vehicular networking. vThis can be Vdone by placing some fix nodes in the
highway. These nodes aim to serve both as relay nodes to increase the connectivity of the
networks as well as gateways to provide Internet service or other comfort 'appIicatioﬁs to
the vehicles. Clearly these nodes cannot be placed with short intervals because of

economical issues and performance degradation.

The given connectivity analysis can be used for topological design of fix nodes in the
network. A constant node éan be considered as a new arrival and the statistics of
coverage can be obtained from the given analysis. Therefore optimal distance betwgen
twbb constant nodeé can be obtained if we consider the highway between two of them.
Further, the average number of nodes which will be sérved by a fix node can be estimated
from the results of cluster mean node population size given in (4.26). These estimates

‘will be helpful in the dimensioning of VANETS.

4.4 Numerical Results

. In-this section, we present some numerical results regarding the analysis in this
chapter, together with simulation results to confirm the accuracy of the approximations in
the analysis. The main approximation is the connectivity of consecutive cells being

independent of each other. |
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4.4 Numerical Results

First, we present results for a single highway such as the one which is shown in fig.
4.1. We assume that length of the highway is R=10.0 kms. As it was stated before, the
transmission range of a node, d, is chosen such that there will be an integer number of
cells on the highway. We assume that there are vthree service points which are located vat
the distances of 1.0, 3.0 and 6.0 kms from the beginning of the highway. Unless
otherwise stated, the following traffic arrival and departure rates have been assumed at -
the service points, 4;=0.5, 4,=0.1, 43=0.2, 14=0.1 nodes/s and a;= az= as= 0.7. The
epoch rate and standard deviation of the nodes’ speed are set to constant values of =1

and =3 respectively.

Fig. 4.2, shows both the analytical and simulation results for mean node population
within each cell for a transmission range of d=200 m. As expected, there are
discontinuities 'at the beginning of each segment dué‘fo arrivals and departures at service
points and node ‘den‘si'ties in the first and third segments are higher than the other
- segments. As may be seen, the numerical and simulation results are close to each other.
The variations in the node density impact the communications connectivity of the

network.

Fig. 4.3, shows the probability distribution of the cluster size seen by a new arriving
node to the beginning of the highway from (4.25). The results are given for three
transmission ranges, d=100, 200 énd 500 m and mean node speed of 25 m/s. It may be
seen that for thevlo‘w transmission range the peak of the distribution is close to zero and -

drops sharply, thus there is only very small number of nodes in the cluster. For the high
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transmission range, the peak of the distribution occurs at a large cluster size. The middle

transmission range results in a large spread of the cluster size.

Fig.s 4.4 and 4.5, present both simulation and numerical results for normalized mean
* cluster size from (4.27) and (4.36) seen by a new arriving node and a random node
respectively. The results are plotted as a function of the transmission range with mean
node speed as a parameter. It may be seen that as the transmission range increases the
normalized mean cluster size increases. The increase is steeper at lower speeds because
there will be larger node popuiation on the highway. Finally, the numérica] and
simulation results are close to each other that justifies the approximations in the analysis.
Comparison of the corresponding curves from Fig.s 4.4 and 4.5 shows that, for any given
transmission range, mean cluster size is slightly higher for a random node than for a new
arriving node. This is because the latter cluster is always anchored at the b§giming of the
highway.

Fig.s 4.6 and 4.7, show the probability that an arriving and a random node will see the
entire node population on the highway as a single cluster from (4.23) for j=I and (4.34)
reépectively. The plots assume the same system parameters as those in Fig.s 4.4 and 4.5
and similar observations applyb to these curves. As expected, probability that a new
arriving or a random riode‘wi_ll see a Single cluster is same since in both cases all the
nodes will be included in the cluster. It may be seen that at higher speeds a node has to
increase its transmission range significantly to achieve a high probability of single

cluster. When the single cluster probability is high, since the locations of the nodes are
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uniformly distributed, probably the nodes will be scattered all over the highway. As a

result, the nodes will be able to receive traffic information from any part of the highway.

Next, we present the simulation results about the effect of finite number of lanes on
highways which limits the number of vehicles that may pass éach other. First, we have
measured the average number of times per second that a random node has beeﬁ overtaken
by the other nodes during the simulation in a system with no limitations on the number of
overtakes. The measured value of this average is 0.31 overtai(es/sec when the rﬁeaﬂ node
speed is 20 m/sec. The average value increases to 0.72 overtakes/sec, when the stream
arrival rates are doubled (4;=1, 1;=0.2, 13=0.4, 14=0.2), while keeping the mean node .
speed constant. As may be seen this average is not high. Next, we have assumed that the
number of lanes on a highway is limited to'M. We have modified the simulation such that

the number of passes experienced by a node is at most M during an epoch duration.

Fig. 4.8, presents the simulation results for normalized mean cluster size seen by a
new arriving node for M = 2 lanes. The results are plotted as a function of the
transmission range with node speed as a parameter. Also shown in this figure is the
analytical results given before in fig. 4.4, which correspond to unlimited number of lanes
on a highway. As may be seen, the simulation and analytical results are close to each
other except for some divergence at high speeds and in smaller-tr‘ansmissién ranges.
However, this diverécnce drops sharply at higher number lanes or node arrival rates. We
alSo note that a congested network is not interesting from the connectivity point of view,
since the network will have full connectivity. Thus, these results justify the assumption of

no limitation on the number of passings that a vehicle may experience in the analysis.
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The conclusions of this section remain same with longer highways and different

parameter values. We also note the close agreement between the numerical and

simulation results which validates the approximation of the connectivity of consecutive

cells being independent of each other.

4.5 Summary

In this chapter, we have introduced a unidirectional single highway model with

multiple lanes where the nodes arrive through one of the highway entry points and depart

through one of the exit points. The highway has been divided into concatenated segments -

which are further divided into virtual cells. We have found the pdf of node population in
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each highway segment and cell. We have shown that node population distribution within
a cell follows a Poisson distribution. Clearly, the probability distribution of the number of
nodes within the transmission range of a randomly chosen node will also be given by the

same Poisson distribution. These are the nodes that may interfere with the transmission of

the random node.

Then, we have studie(i the network connectivity of the mobile nodes in the single
highway model. We derived connectivity performance measures such as, mean cluster
size and probability that a new arriving node or a random node will see the entire node
population in a single cluster. It is seen that, probability of a single cluster is lower at
higher node speeds than lower speeds for constant arrival rates. As a result, nodes may
have to increase their transmission ranges at higher speeds to achieve a high probability

of network connectivity.

Ina bidirectional' highway, identical but independent VANETS will serve to the users
traveling in the opposite directions. The system may allow the vehicles to be part of a
single VANET independent of the direction of their travels. The results of the chapter
may be combined to give the mean cluster size and probability of a single cluster in such

a system. The integrated system will achieve higher network connectivity.

The given analysis is also helpful for route selection applications. Let us assume a
newly arriving node to the beginning of two highways is interested in the network
connectivity on each of the highways. The user may be interested in finding out traffic

congestion information on these highways in order to make a route selection. In the next
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chapter, we extend the single highway to a network of highways model which enable us

to compare the connectivity parameters in different paths.

As explained before, the amount of time the node population spends in the single
cluster may be taken as the conservative measure of communications path availability.
Thus, single cluster probability gives us the percentage of time that a path is available for

communications.

Unfortunately, the analysis of this chapter does not extend to the networks of
highways with arbitrary topology. In the next chapter, we will introduce a different

approach to analyze such networks.
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- Chapter 5

An Analysis of Continuous Communication

* Path Availability Time in VANETs

5.1 Introduction

| Thc objective of this chapter is to study' the cc‘mtinuous cpmmunicatibn availability
time along a path between two nodes of a vehicular ad hoc network with a _inobility
* model. The commmﬁcaﬁon availability refers to. the distribution of the time that a
| commuinication path is continuously available between two nodes. It is clbsely related to
the cluster formatiqn of the node population in that path. As before, a cluster refers to a
group of nodes that can communicate with each other directly or indirectly. At the times

that the node popﬁlation in a path forms multiple clusters only intra-cluster
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communications will be possible. Thus only if the node population forms a single cluster,
all the nodes will be able to communicate with each other. As before, we will take the
time that the system spends in single cluster state as the conservative measure of network
availability for communications. In chapter 4, we have determined the probability of
single cluster in a single highway model. Thus we had obtained the percentage of the
time that a path will have communications availability. The main limitation of that work
is that it fails to give information regarding the frequency and duration of the visits to the
single cluster state. For example, even if the single cluster probability is lﬁ_gh, if the
duration of the visits is short, it may not be possible for nodes to complete their calls.
Clearly, thé state of a path alternates between communication availability and
unavailability. The durations of continuous communication availability and unavailability
will be significant measures which will determine the guality of communications among

the users.

This chapter extends the preceding analysis in several directions. First of all, it
assumes a network of highways with arbitrary topology. As before, each highway consists
of a number of concatenated segments where the segment joints are the point of entry and
exit for the node traffic. The arrival of the nodes to the network is according to a traffic
matrix and it follows a Poisson process. Each node moves in the network according to the

mobility model with load dependent speed and its path is determined by a routing matrix.

We model the system as a BCMP network of queues with state dependent service
where segments correspond to the service centers. We obtain the joint distribution of the

number of nodes in segments. Then, we model the number of clusters in a segment as a
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Markovian birth-death process. This allows us to determine the distribution of time that
node population in a path spends in the single cluster state and mean recurrence time
following the departure from this state. Thus, we derive the distribution of the time that a
path in the network will be continuously available for communications, as well as, mean
duration of the path' unavailabiliiy time for communications. These results enable the

determination of the conditions under which there will be high communication path

availability.
The remainder of this chapter is organized as follows:

Section 5.2 introduces the network of highways model. In section 5.3, we find the
probabilities of communication connectivity for adjacent cells. Using these probabilities,
in section 5.4 we model the number of clusters in a segment as a Markovian birth-déath
process and determine the distribution of communication availability time in the single
clusfer state for any segrneht of the highways’ network and mean recurrence time
following the departure from this state. In. section 5.5 we determine the distribution of the
time that any network path will be continuously available to cémmunications, as weil as
mean duration of the interruption in communications. In section 5.6, we present the mean
packet delay analysis within a path of the highway network, when all of its nodes form a

single cluster and finally section 5.7 describe the numerical results of tﬁe study.

5.2 Network of Highways Model

In the previous chapter, we presented the single highway model. This model enabled

us to find the distribution of the node’s popﬁlation within a cell by superposition of
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node’s population of streams which go through that cell. Further, we have shown that
with the given mobility model, node location distribution is given by a uniform

distribution for any length of highway.

In this section we extend the single highway model to a network of highways. In this
model, we assume é network of N highways with arbitrary topology which traffic may be
exchanged between the highways through the intersections. The highways are numbered
as j=1... N. Fig. 5.1 shows an example network where highways 4B, EF and AC have
been assigned the numbers j=1, 2 and 4 respectively. Similarly, the highways are
assumed to be unidirectional and have multiple lanes that allow vehicles pass each other

without any restriction on the number of lanes.

Similar to single highway model, we assume that each highway consists of a number
of concatenated segments with the beginning and end of each segment serving as a
service point. These service points allow entry and exit of the traffic from the highway
and they may correspond to the entry and exit ramps in the real highways. Further, they

may serve as an interchange point for traffic among highways.

Fig. 5.1, A sample model of highways’ network.
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~We let Q,denote the number of segments in highway j. The segments in a highway

will be numbered by double indices; thus, S, will refer to the i’th segment of highway j.

Next, we consider a continuous path between any two nodes in the network. We are
interested in studying the connectivity of these two nodes along this path. We may define

different paths in the network. Let Q, denote the k’th path, and |Q,|the number of
‘segments in Q,. Each path will be specified by listing its segments and a segment
position in the set will be denoted by s.

Q,, Q, and Q, are some example paths in the highway network in fig. 5.1, where for
§xémp1e, path Q, is speciﬁed as,

Q ={San’Szvszz’S23’Sss} s 5.1

For the above path, we have |Q;]=6 and 1<s<|Q)].

5.2.1 Virtual Cell Model of a Segment
As before, we assume that each highway segment is divided into a number of fixed

length virtual cells where the length of each cell equals to a node’s transmission range, d.

We will let |.v| denote the number of cells in segment s from path ©, and further number

the cells sequentially 8 r= Ll

5.2.2 Joint Distribution of Node Population within the Highways’ Segments
For simplicity reasons, we assume that the current epoch of a node will terminate

when it departs a segment and it will start in the new segment with a new epoch. This
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enables us to decouple the amount of time that a node spends in consecutive segments.
Assuming that epoch durations are short, this will be an acceptable approximation. This
is the only additional approximation in this analysis compared to that in the previous
chapter. The accuracy of this assumption will be tested by simulation later on. Therefore,
we can model the netv?ork of highways as a BCMP network [101], where each highway

segment becomes a service center of the infinite server type.

In the following, the terms segment and service center will be used interchangeably
and each service center will be identified by the symbol of the highway segment that it.
serves. The service time at a service center will be the amount of time it takes for a node
to travel the corresponding highway segment and it will be proportional to the node

speed. Next, let us define the following parameters,

n;= xiumber of nodes in the sgrvicé center S .
- R;=the length of segment S, .
¢, =mean of node population size in service center S; .
h,;= node population density m service center S, i.e., h;=@;/R;. h; gives the.
mean population per unit length of the segment Sy
A;=the external arrival ra;te of the traffic to the segment S, .

Pji.= probability that a node departing from segment S, , next will receive service
from segment S, . If »=j and s=i+1, these are two consecutive segments of the same

highway. p; , determines the routing matrix of the nodes in the network.
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| e;= total arrival rate of the nodes to segment ;. ¢ is determined through the

simultaneous solution of the following traffic equations,

ey =A;+ Y elyys J=L.N, i=1.Q;. (52
.5 ) .

The state of the system is determined by a vector that specifies the number of nodes in

each highway segment of the network. Let 7 denotes this vector, then,
n = (ny,-mg, sees Py iy, ) -

In BCMP'queuing_ model, the nodes may aléo have state dependent service times. In
our system, we will also assume such a scrvibe by expressing the nodes’ mean speed as a
function of segment populations. As the node population size within a segment is
changing continuously, we will assume that a node service time depends on mean of node
population size in the segment (or equivalently node population density). Next let‘ us

define the following symbols,
p(h;)= state dependent mean speed of the nodes at the service center S, given that

the population density of the nodes at that service center is &,

y(h;) = state dependent service rate of the nodes at the service center S, given that

the population density of the nodes at that service center is &, .

y(h;) are given by,

: (5-3)

u(h;)

Ry

y(h;)=
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From BCMP theorem, the joint distribution of the number of nodes at each service

center is given by [101],

N QJ .
P(h')=Gd(ﬁ)HHg(nﬁ), ' (5.4)

j=1i=1
~ where G is the normalization constant and g(n;) for a queue with infinite servers is

given by,

‘ Y= (2 5.5
g(n], Hr_l 7("]1) nj, }’( i)) ( )

d(7) is a function of total arrivals,
d(n) = H:,';l A=4", ' (5.6)
where 4, and 'n',-_ denote thé total arrival rate and total number of nodes in the highway

network respectively,

N 9 ‘
A=222> (5.7

Jj=li=l

n=)>n;. (5.8)

J=li=l
We assume that u(h;;) is a decreasing function ofh;, since vehicles’ speed decreases

as the traffic increases in a highway. For example, it may be chosen as an inverse

function,

plhy) == (5.9)

S (hjl)
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where v, is the maximum speed in the highway segment, and f(h;)is an increasing

function of k,. With this given function, (5.5) and (5.9) may be written as,

y(hy) =
T f R,
h .
g(n,.-)——,<f Ol
nﬁ. Vo

The steady-state joint distribution of (5.4) at the service centers is given by,

1 f (hji)R i€

",

P(i)=GA™ HH

jeti=t B 1: Vo

o MOy

j=t i=l jl
P(7)= GHH—(Dﬂf( Pl | (5.10)
j=1i=1 nﬂ
where,
" _deks (5.11)
i Vo

The normalization constant, G in (5.10) may be found as,

NQ]l

= 2 =2 - 2 T I @al O™

oy =0 Rp=0 my=0 j=t i=1 T’

or interchanging the order of infinite summation and the product,

=TI 5 -5 -5 Losoor I 1)

J=1 i=l nygy=0 ny=0 n“=0 I Jj=b =t
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Therefore, (5.10) can be written as,

N @ _~Dufthy) D. hi ny
P(r'i)=HHe (nﬁ’!’f () (5.13)

j=1 i=l

From the above, the marginal distribution of node population within the service center

S, follows a Poisson distribution with mean value of D,f(h;). Since mean node
population in segment S, has been defined earlier on as ¢;;, it may be found by solving
the following equation,

@i =Djif(hji)=Djif(¢ji/Rji)- (5.14)

For a system with state independent service time, we let s;(h;)=v, which reduces

(5.13) to,
N % o Prep Y
P(ii):GHHf——’(l-"—')——. (5.15)
jat i it

In the above analysis, it is assumed that the speed'of each node’s motion during a
mobility epoch is still constant and chosen independently from a normal distribution with
mean p(h;) and variance o in segment S,. In other words, the density of node
population during eéch epoch is considered as a constant. The simulation results to be

- presented later on shows the accuracy of this assumption at the steady state.

Next, we determine the node population distribution in a cell of a given path in the
highway network. Similar to the single highway model, let random variable Y, denote the

location of a node in cell  from the beginning of its segment. We have shown in section
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4.2.4 that with the given mobility model, f; (y,) has a uniform distribution given by

(4.16). Let N, also denote the number of the nodes in cell r of segment s. Since the
location of each node within a cell is uniformly distributed, the node population within
each cell will also have a Poisson distribution as the segment node population. As before,

et us define g, as the mean of node population in cell of segment s, then,

g =% (5.16)

N
Where ¢, is given by (5.14). We note that g, where r=1Js| for all the cells of

segment s are the same. Therefore, for simplicity reasons, we use the notation é. to refer

to the mean of node population in cells 7 of segment s interchangeably.

5.3 Communication Connéctivity of Adjacent Cells

In this section, first we will derive the distribution of the distance between two nodes
located in adjacent cells and then the connectivity of these two nodes. At the end, we will

determine the communication connectivity of adjacent cells.

5.3.1 Distribution of Distance between Two Nodes Located at Adjacent Cells
As before, it is assumed that two nodes are directly connected if their distance is less
than the constant transmission range of a node, d. Therefore, all the nodes in a cell are
connected as they are within the transmission range of each other. Let us define random
variable L as the distance between two nodes located in consecutive cells 7 and r+1 énd

its pdf as f,(£). Then, L=Y,, —Y, where ¥, has been defined as the random variables of

106



5.3 Communication Connectivity of Adjacent Cells

distance of a node located at cell » from the beginning of its segment and its probability

density function, fy (y,) was given by (4.16). Next, we will determine f, (¢). First let us
determine the following probability,
Pr(L <£)=Pr(Y,,,~¥, <€) =Pr(l,, <Y, +£), 0<&<2d (5.17)

This probability may be found by conditioning on the distance between two nodes,

thus for 0< ¢ <d, the area of integration corresponds to fig. 5.2. Therefore,

19 vd >y,

Fig. 5.2. Area of integration for 0< ¢ <d

rd Y+t

PiL<fpo<t<d)= [ [HOIM,Om)drudy,
’ : Yp=rd-t Yra=rd
rd  yH 1 zz
PrL<fo<t<d)= | [ —5 Wl =55 (5.18)
y,=rd—t y,,=rd

107



5.3 Communication Connectivity of Adjacent Cells

We note that for £=d the above probability corresponds to the probability defined in

(4.17). For d < £ <2d , the area of integration corresponds to fig. 5.3. Therefore,

(r-1d rd >y, r

Fig. 5.3. Area of integration for d<€<2d

(rel)d-L (r4d)d
J)f)', (yr )fY”, (yr+| )dyr+ldyr

Y0 Y=y, +t

PrL<{d <t<2d)=1-

=1-

. 'd—z-dyrﬂdyr =1-

L0 e+t

2d?

-2d* -2 +4de

L <€<2d)=
Pl"( <[|d < ) 2d2

Then, f,(¢) can be found by taking derivative of (5.18) and (5.19) wrt £.

—i— 0<t<d
f@=4
(0=
(_2‘1:_!2 d<t<2d
d2

reng-t ‘”j?" 1 4d —ade+ £

(5.19)

(5.20)

108



5.3 Communication Connectivity of Adjacent Cells

Next, we find the conditional probability density function of the distance between two

nodes given that their distance is either greater or less than the node transmission range,

respectively,
2
2
fL(é’|L<d)=‘Pr(fz(?d)=eédS =2§ 0<t<d, (5.21)
fLUL>d)= Pr(fz(ﬁ)d) _d 0?/ 4 _ 4dd22" d<f<2d. (5.22)

In above, Pr(L>d)=Pr(L < d)=0.5, as it was proved in Lemma 4.1. The conditional

densities (5.21) and (5.22) will be used in the evaluation of cells connectivity.

5.3.2 Communication Connectivity of Two Nodes Located at Adjacent Cells

within a Short Time Interval

Next, we will determine the conditional communication connectivity of two nodes -
located in adjacent cells within a small increment of time, A, at time ¢ at the steady state.

We will obtain the following two conditional connectivity probabilities,

Pee = Pr(two nodes which are located at adjacent cells will have connectivity at 7+A¢ |

they have connectivity at 7).

Ppac = Pr(two nodes which are located at adjacent cells will have connectivity at 1+At |

they do not have connectivity at 7).
We let random variable V, denote the speed of a node in cell r of segment S, where V,
is i.i.d. normally distributed with mean x(h;) and variance o”. It will be assumed that A¢

is small enough such that two nodes will remain in their respective cells. The new
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5.3 Communication Connectivity of Adjacent Cells

location of the node in cell r at time r+At will be given by ¥, +¥,Ar. We let L' denote the

distance between these two nodes at time f+Af, then, it will be given by,

A -, +V,AD. Next we find the connectivity probability of two nodes at

( rat F r+1

t+At given that their distance at time ¢ is L ={.
Pr(-d <L' <d) =Pt[-d <(¥,,, +V,,AD— (¥, +V,A1) <d]
=Pr—d <(Y,,,-Y)+(V,, -V, )At <d]
=Pr{-d <L+(V,;, -V, )At<d]
Pr(-d<L'<dL=0) = Pr{-d <L+ (V,, ~V,)At<d|L=1]
| =P;[—d —£<(V,,y =V, At <d -4 L={] (5.23)

Wc note that as V, is normally distributed with (u(h;), ), ., -V.)At is also
normally distributed with parameters (0, 2A7P0%) . Therefore, (5.23) may be determined
as follows,

d~-t 2
-d<L ={)= o 5.24
Pr(-d<L'<d|L=0) {l T aar Y (5.24)

Now, pec and Pde can be found by unconditioning (5.24) wit L using the pdfs given in

(5.21) and (5.22) respectively,

d-t

d
2¢
- (2 " e (5.25)
l;[)d x=—£-l ﬁm&t 4A 2 ’
» zf 4d 24 j 1 expl— e (5.26)
“ =d dz x——d-t '\/4Mt 2 2
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5.3 Communication Connectivity of Adjacent Cells

Pec and pg. may be found by numerical methods since above integrals do not have a

closed form.

5.3.3 Communication Connectivity of Adjacent Cell Populations within a

Short Time Interval
Next, we will determine the conditional communication connectivity of the node
populations of adjacent cells within a very short time interval. Let us define the following

conditional connectivity probabilities of two consecutive cells 7 and ~+1 in segment s.

p.(s)=Pr(the node populations of cells » and »+1 of segment s will remain

disconnected at z+At | they do not have connectivity at £)

p.;(s)=Pr(the node populations of cells » and r+l of segment s will become
disconnected at ¢+At | they have connectivity at 7).

oo (s)=Pr(last cell of segment s with density of ¢, and the first cell of segment s+1

with density of 4, will become disconnected at #+At | they have connectivity at ).

Fig. 5.4a and 5.4b show the events which correspond to pu(s) and p,(s)
respectively. To find the first probability, let us define the following random variables,

b, : a Bernoulli variable that assumes values of 1, 0 if two nodes.in cells r and r+1 .
ga.in connectivity or remain disconnected by the time t+A¢ given that they do not have

connectivity at time 7. We note that the success probability of this Bernoulli trial is pac

given in (5.26).
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cellr cellr+1

R .. S S ¥ _. R .o VRS R *__

ey i iy Gy

) distance>d > o distance>d
(b)
celir celir+l cellr cellr+1
i > > . 0 SN, SN M .

i G o o

Distanc;; “ distance>d4‘

Fig. 5.4, Discontinuity of two consecutive cells r and r+1 at #+At given that: a) they do not have
connectivity at ¢, b) they have connectivity at 2.

&, : the number of nodes in cell ~ that will gain connectivity to a chosen node in cell
r+1 by the time t+At given that they do not have connectivity to this node at time ¢.

u,,, : the number of nodes in cell r+1 that will gain connectivity with at least one of
the n(_)des in cell r by the time #+At given that they do not have connectivity with any

node in cell » at time ¢.

We note that,

8=>bh, (527

Where N, had been defined before as the number of nodes in cell r. Let us also define

the following probability generating functions (PGFs),

B,(z):E[zb' ]=pdcz+l—pdc (528)
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5.3 Communication Connectivity of Adjacent Cells

8,(2) =E[z* ], (5.29)
Ur+l (Z) = E[zu”l ] s (5.30)
N,(2) = E[z" )= 4 (5.31)

Next we assume that the random variables b, are independent of each other. Then,

since (5.27) is in the form of a random sum, we have the following relationship,
6,(2)= N,(z)lz -B@) (5.32)
‘Which after simplification,
5,(z) =Pt | (5.33)

We note that 1-4,(0) corresponds to the probability that a node in cell 7+1 which

does not have connectivity with any of the nodes in cell r at time ¢, gains connectivity
with at least one of the nodes in cell » by the time ¢+At. Therefore, again, from

application of the random sum formula,

U =N, | .
1(2) r4l (z)lz ~[1-6,(0)]z +5,(0) (5.34)
After substituting for J,(0) and following simplification,

U (@)= F 0 - 639)

In the above, U,,,(0) corresponds to the probability that consecutive cells » and r+1
remain disconnected at #+A¢ given that they were disconnected at 7. Therefore p,,(s) for

the cells in segment s is given by,
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5.3 Communication Connectivity of Adjacent Cells

Pu($)=U,, (0)= A I PP | (5.36)

In the random sum given above, it is assumed that the direct connectivity between a
pair of nodes in two consecutive cells is independent of any other pair. Therefore, the
location distribution of a node stays uniform, independent of the connectivity status of
that node. The accuracy of this assumption will be justified in the numerical result

section.

Next, we present the probability p_,(s). We note that two events may lead to the loss
of connectivity between cells 7 and +1 by the time ¢+A¢, given that they had connectivity
at time ¢, which are either the distances between the population of these two cells
become higher than d or one of the two cells becomes empty. Let p,(s) and Poi(s)
denote the probabilities of these two events respectively. We assume that the probability

of these events occurring simultaneously is zero, thus,
Pea($) = PLa(5) + L () (5.37)

Derivation of p,(s) and p,(s) are similar to derivation of p,,(s) above, except more

involved, therefore they are givén in the appendix B. From (B.8) and (B.15),

%P - ~(1-9,)0-5 O, _ ,~0-4.)%;
P (s)=f—‘ffi-e"‘=“"’4’+e - b oo
o et e

,1sr<|d (5.38)

where g, denotes the probability that a node in a cell of segment s does not have direct
connectivity with the population of its preceding cell with mean population of 3. This
probability has been derived in (4.18) as g,,, for cells 7 and r+1 and it can be rewritten

as,
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5.4 Cluster Analysis of Node Population in a Segment

(e'o-s¢.| — e"¢:)

k 5.39
(1-e*) -39)

qs =

P, is probability that a node which is located in cell 7-1, remains in its cell within the
next At seconds and it is given by (B.11). We note that in derivation of Poi(s), two
consecutive cells are boundary cells of segments s and s+1 which have different
population densities of 4, and 4,,,. Therefore, derivation of (5.38) will be modified as -
follows,

(14, X187 (0,1 _e-(l-q,)&.

P S
s o€ =€ F.0-P)_ E
PeaS) l-e? ¢ * =g 19 (5.40)

This probability will be used later on to determine the communication availability ofa

path.

5.4 Cluster Analysis of Node Population in a Segment

In this section, we will give a cluster analysis of node population in a segment which
will be extended later on to a path. As before, a cluster consists of a number of cells with
connectivity which enables the flow of message traffic across the cells. In the following
analysis, we ‘are intérested in finding the probability distribution of the number of
" clusters, tﬁc communication availability and un;availability in a segment at the steady
state. We note that a cluster analysis here is more general than the one in section 4.3 in

the previous chapter because that was able to give us only single cluster probabilify.
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5.4 Cluster Analysis of Node Population in a Segment

5.4.1 Birth Déatﬁ Modeling of the Number of Clusters in a Segment

Next, we will model the number of clusters in a segment as a birth death process. Let
the number of clusters denote the state of a segment. A birth in the cluster population will
refer to the breakup of a éluster into two clusters. This will happen if two adjacent cells of
a cluster lose their connectivity. We assume that the probability of the breaking up of a
cluster simultanedusly into more than two clusters is negligible within a very short time
interval Af. A death in the cluster population will refer to the merging of two adjacent
clusters. This will happen if the border cells of the two clusters gain connectivity with
each other. Whenever a birth or death takes place, the number of clusters will increase or
decrease by one rcspectiyely. We assume that probability of concurrent births, deaths or
birth and death are very small in the order of o(A?). Fig. 5.5, shows birth and death

examples in the cluster populations.

We assume that the cluster birth and death will occur at the end of epoch durations.
Since epoch durations are exponentially distributed, the time interval between births and
deaths follow an Erlang distﬁbution, however, the analysis will assume that this interQal
is exponentially distributed for mathematical convenience. This assumption will be

justified by simulation results later on. Next, let us make the following definitions,

m, = number of clusters in segment s, assuming nonzero node population, the range of
m, is given by 1<m, <|s. |

a,(m) = birth rate when the cluster state is m=m.

'b,(m) = death rate when the cluster state is m, =m .
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B B N kN & |
& & &
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& >~ e
i ;

Fig. 5.5. Birth and death examples in the cluster populations

P.(m) =Pr(m, =m at the steady state), 1<m<]s].

As explained before, the adjacent cells in a cluster have connectivity with each other.
We note that if a cell is empty, then, it cannot have connectivity with the adjacent cells,
thus, empty cells cannot be part of any cluster. The adjacent clusters are separated from

each other either by empty cells or their border cells do not have connectivity with each
other. The probability that cell » from segment s will be empty is given by F, = e? . The

probability of having consecutive empty cells is very small even under light loading and
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5.4 Cluster Analysis of Node Population in a Segment

it will be neglected here. Let E denote the number of empty cells given that there are m
clusters, then, its maximum value will be m—1. Thus E clusters will be separated by
empty cells, while m— E of them by border cells that do not have connectivity with each
other. The probability distribution of the number of empty cells will be given by
Binomiél distribution. When the cluster population size of segment s is in state m, =m,
a birth occurs in the next At second if one of the clusters splits into two parts. This will
happen, if in a cluster, a cell’s connectivity is lost. Therefore, the birth rate at the state

m, =m is given as,

a,m=-% (MR- Ry a7 P oy (X -m— )

1 rri.-:l
At E=p s ISm<|sl (5.41)

In the above, E clusters are separated by empty cells and m—-1-E of them by border
cells without connectivity. p,;(s)is the pfobability that a cell connectivity will be lost and
Poc(s)=1~py(s). The factor (s|-m—E) corresponds to the total number of cell
connectivities. |

Next, we present the death rate. At state m, a death occurs in the next At second, if
any of the two adjacent clusters merge into a single cluster. Therefore, the death rate at
the state m, =m is given by,

- 1 E(m-1 E m-1-E \m~E-2 |s}-m-E 1<m< ' 5.42

b(m=—2 P (=B 044 (6)" B2 po (W pie(s)m— E-1) 1< <] (5.42)

E=0E

where p, (s)=1-p,(5).
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5.4 Cluster Analysis of Node Population in a Segment

Fig. 5.6, shows the state transition diagram of the birth-death model of cluster size in

7r(m) a (ﬂl+ IH —a,(lsl-l)
E i i hm+2_ o bus)

b{m+1)

segment s.

as2y >
b(3)

Fig 5.6. Birth-death state transition diagram of cluster size

Since we have modeled the cluster population size as a birth-death process, then, the
distribution of the number of clusters at the steady state is given by the product form

solution [l 00],

P(m)=P, (1)ﬁ“ 8 1<ms| (5.43)

where P, (1) is found from the normalization condition.

5.4.2 Derivation of Cluster Performance Measures for a Segment
In this subsection, we will derive mean holding and recurrence times for a given

cluster state in segment s. Let us define,

T,(m')= cluster holding time or the time that the system spehds in state m, =m in each

visit and its mean value as 7, (m).

f7,m®= pdf of the random variable T,(m).
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5.4 Cluster Analysis of Node Population in a Segment

R, (m)= cluster mean recurrence time or the average time that it takes for the system to

return to cluster state m, =m following its departure from this state.
First, let us determine thg following probability,
PHT,(m)<t)=1-Pr(T (m)>1)
=1-Pr(no birth or deatﬁ before ¢)

=1-Pr(no birth before time £) Pr(no death before time )
=1- (eTa’ (m)t )(e—b,(m)l)

Pr(T, (m) <) =1— g @ mrb(mX (5.44)
Taking the derivative of the above gives the pdf of cluster holding time as,

= 1 ~(a, (m)+b, (m)t 5.45
fT,(m)(t) a,(m)+b,(m)e | (5.45)

which has an exponential distribution. Thus the cluster state mean holding time in

state m; =m,

1 .

T, (m) = a,(m)+b,(m)

, 1<m< (5.46)

We note that 7,(1) presents the mean communication availability time for segment s.

Next, we present mean recurrence time in state m, =m, R.(m). From [102], the mean

recurrence time for a Markovian birth-death process is given by,

Es(m)=——-§'§:; ~T(m)= 73('”’}9("”’)’*('"», 1<m<} (5.47)
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5.5 Cluster Analysis of Node Population in a Path

In this section, we will extend the cluster analysis of the previous section to the node
population in a path and determine the continuous communication availability time.
Further, without loss of any generality, we assume that the two nodes which we are

interested in determining their communication availability, are located in the first and the

last cells of path Q, .

As discussed before, we will take the continuous amount of time that the node
population spends in the single cluster state as the communication availability time. Let

us define,

M,,, = number of clusters in the node population of path Q.

Py, (m) =Pr(Mo, =m).

T,, (1)= continuous communication availability time in each visit and its mean value
| as T, ().

R, (1)= mean communication unavailability time or the average time that takes for the

path o, to return to state one following its departure from this state.

First, we will determine the number of clusters in the péth. We note that the number of

clusters in path Q, may be less than sum of the number of clusters in its segments because
of cluster merging, i.c.,

(2N
M o, < 'mei
i=
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If the border cells of two adjacent segments have connectivity with each other, then,

the two clusters containing these cells will merge into a single cluster. Let g, denote the

probability that node populations of the border cells of consecutive segments s and s+1

will have connectivity with each other. In chapter 4, this probability has been derived for

the cells » and r+1 in (4.21) and for the border cells of segments s and s+1 with

population densities of 4, and 4,,, , it can be written as,

g, =1-¢gml-s)
s

(5.48)

Where g, is given by (5.39). Let us define b, as independent Bernoulli variables that

assume values of 1, 0 with probabilities g, or 1—g, respectively. Then the number of

clusters in path, is given by,

l%{ R
Mg, =2 m— )b,

s=1 5=

Let us also define the following PGFs,
By, (2)=Ez"™]
P (2)=E[z™]

B,(2)=Ez"]=g,z+(-g,)

(5.49) gives the felationship between the above PGFs as,

feo  Teo

s=]

PQ‘ (z) = I;:l 1 = RXE
rliB:(z) [gsz + (l —gs)}

s=1

(5.49)

(5.50)

(5.51)

(5.52)

(5.53)
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In the above PGF, numerator and denominator are in the form of polynomial

expressions and P, (m) can be found by taking derivatives of (5.53) with numerical

methods through the following formula,

By (my=L 0 ) o | (5.54)

m  dz"

Next, we will determine mean communication availability time for path Q,. Let us
assume that there is a single cluster in path Q, . This means that each segment of the path
contains a single cluster and all the border cells of adjacent segments have connectivity

with each other. Let us define Aq (1) as the cluster birth rate of path Q, when it is in '

| single cluster state. A birth may occur as a result of breakup of the cluster in any of the
segments or disconnection of any two consecutive border cells. As before, we assume
that the probability of concurrent birth is negligible. As a result single cluster birth rate

may be written as,

[@]-1

[.]
A, (1)=At Z: a,()+ D pou ) (5.55)
i=

i=1
Where p_,(i) is given by (5.40).

Similar to (5.44), if we assume that the time that the path will spend in the single

cluster state is exponentially distributed,

Pr(T,, (1) > 1) =

Pr(T,, () <r)=1-¢ D
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o o,
Ly
e =} =t

=1- o (5.56)
Therefore, the mean communication availability time for path Q; is given as,
T, 1)= ! 5.57
ﬂ‘( )—' lnkl 1 ‘Qﬁ_l . ( . )
Ya)+— 2 pa(i)
i=1 At =

Mean communication unavailability time, R, (1), can be found with a similar approach

to (5.47) as following,

o T, 0-Fo, @)

)= 5.58
R ()=—2 (5.:58)

5.6 Mean Packet Delay

In this section, first, we will determine the mean packet delay in a segment and, then,
in a path. Assuming that a segment is in a single cluster state, then, the packet delay will
determine the amount of time it takes to transfer a packet from the first to the last cell of
the segment. The packet will advance by one cell at a time which will be referred to as a
hop. The numbers of hops that a packet needs to travel will be equal to the number of

cells in the segment. Next we will determine single hop mean packet delay.

We will assume that nodes use CSMA/CA MAC protocol [103] to communicate with
each other, which is the proposed standard for VANET’s applications. There have been
various studies which analyze the performance of CSMA/CA protocol under different
assumptions and we will make use of the readily available results in the literature. Most

of these studies have considered a Markov chain approach to determine network
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throughput and delay [104-106 and the references therein]. We will use the results from
[106] to determine single hop mean packet delay, because of their simplicity. That study
assumes a constant packet transmission time which equals to J in units of the channel

propagation delay (r,). It also assumes that each node has at most a single packet to

transmit at anytime. We will make the same assumption; it will be assumed that when a
packet is transmitted from one cell to the next, it will be received by a node with no other

packets. Assuming j nodes in cell r, the average single hop packet delay from [106] is

given by,
T 1, = =0 =2, ©59)

where,
x=(-a) (5.60)

y=jal-a)y” (5.61)

In (5.59), the fraction in squ"aré brackets is the average number of transmissions until a

successful transmission occurs, Jr, is the packet transmission time wherez ,is the

propagation delay for a cell. @ was defined as probability that an idle node will receive a
new packet for transmission during packet transmission time and it i‘s'the parameter
which specifies a node’s packet érriva] rate. Finally, a is the probability that a user
requests a transmission during a propagation time, i.e. a=a/J .

Next, we uncondition the average single hop packet delay wrt the cell node

population,
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T()= 3TN, = )t (562)
j=0 J

Substituting (5.59) in (5.62), we have,

F()= z"’:[ja[.f(l —-;) +1]- Jy]er etg) ’
j=0 y

Jt
where a=aJ . Then, we factor Jr, out,

fa[J(l—x)+11—y]e*'=$,’
y JL

3

T(r):Jth[
j=0

distributing the summation, we have,

_ w . _ T = g
I‘(r)=[zja['](l x)+1]e .g't, _ze -?: Vr,
J=0 y VAR~ S L

second summation in above is the infinite sum of a Poisson distribution and it equals one,

e it Ery
F=(3 LDy,
j=0 y J:

distributing the summation again, we have,

o b ]
= r =y N d

next, we replace x and y with their equations according to (5.60) and (5.61),

© 1 Vi ..a;-j o -6, 7 J
T"(r)=[zj[l (-a)Yle™s _,_Z 1" -1z,

< -y roga-a7 g

distributing the first summation and some factorization, we have,
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RSP TRS SS W i SR N A S
T(r)=[ a)J;o(I_a)j = ;;J(l a) 3 +(1 a)é(l_a)j r Wz,

~ - 5.5 o HFJ
=[-a)1+ J)z;)a_lTyi—J?!— ~J- a)giﬂi ~1Jr,

second summation is the sum of the probabilities of a Poisson distribution, therefore,

= © 1 e-l%l’
T(r)=[1-a)1+ J)jg e R

[ -a)1+)e i(l—f’a—)f%—l(l—a)—l]hp
P - |

_ A
=[1-a)1+J)e e —J(1-a)-1r,

7
T =[1-a)1+Ne* -J1-a)-1JJzr, - (5.63)

Since all the cells in a segment has the same node density, the average total packet

delay for the segment s is given by,
U OREEE (5.64)

Next, we will determine end to end average packet delay for the path Q, assuming that
it is in the single cluster state. This delay is given by the sum of the average packet delays

for the segments along the path. Let 5‘,‘ denote this delay, then,

Q, ]
D, =3 T, | (5.65)

s=1
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5.7 Numerical Results

In this section, we present some numerical results regarding the analysis in this
chapter, together with some simulation results to confirm the accuracy of approximations.
The main approximations are independent nodes connectivity within two consecutive
cells presentéd in section 5.3.3 and nodes epoch time termination upon its arrival to a

new segment, stated at the beginning of the section 5.2.2.

Next we specify the parameters’ value for the mobility and environment models. We
assume that the arrival rate of the nodes to the network of fig. 5.1, is given by the

. following matrix,

i O 0 04 02
012 012 012 0 0
1o o012 0 0 0

012 0 012 0 0

(5.66)

where the entry (i, /), 4, specifies the arrival rate of the nodes to the highway
segment ;. The number of columns in the matrix is determined by the highway which
has the largest number of segments. 4, is set as a parameter and presents the traffic

arrival rate to the first segment of the highway one. We set p, ,, =0.8 for consecutive

segments except for p,;;=pun=Pus=Pun =04, Pus= Paxn =1 and Pije=0 for all

nonconsecutive segments. The state dependent mean node speed (5.9), is chosen as the

decreasing function of,

ulhy) =23 (5.67)
h;
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We note that a real function for state dependent mean node speed can be derived by
studying the statistics of a real highway. Thus the selection of above function is to carry
the numerical result purpose. The parameter v, corresponds to the nodes maximum
allowed mean speed. Finally, epoch rate and the standard deviation of a node’s speed are

set to constant values of f=1 and =3 respectively.

First, we will determine the communication availability between two nodes located at
the end cells of the path Q,defined in (5.1). This paﬁ is shown in Fig. 5.7 with more
details. We assume that lengths of the segrnents in this path are set to -
['R,,,R12 JRy1, Ryps Ry, Ri31=[1,2,1,2,3,1] kms. ‘As before, we choose the transmission range
of a node, d, such that there will be an integer number of cells within the highway
segments. [Initially, we set 4, to the value of 0.5 nodes/sec. From the sixhultaneous
solution of (5.2) with the given v#lues, the vector of the total arrival rates to the segments

located on this path is given by,

Fig. 5.7. Segmentation of path 2, in the highway network
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(€115 €12 21> €2+ €235 €33] = [0.5,0.5,0.32,0.376,0.42,0.36] (5.68)

In the following, the presented results will always be analytical, unless otherwise
indicated. First, we show the effect of state dependent in comparison to independent
mean node speed. Fig. 5.8 presents the mean node population for joint distributions of

(5.13) and (5.15) within each of the 50 cells in the path Q, when the transmission range is
d =200 m and v, =25 m/sec for the two cases. In the independent case, the mean node

speed is constant and it has been set to the maximum of dependent node speed,

vo = 25m/sec, Mean node population for the dependent case has been found by solving

(5.14) for the given parametef values. As expected, there are discontinuities at the
beginning of each segment. As may be seen mean node density in a cell with dependent
speed is higher than that of independ‘ent speed, since the node density is inversely
proportional to the mean speed. This figure shows the importance of considering a state
dependent mean speed in the connectivity analysis of ad hoc networks as the variations in

the node density impact the performance parameters.

Fig. 5.9 presents both the analytical and simulation results for the probability
distribution of the number of clusters in the path for states from (5.54). The results have

been plotted for two values of maximum allowed mean speed v, =20, 25 m/sec (72, 90

kmv/hr). The node transmission range and 4, are set to d =200 m and 4, =0.5nodes/sec

respectively. The maximum number of clusters that may occur in a path equals to the
number of virtual cells, which is 50. As may be seen, the probabilities of observing more
than six clusters have negligible values for this example. Further, the probability of

observing a single cluster is higher for slower than the faster node speed because, in the
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former case, the node density will be higher in the path. The presented results show that
the analytical and simulation results are in close agreement. This validates two main

approximations in the analysis which have been mentioned earlier on.

Figs. 5.10, 5.11 and 5.12 present the analytical and some simulation results for
probability of observing a single cluster, continuous mean communication availability
and unavailability times. The simulation results have been marked with asterisk. The
results have been plotted as a function of transmission range with the maximum mean
speed as a parameter. From fig. 5.10, as the node speed increases, the transmission range
has to increase significantly in order to maintain a constant probability of single cluster.
Fig.' 5.11 shows that the continuous mean communication availability time increases
logarithmically with transmission range for any given value of maximum node speed. On
the other hand, from Fig. 5.12 mean communication unavailability time decreases rapidly
with the transmission range for any given value of maximum node speed. At any given
transmission range, mean communication availability is higher at the lower speeds and
the opposite is true for mean communication unavailability. For the path under
consideration, it may be seen that the mean comfnunication availability time will be in
the order of ten of seconds, while unavailability time less than ten seconds for
transmissiox? range of 250m. It is clear that this will be minimum transmission range in

order to have periods of time, long enough, that provides stable communications.

We note that the results may be plotted with arrival rates or another mobility variable

as a parameter instead of maximum mean speed v,. Figs. 5.13, 5.14 and 5.15 present

again the analytical results for probability of observing a single cluster, mean
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communication availability and unavailability times. This time, the results are plotted as a
function of the transmission range with node arrival rate 4, as a parameter for a fixed
value of the maximum mean speed v, =25m/s. Since the effect of increasing arrival rate
is to increase the node density, increasing the arﬁval rate has the same effect as
decreasing the mean node speed. Therefore, comments identical to that given above for
figs. 5.10, 5.11 and 5.12 will apply here with the highest arrival rate corresponding to the

lowest mean speed.

In practice there may be multiple communication paths between a source and a
destination. For example, let us assume that in the model of highway network given in
fig.5.1,a vehicle located at point A would like to communicate with a vehicle at point X.
As may be seen, there are three paths between these two service points, Q,, Q, and Q;.
As a result, we need to determine the communication availabilities of these three paths.

Let us assume that the segments lengths of the paths Q, and Q, are

[Ri1, Ry Riss R Reps Rt 1=11,21,2,31] and [Ryy, Ry Ry, Ri31=[6,1,2,1] km respectively while the
other parameter values reﬁlain same as before. Figs. 5.16, 5.17 and 5.18 present the
analytical results for probability of observing a single cluster, mean communication
availability and unavailability times for the three paths. The results have been plotted as a
function of transmission range. It may be seen that for any given transmission range; path
Q, has ihe ‘highest mean availability time and shopld be the path of choice for
communications. The question is, in practice, how a user may find out about this. A
'possible solution may be thgt the vehi?:les keep track of the recent communication

availability of the paths through exchange of short control packets. Further, this
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information can be obtained from some potential sensor networks installed in the
highways. These types of sensor networks are responsible for monitoring the traffic
condition in the highways and they are aware of arrival rates, speed and other mobility

related parameters.

Figs. 5.19 and 5.20 present the average packet delay over the path Q,, when it is
available, for node’s maximum mean speeds of v, =30 and 25 m/sec resp‘ectively. The

results have been plotted as a function of the input packet arrival rate of a node (a) in the
path with the transmission 'range as a parameter and the node arrival rate to the first

segment of the path as 4, =0.5 nodes/sec. The packet transmission time is set to 20 times
‘of propagation delay,}J=20 as in the original paper [106], and propagation delay, 7, in
(5.63) has been chosen as the amount of time it takes for light to travel a cell’s length, d.

The five curves in each figure correspond to transmission ranges of 4=100, 125, 166,
250 and 500 m. It may be seen that for a given maximum mean speed and packet input
rate, average packet delay increases with the value of the transmission range because of
the increased contention for channel access due to higher node population in the cells.
While mean packet delay varies directly with the transmission range, it has been shown
above that mean path availability varies directly with the transmission range. Thus the
‘. transmission range for high path availability should be chosen in such a way that the
mean delay remains acceptable. Same conclusion is also true for a constant transmission

range, when maximum mean speed decreases.
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5.8 Summary

In this chapter, we studied conﬁnubus communication path availability in vehicular ad
hoc networks. We have defined a network of highways as our environment model. Then,
we have determined the joint distribution of node populations in the highway segments
by modeling the system as a BCMP network of queues with state dependent service
times. Following that, we derived the distribution of number 6f clusters in the node

» popﬁlation of a path through a birth-death process analysis. This model enabled us to
determine the mean of continuous communication path availability and unavailability

times. At the end, we have derived the mean packet delay for a path in the highway

network.
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5.8 Summary

We have shown that the mean path availability time as a function of nodes’
transmission range is logarithmic. The numerical examples show that continuous mean
availability time may be on the order of tens of seconds while continuous mean
unavailability time an order of magnitude less than that when the transmission range is
about 250m. It has been determined that mean packet delay varies directly with
transmission range due to increased contention for channel access. Therefore, the
transmission range should be high enough for acceptable communication availability but
low enough for acceptable mean packet delay. We also preseﬁt simulation results that

confirm the accuracy of the results.

In this analysis, we assumed unidirectional highways, while similar to the remark
given at the end of chapter 4, the effect of identical VANETs which serve to the users
traveling in the opposite directions in highways can be considered. The system may allow
the vehicles to be part of a single communication system independent of the direction of
their travels. Therefore, the results may be combined to give communication availability
in such a system. The integrated system will achieve higher communication availability.
However,b cluster stability of the integrated system will be lower @mpme to one

directional system carrying equivalent amount of traffic.
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Chapter 6

- Conclusion & Future Work

6.1 Conclusions

In this work, .we have studied the network connectivity and continuous communication
 path availability. of the mobile nodes in VANETS at the steédy state, in»the presence of a
mobility model. |

We assurr;e that a netwofk path will have communication connectivity only when the
node population m the path forms a single cluster. This gives us percentage of time thata
path will be available for communications. However, a high value 6f this performance
measure is not sufficient to ensure that a call between two users may be completed

successfully. We also need to know duration of continuous communication path

availability. The objective of this thesis has been to quantify these two measures.
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6.1 Conclusions

First, we have assumed a single highway with several traffic entry and exit points. We
have also assumed that the flow of traffic is unidirectional. The arrival and departure of
the nodes from the highway make the size of node population a random variable as in the
real scenarios. Further, we assume that the highways have multiple lanes that allow
passing of any number of vehicles each other simultaneously. Then, we determined the
probability distributions of a node’s location and size of node population on the highway
as Well as within the transmission range of a random node at the steady state. The latter
distribution will be useful in designing efféctive MAC protocols for VANETS.
Afterwards, we have derived the probability that a new arriving node or a random node
will see entire node population in a single cluster. It is seen that, probability of a single
cluster is lower at higher node speeds than lower speeds for constant arrival rates. As a
result, nodes may have to increase their transmission rangés at higher speéds to achieve a

high probability of network connectivity.

Then, we studied continuous communication path availability in vehicular ad hoc
networks in a network of highways. We determined the joint distribution of node
populations in highway segments by modeling the system as a BCMP network of queues
with state dependent service times. Then, we derived the distribution of number of
clusters in the node population of a path through a birth-death process analysis. From this
we détcrmine mean communication path availability and unavailability times and, then,
mean packet delay for a path. The numerical results show that for a given maximum
mean speed and packet input rate, average packet delay and communication path

availability time increase with the value of the transmission range. Thus the transmission

143



6.2 Recommended Future Research

range for high path availability should be chosen in such a way that the mean delay

remains acceptable. We have also presented simulation results that confirmed the

accuracy of the analysis.

In the highway models, identical VANETSs will serve to the users traveling in the
opposite directions. The system may allow the vehicles to be part of a single
communication system independent of the direction of their travels. The results of this
chapter may be combined to give the mean cluster size and probability of a single cluster
in such a system. The integrated system will achieve higher network connectivity and
such a system will be needed for collision avoidance. However, cluster stability of the
integrated system will be lower compare to one directional system carrying equivalent

amount of traffic.
Finally, this work may be helpful in studying the optimal node transmission'range
assignment, routing algorithms, optimization of cross layer design schemes and MAC

protocols in VANETS.

6.2 Recommended Future Research

The result of this work can be used to improve further studies in the area of vehicular

ad hoc networking. Next, we mention some of them.

6.2.1 Determination of Optimal Node Transmission Range in the Presence of

Channel Model

The given analysis has not taken into consideration the model of air channel;

therefore, the effects of fading and interference have not been included. We may study

144



6.2 Recommended Future Research

the effects of these parameters by defining a transmission range d(k) as a function of
channel state & which mainly depends on the number of other transmissions and

consequently node population in a cell. As a result, the length of a cell will become a

random variable.

6.2.2 Routing Algorithms

The results of this work may be used to study the performance of different routing
algorithms for VANETSs. Multi-clustering effect and introduction of safety applications
pose new challenges for vehicular ad hoc networking. These issues have only been
addressed in the literature through simulation. The derived results for durations of
continuous path availability and unavailability and mean packet delay when the path is

available, provide new tools for analytical study of routing algorithms.

6.2.3 VANETSs Throughput

Throughput of VANETS depends on the number of nodes in a cell as they are carrier
of the messages. Higher number of nodes in the path results in higher contention to the
channel and decreases the throughput, while lower number of nodes may increase multi-

clustering which consequently causes network outage.

For example, [34] which has been reviewed in chapter_ 2, proposes a novel MAC
protocol, called VMESH. This protocol empioys a distributed beaconing scheme to make
neighborhood awareness and dynvamic. channel rcséurcc reservation. Then, they find the
network throughput by dividing the amount of information successfully transmitted in

one reservation by the duration of reservation interval. However, they assume the nodes
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are always in a single cluster state and they neglect durations of communication path
unavailability ‘which affects the throughput. Therefore, throughput calculation can be
improved by considering the proposed birth-death Markovian model of the number of

clusters.

6.2.4 Cross Layer Optimization of VANETSs Data link and Physical Layers
Ad hoc networks such as VANETs and Sensor networks have ‘posed new challenges
for the design of effbétive protoool‘ sfacks. MAC protocols in ad hoc networks are mainly
responsible for management and control of the scarce radio spectrum in a fair and non-
centralized way. Therefore, MAC layer in ad hoc networks should be adaptive to the
changing conditions in other layers such as physical. In VANETS, the problem of
designing an effective MAC protocol is even more challengiﬁg as these types of networks
experience faster topology change, compare to the MANETS. Vehicular ad hoc networks

require an intelligent cross layered functionality to improve the total network

performance.

A possible future study can be desigh of effective network layer and data link layer
protocols that take into consideration' physical layer requirements. In other words,
feedback from physical layer on channel quality can be shared with upper layers which
may be used in optimization of various algorithms such as access mechanisms,
prioritizing, scheduling and minimum transmission range assignment.

Although cross layer optimization techniques have received a lot of attention in the
literature recently, they may cause some system performance degradation themselves.

The main reason is introduction of some functional algorithms between the layers which
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must frequently adjust some parameters in those layers; therefore, extra care must be

taken into account.
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Appendix A

Simulation Program Description

| In this section, we describe f(he simulation soﬁwafe which is used to verify the analysis
- introduced in the previous sections. This 1s an event-driven simulation program written in
the MATLAB software environment. We have perforrnéd multiple independent
si;hul_ation run‘s and each run ténninates after a speciﬁed number of node'é goes through
the network; In each run, the statistics have been collected after a warm up period in
_. order to guarantee that the system has reached to the steady state. At the end, the
_ collected statistics has been averaged ovér multiple runs. The arrival of tfxe nodes in each
stream is according to a Pqissoﬁ process and each node travels through the ne_twork
- accofding to.t}.xe mobility mo&el. A

| Flg A.1 presents the ﬂow.chart of the simulation algorithm. In this algorithm an array,
called Event_scheduler keeps tracks of all future events. Two types of events have been
vdeﬁned.' Type 1 corresponds to the arrival of a new node and Type 2 to the termination of

an epoch. The node information is stored in an array called Node_array. This information
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consists of node and stream IDs, present epoch duration, node speed and last recorded
location of the node. Whenever a type 1 event happens, a new entry for the new node will
be made in the Node array while whenever a type 2 event happens, location for the

specific node will be updated in the Node_array.

Fig. A.1. Flowchart of the simulation.
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Derivation of £ (s)

In this appendix, we derive probability o_,(s) which has been defined in section 5.3

as,
Ped (s-) =Pr(the cells 7 and r+1 of segment s will become disconnected at +Af | they

have connectivity at t).

‘p;, (s) has been expressed as the sum lbf two probabilities, pl,(s) and p(s)in (5.37).
ﬁwe probabilitigs have been defined as, ‘

Pra(s) =Pr(the distance betweer; node populations of éells r’and- r+1 will be larger
than d at t+At | they have connectivity at 7), where d is the node ﬁanénﬁsSion rangé.

Pod (s) = Pr(the node populations of either cell r or r+1 will become zero at 1+At | they

“have connectivity at £). |

Next we determine each of these probabilities.
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* Derivation of £.;(s)
We note that if the adjacent cells r and r+1 have connectivity with each other at any
time, then, their node populations must be nonzero. Let N, denote the node population of

cell r of segment s, then, it will be given by a normalized Poisson distribution with PGF,
Iv,(z)=——:3——- 1srsls (B.1)
e $

The node population of each of the two cells may be divided into two groups, those
nodes which have direct connectivity with at least a single node of the other cell and
those which have indirect connectivity. Let us refer to these subpopulations in cells  and

r+1 as direct and indirect groups and denote their sizes with random variables N7/ [N/, ]
and N' [N!,,] respectively. We note that direct group population sizes must be nonzero

because of connectivity assumption between cells. Further, piobability that in segment s,

a node of cell r+1 will not have direct connecﬁvity with cell r is given by (5.39).
Therefore, each node will belong to direct and indirect groups with parameters (1-g; )8,

and g¢,4, respectively. From (B.1), the PGFs of the population sizes of the two groups of

cell 7+1 will be given by,
- FaIRED _ 00,
Nr+l (Z) = 1- e—(l—q");‘ (B.2)
Na@=ehc™ (B.3)

Same conclusion is also valid for the populations of cell .

Now, we are ready to determine p/,(s) , which may be expressed as,
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4
=] [ (B.4)

i=t
where, conditional probabilities a, have been defined below,

a,= Pr(direct population of cell r+1 (NZ,) will lose its connectivity to the direct

population of cell (N ) by the time 7+At | they have connectivity at 7).

a,= Pr(indirect population of cell 7+ (N.,,) will remain disconnected to the indirect

population of cell » (N!) at t+At | they do not have connectivity at 7).

a,= Pr(direct population of cell r+1 (N?,;) will remain disconnected to the indirect

r+l

population of cell » (N?) at t+A¢ | they do not have connectivity at £).

a,= Pr(indirect population of cell »+/ (N',;) will remain disconnected to the direct

population of cell  (N¢) at ++At | they do not have connectivity at ?).

Next, we will give derivation of the first of these probabilities. Let us define following

random variables and PGFs,

8% : the number of nodes from direct population of cell 7 that will continue to have
connectivity to at least a member of direct population of cell r+1 at t+A¢, given that they

had connectivity at time ¢. Let us denote its PGF as 67 (z) = E[z"" ].

u?,, : the number of nodes from direct population of cell r+1 that keep their

connectivity with the direct population of cell r at ++A¢ given that they had connectivity

at time ¢. Let us define its PGF as, U%, (z) = E[zY™]

r+l
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We note that each node will continue to have connectivity with probability p given

by (5.25). Then, the PGF &7 (z)is given by,
5/ (2)=N!(2)

zzpccz+l_pcc

098P (=D _ AT

4 (g} =
o ()= | 0007,

-0-008,pec _ g=(1-4,)%,

1—e 0-9:)

si)=2 (B.5)

We note that 1-57(0) gives the probability that a node in direct population of cell r+1

keeps its connectivity with the nodes at cell  at #+At. Therefore,

d _ Ard
Ur+l(z) - N’H(Z)lz = [l - é‘rd(o)]z + 5rd (0) (B6)
(1-2,)0-5¢ (ON4, z-1) _ ,~(1-4,)¢,
U (2)=2 : (B.7)

1—e 094

We note that g, is given by a, =U%,(0). The other three probabilities may be derived
similarly but they will not be given here. The numerical results show that the values of

the other three probabilities are approximately one with less than 1% error. Therefore, we

have,

mM4&m.» (B.8)
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= Derivation of Pgd (s)
Next, we will determine p, (s) , the probability that cell r or 7+1 will become empty at

t+At, given that they were occupied and had connectivity to each other at time ¢. As
explained before, the probability of two consecutive cglis with nonzero populations
becoming empty within a very short period of time is negligible. Therefore, we need to
determine only the probability that one of these cells will become empty. Let us
determine this probability for the cell r. Given that cell 7 is occupied at time ¢, it will
~ become empty if all of its nodes travel outside the boundary of this cell and there are no
arrivals to it from the cell »-1 within the next Az seconds. Since, these two events are

independent of each other, p/,(s) may be expressed as,
P (s)=Pr(cell » will en;pty by the time #+A¢ | it is occupied at time #)
= Pr(b, =0) Pr(}, =0) | (B.9)
where,
b,= number of arrivals from cell 7-1 within next A,
b,= number of occupants of cell » within next Az.

Next, we will determine each of the above probabilities. We let B,(z) and
B,(z) denote the PGFs of the random variables b,and b, respectively. First, let us find the
probability of no arrival from cell r-1 within next At. Again, letting Y, denote the

location of a node in cell 7-1 at time ¢, this node will still be in its present cell within the

next At seconds, if ¥,_, +¥,_,At <(r —1)d . Let P, denote the probability of this event, then,
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P, =Pr(Y,_, +V,,At < (r-1)d)

r-1
=Pr(V,_At<(r-1)d-Y, ). - (B.10)
We note that V,_ At isa normally distributed random variable with mean u(h,)A¢ and
variance o?At* and Y, is uniformly distributed given by equation (4.16). Thus,

(r-1)d 1 (r-Dd-y,,

P= | < 00, (B.11)

Yra=(r-2)d v'=0

where f.(v) denotes a normal distribution with the given parameters. We may

evaluate this probability with the numerical methods. Then, the desired probability is

given by,
Pr(b, =0)=B,(2)|
where,
By(2)=N,a(N,pyuar,
or

Pr(b, = 0) = % 0-FD) (B.12)

Next we find probability that all of the nodes in cell 7 leave this cell by the time 1+A¢.

A node will leave cell r if Y, +¥,Ar > rd , therefore,
PH(Y, +V, At < rd)=1-P(Y, +V,At > rd)

=1-P, _ (B.13)
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Thus the probability that cell » will become empty may be found as above,

PPN _ F,
B,(2)= N( )L-P,u(l—& = 1—e*
’0—’:”4 __e";: B.1
Pi(b, =0)=B,(z)| , = 7 (B.14)

Substituting (B.12) and (B.13) in (B.9), we find p,(s) as,

:P —_p Vs -
pl(s)=S—F— 1 - f e % 0-F0) (B.15)

" Substituting (B.8) and (B.15) in (5.37), finally, we determine the probability o.,(s)

given by (5.38).
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