THE EFFECTS OF STIMULUS INFORMATION AND ORIENTATION
ON FACE PROCESSING

Carl M. Gaspar, B.A., M.A.

A Thesis Submitted to the School of Graduate Studies
in Partial Fulfillment of the Requirements
for the Degree of Doctor of Philosophy

Department of Psychology, Neuroscience and Behaviour
McMaster University

Copyright (©) 2007 by Carl M. Gaspar



Library and
Archives Canada

Bibliothéque et
* Archives Canada
Direction du
Patrimoine de I'édition

Published Heritage
Branch

395 Wellington Street

395, rue Wellington
Ottawa ON K1A ON4

Ottawa ON K1A ON4

Canada Canada
Your file Votre référence
ISBN: 978-0-494-36084-2
Our file  Notre référence
ISBN: 978-0-494-36084-2
NOTICE: AVIS:

L'auteur a accordé une licence non exclusive
permettant a la Bibliotheque et Archives
Canada de reproduire, publier, archiver,
sauvegarder, conserver, transmettre au public
par télécommunication ou par I'Internet, préter,
distribuer et vendre des theses partout dans

le monde, a des fins commerciales ou autres,
sur support microforme, papier, électronique
et/ou autres formats.

The author has granted a non-
exclusive license allowing Library
and Archives Canada to reproduce,
publish, archive, preserve, conserve,
communicate to the public by
telecommunication or on the Internet,
loan, distribute and sell theses
worldwide, for commercial or non-
commercial purposes, in microform,
paper, electronic and/or any other
formats.

The author retains copyright
ownership and moral rights in
this thesis. Neither the thesis
nor substantial extracts from it
may be printed or otherwise
reproduced without the author's
permission.

L'auteur conserve la propriété du droit d'auteur
et des droits moraux qui protége cette these.
Ni la thése ni des extraits substantiels de
celle-ci ne doivent étre imprimés ou autrement
reproduits sans son autorisation.

In compliance with the Canadian
Privacy Act some supporting
forms may have been removed
from this thesis.

While these forms may be included
in the document page count,

their removal does not represent
any loss of content from the

thesis.

Canada

Conformément a la loi canadienne
sur la protection de la vie privée,
guelques formulaires secondaires
ont été enlevés de cette these.

Bien que ces formulaires
aient inclus dans la pagination,
il n'y aura aucun contenu manquant.



EFFECTS OF INFORMATION AND ORIENTATION ON
FACE PROCESSING



DOCTOR OF PHILOSOPHY (2007) McMaster University

(Psychology, Neuroscience & Behaviour) Hamilton, Ontario, Canada

TITLE: The effects of stimulus information and orientation on face processing
AUTHOR: Carl M. Gaspar

SUPERVISORS: Patrick J. Bennett & Allison B. Sekuler

NUMBER OF PAGES: ix, 108

i



Abstract

The effects of stimulus information and orientation on face processing

Carl M. Gaspar, B.A., M.A.
Doctor of Philosophy
Department of Psychology, Neuroscience and Behaviour
McMaster University
2007

The face inversion effect refers to the reduction in the accuracy and speed of
face identification when faces are shown upside-down, or “inverted”. The face
inversion effect is of great importance to psychologists studying face identifi-
cation because it is thought to provide important clues about the information
that humans use to identify faces. The common approach to studying the
relationship between the face inversion effect and facial information assumes
that upright and inverted face identification rely on qualitatively different pro-
cesses. Contrary to this assumption, Sekuler, Gaspar, Gold and Bennett (2004)
speculated that inverted faces are identified less accurately because of a sub-
tle change in how information is used in the same, local regions of the eyes
and eyebrows. Chapters 2 and 3 examined this hypothesis. Chapter 2 pro-
vides evidence in support of the speculation of Sekuler et al. and against the
notion that upright and inverted face identification rely on qualitatively differ-
ent processing mechanisms. Chapter 3 compared the spatial frequency tuning
of upright and inverted face identification and found that the same narrow
band of spatial frequencies were used for both types of stimuli. Therefore, the
information processing strategy used for both upright and inverted face identi-
fication is similar in both the regions of the face used and the spatial frequency
components that are used. If the upright and inverted face identification dif-
fer quantitatively, rather than qualitatively, then the common approach to
uncovering critical facial information by studying the face inversion effect is

not valid. Based on studies that have applied this approach, many researchers
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have concluded that humans rely critically on differences in the spacing among
facial features, or relational cues, in order to identify faces. Experiments in
Chapter 4 examine relational cues that could be useful for face identification
in natural contexts by measuring thresholds for the discrimination of both in-
terpupillary distance (IPD) and nose-to-mouth distance (NMD). Our findings
show that people’s spatial resolution for these cues is not fine enough to resolve

the variation in IPD and NMD that exists in a large population of faces.
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Chapter 1
General Introduction

A fundamental issue in object recognition is how human observers rec-
ognize faces. Faces are a highly important visual signal for our social and
interpersonal lives (Baron-Cohen & Cross, 1992; Baron-Cohen, Riviere, Cross,
Fukushima, Bryant, Sotillo, Hadwin & French, 1996; Bruce, Burton, Hanna,
Healey, Mason, Coombes, Fright & Linney, 1993; Ekman, 1984; George &
Hole, 1995; Maloney & Dal Martello, 2006; Massaro & Stork, 1998; Perrett,
Lee, Penton-Voak, Rowland, Yoshikawa, Burt, Henzi, Castles & Akamatsu,
1998). Among the various classes of objects we might encounter in our nat-
ural visual environment, the task of recognizing individual faces may be the
most frequently performed recognition task. Therefore, face recognition may
be one of the most meaningful and well-practiced of tasks in object recognition.
However, the computational mechanism that underlies human face recognition
is still poorly understood. One important challenge for researchers in this field
is to characterize the most critical elements of information in a face that human

observers depend on for person identification.

In psychology, a common theoretical distinction is made between the po-
tential difference in how facial features are encoded compared to the spatial

arrangement of those features (Collishaw & Hole, 2000; Diamond & Carey,
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1986; Leder & Bruce, 2000; Leder, Candrian, Huber & Bruce, 2001; Mau-
rer, Le Grand & Mondloch, 2002; Rhodes, 1988; Searcy & Bartlett, 1996).
Facial features commonly refer to the eyes, the nose, the mouth, the ears,
and any other local region of the face with a characteristic shape. The spa-
tial arrangement of facial features refers specifically to the exact distances
among features, and are sometimes referred to as configural or relational cues
(Leder & Bruce, 2000). In other words, psychologists have, for the most part,
concerned themselves with how human observers use those aspects of a face
that are well described by everyday language. However, this description of
facial features and configural cues may not necessarily map onto how faces
are coded in the human brain. There are numerous alternative approaches to
the features-versus-relations distinction that can be found in the field of auto-
mated face recognition (Zhao, Chellappa, Phillips & Rosenfeld, 2003). Some
of these automated systems (Lades et al., 1993; Sirovich & Kirby, 1987) have
been used to successfully model how human observers recognize faces (Burton
et al., 2005; Burton et al., 2001; Yue, Tjan & Biederman, 2006). However,
many of those physical aspects do not not correspond to anything we can
easily label with common terms; for example, eigenfaces (Sirovich & Kirby,
1987) and Gabor-jets (Lades et al., 1993). None of this should be surprising
to computer scientists or psychologists. The human face is a complex spatial
pattern and naturally lends itself to numerous forms of representation, any
of which might be a candidate for modelling human face recognition. Those
representations that appeal more to intuition, like the features and relational

cues, are simply one of the many representations that a theorist may evaluate.

However, even if one were to decide upon a particular kind of representa-
tion, the complexity of the human face poses additional problems. For exam-
ple, suppose that relational cues are in fact critical for face recognition. How
then do we decide on which specific feature relations are most important for
face recognition? On the frontal-parallel view of the human face alone, the
facial anthropometrist Leslie G. Farkas has listed 38 unique landmarks that

anthropometrists and surgeons can use to reliably map out the normal geom-
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etry of distances in a population of faces (Farkas, 1981). Considering only
the distances between pairs of these facial landmarks, there are already 703
distances to consider. If some psychologists are correct in supposing that con-
figural cues are important for face recognition, which among these distances
are most important for human observers? This tedious task has only been
partly undertaken (Haig, 1984; Sergent, 1984), and one can easily see why -
the possibilities are too many. In the spatial frequency domain, faces are no
less complicated; facial images have broad amplitude spectra and, depending
on the conditions of a face identification task, information that is useful for
identification may be distributed across the entire spectra (Gold, Bennett &
Sekuler, 1999; Néasdnen, 1999). In conclusion, the complexity of the human
face as a spatial pattern poses a problem for researchers who wish to uncover

those characteristics of the face that are most important for recognition.

Despite the challenges involved in specifying the critical aspects of facial
images, there is an optimism among many psychologists and cognitive scien-
tists that we have already learned a great deal about facial information from
the results of studies on the face inversion effect. The face inversion effect
refers to the reduction in identification accuracy and speed that occurs when
faces are viewed upside-down (inverted in orientation) compared to when they
are viewed upright. The face inversion effect is a highly robust effect that
can be observed in a diverse number of face identification paradigms, and
across a wide range of face images (Martelli, Majaj & Pelli, 2005; Valentine,
1988). The face inversion effect has been, and still is, of great interest to
researchers in the field of object recognition. One reason why the face inver-
sion effect has received so much attention is because many researchers believe
that this effect can be exploited to provide us with clues about the kinds of
facial characteristics we commonly use to identify faces (Barton, Keenan &
Bass, 2001; Collishaw & Hole, 2000; Diamond & Carey, 1986; Farah, Tanaka
& Drain, 1995; Farah, Wilson, Drain & Tanaka, 1995; Freire, Lee & Symons,
2000; Gauthier, Williams, Tarr & Tanaka, 1998; Kemp, McManus & Pigott,
1990: Leder & Bruce, 2000; Leder et al., 2001; Maurer et al., 2002; Rhodes,
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1988; Robbins & McKone, 2006; Searcy & Bartlett, 1996; Yin, 1969; Young,
Hellawell & Hay, 1987). Very briefly, this approach assumes that qualita-
tively different perceptual mechanisms support the recognition of upright and
inverted faces. The mechanism that supports upright face recognition exclu-
sively, while disrupted by stimulus inversion, is thought use information that
is critical for normal face recognition. Based on these assumptions, therefore,
some researchers have concluded that we can uncover the elements of infor-
mation that are most critical for normal face recognition by measuring the
magnitude of the inversion effect in face identification tasks designed so that
the observer is forced to use specific kinds of information. Facial information
associated with a strong inversion effect is then taken to be under the exclusive
domain of the mechanism underlying upright face processing and, therefore,

believed to be critical for normal face recognition.

To illustrate the common approach to understanding the inversion effect,
consider the study by Leder and Bruce (2000). Leder and Bruce designed a
relational set of faces that shared the same facial features but differed in how
those features were spaced. They also designed a set of parts-only faces that
shared the same spacing among features, but differed by the appearance of
individual facial features. Identification accuracy was measured for both sets
of faces, shown both in their normal upright orientation and also inverted. The
inversion effect was measured as the decrement in identification accuracy in
inverted conditions compared to upright conditions. Leder and Bruce obtained
larger inversion effects for the relational set of faces compared to the parts-

113

only set of faces, and they concluded that “...the inversion effect in faces
arises from the processing of critical relational cues from upright faces” (page
525). Within the same study, Leder and Bruce conduct similar experiments
and, from the results of those experiments, they state that: “The critical
information that is used in face recognition and that is disrupted by inversion
consists of relations between single features” (page 534). Based in part on
studies that have applied this approach to understanding face recognition,

many researchers have concluded that so-called configural or relational cues,
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the variations in the exact spacing among facial features (like the eyes, and
mouth), are critical for normal face recognition (Diamond & Carey, 1986;
Gauthier et al., 1998; Kemp et al., 1990; Le Grand, Mondloch, Maurer &
Brent, 2001; Le Grand, Mondloch, Maurer & Brent, 2003; Leder & Bruce,
2000; Leder et al., 2001; Maurer et al., 2002; Rhodes, 1988; Searcy & Bartlett,
1996).

There are two major problems with research that has taken the approach
just described. First, there is no clear evidence that upright and inverted face
recognition rely on qualitatively different processes. Almost two decades ago,
Valentine (1988) published a review of the face inversion effect that pointed
out this very problem. However, it was not until recently that experimental
research directly examined the idea that upright and inverted face identifica-
tion differ in a qualitative manner (Riesenhuber, Jarudi, Gilad & Sinha, 2004;
Sekuler, Gaspar, Gold & Bennett, 2004). Sekuler et al. (2004) used a psy-
chophysical technique called reverse correlation to directly visualize regions of
the face that observers use to identify both upright and inverted face recog-
nition. Their results were surprising because they showed that very similar,
local regions of the face — around the eyes and eyebrows — were used for
both upright and inverted face recognition. Despite the close similarity in the
information used to identify upright and inverted faces, there also appeared
to be very subtle, quantitative differences in how the small regions around the
eyes and eyebrows were sampled. The results of Sekuler et al. suggest that the
difference between upright and inverted face processing is quantitative, rather

than qualitative.

The common approach of using the face inversion effect to reveal the critical
elements of facial identity suffers from a second problem. This approach fails to
take into account one of the most fundamental constraints on any information-
processing strategy that must succeed at face recognition: facial characteristics
that can support accurate face identification must vary significantly across
individuals in the population. There is no clear evidence that the relational

cues available in real faces are variable enough to support face identification
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in a natural context.

Chapters 2 and 3 of this thesis describe studies that use different psy-
chophysical techniques to characterize the information-processing strategy used
during both upright and inverted face recognition. The results of these two
chapters extend the results of Sekuler et al. (2004) by providing further ev-
idence that is contrary to the notion that upright and inverted face recogni-
tion rely on qualitatively different processes. In fact, the results of these two
chapters, together with those of Sekuler et al., suggest that the information-
processing strategy used for face recognition is strikingly similar for upright
and inverted faces. Therefore, the results of Chapters 2 and 3 call into question
the common experimental approach that uses the inversion effect to uncover
the characteristics of the face that are most critical for normal face recognition.
However, this result does not necessarily mean that relational cues are unim-
portant for face recognition. Nonetheless, the importance of relational cues,
or any facial cue for that matter, must be confirmed by determining if their
variability in a population of faces is large enough to support face recognition.
Chapter 4 therefore presents a novel approach that makes use of data from
facial anthropometry to assess the ecological utility of configural cues. Our
results demonstrate that two of the most commonly studied configural cues,
interpupillary distance and nose-to-mouth distance, would not be particularly

useful cues for face recognition in a natural context.

Part of this thesis questions how researchers have commonly used the in-
version effect to further their understanding of face recognition. However, our
results do not exclude the possibility that the inversion effect could be used to
better understand normal face recognition in other ways. On the contrary, our
studies demonstrate similarities between upright and inverted face processing
that are striking in light of the fact that inverted faces are almost never en-
countered in one’s natural environment. Chapter 5 explains that one way to
resolve this issue is to suppose that the facial characteristics most critical for
face recognition may, in fact, look similar when either upright or inverted.

This speculation raises some interesting theoretical questions about the kind
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of knowledge that we gain during our extended experience performing pattern
recognition tasks. Chapter 5 also discusses a very important phenomenon in
the face recognition literature called the Thatcher Illusion (Thompson, 1980).
This striking perceptual phenomenon is perhaps the experimental finding that
is most often cited in support of a qualitative difference between upright and
inverted face recognition. However, I suggest that the Thatcher Illusion is
also consistent with the alternate framework suggested by this thesis, that
information-processing for upright and inverted face recognition rely on simi-

lar information-processing strategies.
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Chapter 2
Efficiency and Internal Noise

What computations are performed to recognize a human face? To under-
stand the neural system underlying face recognition, we need to describe both
its capabilities and its limitations. The recognition of inverted (e.g., upside-
down) and contrast-reversed faces is especially illuminating: Faces transformed
in these ways contain all of the information that a normal face provides, and yet
humans recognize the transformed faces less accurately and more slowly (Yin,
1969; Galper, 1970). The face inversion and contrast-reversal effects reflect
constraints on human vision that are highly consistent across observers and
paradigms (for reviews see Martelli, Majaj & Pelli, 2005 and Vuong, Peissig,
Harrison, & Tarr, 2005).

The reliability of the face inversion effect has led some researchers to sug-
gest that stimulus orientation affects the relative contributions of configural
and feature-based processing to face perception (for a review see Maurer, Le
Grand & Mondloch, 2002). However, Sekuler et al. (2004) took a different
approach, and considered how upright and inverted face identification might
differ if both are based on the application of local spatial filters (Ahumada,
2002; Murray, Bennett & Sekuler, 2002; Burgess, 1985). Sekuler et al. hy-
pothesized that, even if inverted and upright face identification is based on

12
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the responses of local filters, there can be important differences in how regions
across the face are sampled. Using the reverse correlation method, Sekuler et
al. were able to map the influence of various pixels on responses in identifi-
cation tasks that used upright and inverted faces. The resulting maps, called
classification images, were surprisingly similar for upright and inverted faces,
and showed that observers identified faces based on information conveyed by
pixels in spatially limited regions around the eyes and eyebrows, regardless of
face orientation. Nonetheless, there were quantifiable differences between the
structure of classification images obtained with upright and inverted faces, and
these differences were strongly correlated with the size of the face inversion
effect found in different observers. Sekuler et al. concluded that although the
spatial sampling strategies used for upright and inverted face identification dif-
fer only slightly, the differences are sufficient to account for the face inversion
effect. Moreover, they found no evidence to support the idea that observers
used fundamentally different processes to identify upright and inverted faces

in their experimental conditions.

The conclusions drawn by Sekuler et al. (2004) assume that the levels of
internal noise are equivalent when processing both upright and inverted faces,
and that the effect of stimulus orientation on the structure within the classifi-
cation images was due solely to differences in the efficiency with which informa-
tion is extracted from stimuli (Murray, Bennett & Sekuler, 2005). However, it
is plausible that internal noise levels are higher when processing inverted faces
than when processing upright faces. For example, suppose that observers dis-
criminate faces on the basis of responses of local spatial filters. Spatial jitter
between the stimulus and a filter - which might arise as a result of eye move-
ments — can introduce variation in the filter’s response that is proportional
to the stimulus contrast variance (Tyler & Chen, 2000). Therefore, if ob-
servers use similar sampling strategies to encode upright and inverted faces,
but there is more spatial jitter in the inverted condition, then internal noise
should be greater for inverted faces. Moreover, the idea that spatial jitter is

greater for inverted faces is consistent with the report that patterns of fixa-
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Figure 2.1: The pair of female faces used in the four main stimulus conditions:
normal (A), reversed-contrast (B), inverted (C), and both reversed-contrast
and inverted (D). An additional pair of male faces, not shown, was also used
in each of the four conditions.
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tions during face identification are more random for inverted faces (Barton,
Radcliffe, Cherkasova, Edelman, & Intriligator, 2006). Fortunately, there is a
psychophysical measure of an observer’s response consistency that allows one
to estimate the total quantity of internal noise associated with identification
(Green, 1964; Burgess & Colborne, 1988; Gold, Bennett & Sekuler, 1999b;
Gold, Sekuler & Bennett, 2004). When combined with the results of a noise-
masking experiment, which provides an estimate of the relative efficiency of
spatial sampling (Pelli & Farell, 1999), measures of response consistency can
be used to estimate the separate constraints imposed by inefficient spatial sam-
pling and elevated internal noise. In the current study, we combined noise-
masking and response consistency methods to measure the internal noise and
efficiency associated with identifying normal, inverted, and contrast-reversed
faces. The inclusion of contrast-reversed faces allowed us to compare face in-
version with another type of transformation on faces that makes them look less
familiar while, at the same time, preserving the information that is available

for identification.

2.0.1 The noise-masking technique

We measured contrast thresholds for two-alternative face identification
both with and without the addition of display noise (see Figure 2.1). Because
the face inversion and contrast-reversal effects are well-established results, we
expected contrast thresholds in the absence of external noise to be higher for in-
verted and contrast-reversed faces (see Figure 2.2a). In other words, observers
should need more contrast to identify these transformed faces accurately, com-
pared to normal faces. As described by Pelli (1990), higher thresholds may
reflect the contributions of two different types of constraints: a decrease in
high-noise efficiency, or an increase in equivalent input noise. Pelli described
a method to estimate high-noise efficiency and equivalent input noise by mea-
suring contrast thresholds both with and without external noise added to the
stimulus. In the current study, we applied this noise-masking method to the

recognition of normal, inverted, and contrast-reversed faces, and also faces
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that were both inverted and contrast-reversed. By comparing the high-noise
efficiency and equivalent input noise of normal face recognition to those that
of our transformed faces, we characterized the constraints on performance as-

sociated with each stimulus transformation.

Across a wide range of psychophysical tasks, thresholds, expressed as squared
rms contrast, c2,., are a linear function of external noise variance, o2. (Pelli,
1998; Bennett, Sekuler & Ozin, 1999; Legge, Kersten & Burgess, 1987; Pelli
& Farell, 1999; Raghavan, 1989; Tjan, Braje, Legge & Kersten, 1995; Dosher
& Lu, 2000; Lu & Dosher, 1998; Lu, Liu & Dosher, 2000). Gold, Bennett
and Sekuler (1999) and Gold, Sekuler and Bennett (2004) demonstrated that
the function relating face discrimination thresholds to external noise, herein
referred to as the noise-masking function, also is linear. Therefore, the noise-
masking function for faces can be fully characterized by two independent pa-
rameters: ¢ and k:

2 =k(o?+a?) (2.1)

Tms

The parameter o2 , which is referred to as the equivalent input noise, is defined
as the external noise variance that doubles threshold over a zero-noise baseline.
The slope, k, is proportional to the effective signal-to-noise ratio at threshold,
and is inversely proportional to an observer’s high-noise efficiency (Pelli &
Farell, 1999). A low value of k occurs when sampling efficiency is high and/or

when contrast-dependent internal noise is low.

At one extreme, the face inversion or contrast-reversal effects could be fully
characterized by an increase in 2. For example, inversion could increase con-
trast thresholds by the same amount across all levels of display noise. In this
case, the noise-masking functions for inverted (or contrast-reversed) and nor-
mal faces would be the dotted and solid lines, respectively, in Figure 2.2b.
Theoretically, this scenario is consistent with the hypothesis that the pri-
mary constraint on the perception of inverted faces is an increased amount of
contrast-invariant internal noise. An increase in equivalent input noise is con-

sistent with the idea that the representations of inverted (or contrast-reversed)
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Figure 2.2: Contrast thresholds plotted as a function of the level of display
noise on linear axes. Thresholds for identification without display noise (A) are
expected to be higher for inverted and contrast-reversed faces (hollow square),
relative to those for normal faces (solid circle). An increase in equivalent input
noise results in thresholds rising by the same amount for all levels of external
noise; e.g., the dotted line in B is a vertically shifted copy of the solid line.
A decrease in calculation efficiency results in thresholds that rise faster with
increasing amounts of external noise; e.g., the dotted line in C has a steeper
slope than the solid line.

faces are corrupted by random variations in local contrast beyond those cre-
ated by display noise. Many low-level factors may contribute to equivalent
input noise (e.g., the quantum fluctuation of photons, variability in neuronal
firing rate; for reviews see Pelli, 1990 and Raghavan, 1995). High-level fac-
tors may also contribute to increased equivalent input noise, even if variability
remains constant at the level of individual neurons. For example, face inver-
sion and contrast-reversal might result in a degradation of visual attention,
which is known to modulate the contrast gain of individual neurons at rel-
atively early stages of visual processing like V4 (for example, see Reynolds,
Pasternak & Desimone, 2000). Because of the reduction in early signal gain,
any neuronal noise introduced after the attention-dependent change in gain
will have a greater influence on behavior, relative to stimulus-related activity.
Psychophysically, this type of attention-modulated contrast-gain would mani-
fest itself as an increase in contrast-invariant internal noise. Any other type of

early signal attenuation that occurs before a late noise source can also result



C.M. GASPAR — MCMASTER UNIVERSITY, PSYCHOLOGY 18

in increased contrast-invariant internal noise.

At the other extreme, either the face inversion or contrast-reversal effect
could be fully characterized by an increase in the slope of the noise-masking
function, k£ (Figure 2.2c). Decreased high-noise efficiency may be caused by
an inefficient information-sampling strategy. In our task, the ideal strategy
is to cross-correlate the stimulus with templates that match each of the two
possible targets, and select the item that yields the highest cross-correlation.
An equivalent strategy is to compute a linear combination of contrast values
in the stimulus and then select a response based on whether the sum is greater
or less than some criterion. In our task, the optimal set of contrast weights
corresponds to the difference between the two images, which can be thought
of as a map of the information available for discrimination (Figure 2.3a). An
observer who completely ignores any region of the face containing information
is using an inefficient sampling strategy. For example, the weighting schemes
depicted in Figures 2.3b and 2.3c are suboptimal, and therefore would lead
to high values of k. However, the strategy depicted in Figure 2.3c consid-
ers pixels that denote larger differences between the targets and, therefore,
is more efficient than the strategy in Figure 2.3b, leading to a lower value of
k. The classification image results of Sekuler et al. (2004) suggest that ob-
servers performing both upright and inverted face identification rely on local
spatial filters to perform the task, and that differences in the quality of these
filters are responsible for the face inversion effect. However, their results also
demonstrate that the differences between the spatial filters used for upright
and inverted faces are subtle, and not like the gross change in the placement
of local filters illustrated by the difference between Figures 2.3b and 2.3c.

2.0.2 Response consistency

The interpretation of the noise-masking function slope as the inverse of
sampling efficiency is complicated by the fact that the visual system contains
contrast-dependent (multiplicative) noise (Burgess & Colborne, 1988). Indeed,

it can be shown that, in the context of our framework, a higher value of k
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Figure 2.3: The ideal template in A is the difference between the two target
images in one version of our recognition task (upright, male faces with normal
contrast polarity). Pixels that are closer to black or to white, rather than grey,
are highly informative. The linear templates shown in B and C are suboptimal
because they fail to consider all pixels. The linear template in C is more
efficient than the one in B because it considers more informative regions. Face
orientation and contrast-polarity have no effect on how information is spread
across the face. Face gender does have an effect; separate ideal templates exist
for the pair of male and female faces we used.

could be due either to decreased sampling efficiency or to increased contrast-
dependent noise (Gold et al., 1999b). To disambiguate the results, we use
the so-called “double-pass technique,” which measures the percent agreement
between the responses to two identical sequences of stimuli-plus-noise combi-
nations (Green, 1964; Burgess & Colborne, 1988; Gold et al., 1999b; Gold et
al., 2004). The way in which percent correct and percent agreement co-vary is
related to the internal:external noise ratio at the level of the decision variable
(Green, 1964; Burgess & Colborne, 1988), as illustrated in Figure 2.4. The hol-
low squares depict hypothetical data from a task in which the internal:external
noise ratio is relatively high: the hollow squares fall along a line that has a shal-
low slope. In contrast, the filled circles depict hypothetical data from a task in
which the internal:external noise ratio is relatively low: in this case, the filled
circles fall along a line with a steep slope. If inversion or contrast-reversal im-
pair face recognition by increasing contrast-dependent internal noise, then the

internal:external noise ratio should be higher in those conditions, and the line
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relating response accuracy and consistency should be shallower in those con-
ditions than in a condition used normal faces. If, on the other hand, inversion
or contrast-reversal does not alter contrast-dependent noise, then the relation
between response accuracy and consistency should be invariant across condi-
tions. Such a result would mean that any observed differences in high-noise

efficiency could not be attributed to changes in contrast-dependent noise.

2.1 Methods
2.1.1 Observers

Eight observers (6 female, 2 male; average age = 22 years) participated in
the experiment. All participants, except CG, were naive about the purpose of
the experiment and unfamiliar with the faces that were used as stimuli. Three
participants (CG, AC and WL) were experienced psychophysical observers. All
participants had normal or corrected-to-normal Snellen acuity. One subject
did not complete all eight conditions, and so was excluded from the statistical

analyses.

2.1.2 Stimuli & Apparatus

Stimuli were generated by a Macintosh G3 computer, and displayed on an
AppleColor High-Resolution RGB monitor (model M0401) using MATLAB
5.1 and the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997). The monitor
resolution was set to 640 x 480 pixels at a frame rate of 67 Hz (non-interlaced).
The monitor calibration data were used to build a 1779-element look-up ta-
ble (Tyler, Chan, Liu, McBride & Kontsevich, 1992). Customized computer
software constructed the stimuli on each trial by selecting the appropriate
luminance values from the calibrated lookup table and storing them in the
display’s 8-bit lookup table. This procedure enabled us to manipulate con-
trast with high resolution: for example, pixel contrast could be varied from

-0.99 to +1.70 in steps of approximately 0.0015.
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Figure 2.4: An example response-consistency plot based on hypothetical re-
sults. The Y-axis shows percentage of correct responses for a given level of
image contrast. The X-axis shows the percentage of exactly repeated trial-
pairs on which the observer gave the same response. Percent agreement is
measured over all the trial-pairs for a given level of image contrast, giving us
separate measures of agreement for each level of contrast that we test. The
model data depicted with hollow squares is meant to reflect an observer with

high internal noise, while the model data drawn in solid circles reflects low
internal noise.
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Face stimuli were based on digitized photographs of 4 faces (2 male and
2 female) cropped to an oval window, excluding areas showing the chin and
hair, including the hairline (see Gold et al., 1999 for details). From the viewing
distance of 1 meter, the height and width of each face subtended 2.0 and 1.4
deg respectively. Faces were centered within a 128 x 128 pixel square, and
the amplitude spectrum of each image was set to the average spectrum across
the original set of ten images. Faces were presented to observers in either

a uniform field or embedded in white Gaussian noise (contrast variance o2=

n

0.0625) From the viewing distance of 1 meter, each face stimulus subtended

2.6 x 2.6 deg. Average luminance was 33 cd/m?.

2.1.3 Procedure

Each participant performed two-alternative face identification in eight sep-
arate sessions, one for each possible combination of face gender, orientation,
and contrast polarity. During each session, observers either discriminated the
two male faces, or the two female faces; orientation and contrast polarity were
held constant within each session as well. The order of conditions varied ran-
domly among participants, except that sessions were grouped by face gender

for two of the eight participants.

Each experimental session consisted of 2000 trials, lasting approximately
one hour. Sessions began with a two-minute adaptation period, followed by
a screen displaying the two face images to be discriminated during each test
trial. Participants were instructed to carefully examine the faces during this

time, and also during the selection period of each trial.

Trials consisted of the following sequence: First, a small fixation point (8
x 8 arc min) was displayed at the center of the screen for 1 s; across trials,
the fixation point randomly changed from black to white. Participants were
instructed to focus on this marker until stimulus presentation. The stimulus
was then displayed in the center of the screen for 0.5 s. This test stimulus was

one of the two possible faces (randomly selected on each trial), with external
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noise added where applicable. Finally, a selection screen appeared. This screen
displayed both faces, without noise, at a contrast variance of 0.1. Participants
were instructed to press a button corresponding to the face they believed
was the test stimulus. Feedback was provided in the form of short audio
beeps: a low tone for incorrect responses, and a high tone for correct responses.
Participants were familiarized with this entire procedure in short demo sessions

of approximately 20 trials before completing any experimental sessions.

Each session consisted of two types of randomly intermixed trials, in which
the face stimuli were embedded in a high level of external noise (contrast
variance = 02 = 0.0625) or presented on a uniform background (i.e., zero
noise). For each trial type, stimulus contrast was manipulated by two inter-
leaved staircases, one following the 2-down/1-up rule and the other following
a 3-down/1l-up rule. Each staircase continued for a total of 250 trials. The
first 1000 trials, during which all four staircase runs were completed, were
replicated exactly and in the same order for the second half of the session. All
participants, except CG, were not aware that the second half of trials was a

replicate of the first half.

2.1.4 Analyses

In each condition, the data from the two staircases were combined and
a single psychometric function was estimated by computing the best-fitting
Weibull function. Threshold was defined as the contrast variance needed to
produce 71% correct responses. Equation 2.1 was fit to thresholds measured in
zero-noise and high-noise conditions to derive k and o2 value for each partici-
pant in each condition. A bootstrap procedure of 1500 iterations was used to
calculate the standard deviations of threshold, &, and ¢;. Monte Carlo simula-
tions were used to estimate threshold of a simulated ideal observer at multiple
non-zero noise-levels. Equation 2.1 was then fit to the resulting threshold-vs.-
noise functions to estimate the values of the slope, k;geq;, for Male and Female
stimuli. Values of k obtained from real observers with male and female faces

were divided by the appropriate value of k;ze, and multiplied by 100 to obtain
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percent high-noise efficiency (Pelli & Farrell, 1999).

Our derivation of k and o2 assumes that thresholds are well fit by Equa-
tion 2.1. This assumption is reasonable for identification thresholds for normal
faces, which have been shown to be consistent with Equation 2.1 (Gold et al.,
1999b; 2004), however, we know of no previous work showing that discrimi-
nation thresholds for inverted or contrast-reversed faces conform to the pre-
dictions of the linear model. Therefore, we conducted a pilot study using the
first author as the observer to determine if Equation 2.1 also provides a good
fit to noise-masking functions obtained with inverted and contrast-reversed
faces. Across five levels of external noise that spanned an order of magnitude,
and which included the level of noise used in the experiments of this study,
the noise-masking functions obtained with inverted and contrast-reversed faces
were well fit by Equation 2.1 (R? > 0.98). Hence, our assumption that Equa-

tion 2.1 provides a good fit to thresholds in all conditions is reasonable.

For each level of stimulus contrast variance used during trials with exter-
nal noise, a percentage of agreement, P,, was calculated for replicated trials.
A percentage of correct responses, P., was also estimated for each stimulus
contrast by using the fitted Weibull (psychometric) function described ear-
lier. By pairing P, and P, according to stimulus contrast, we were thus able
to obtain a unique mapping between P, and P.. An observer modeled with
different levels of internal noise, relative to a constant amount of externally
added noise, responds with systematic changes to the slope s of this equation
(Gold, Bennett & Sekuler, 1999b):

P, = log,(P,/100)s + 100 (2.2)

The relationship between internal noise and s was measured by running Monte
Carlo simulations of an observer performing in this experiment for 50 different
levels of internal noise. By comparing a participant’s slope to the modeled
observer’s slope, we were thus able to obtain an estimate of their total internal

noise (o;), relative to external noise (0,). This noise standard deviation ratio
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0;/0, was calculated for each participant, in all conditions.

2.2 Results
2.2.1 Contrast thresholds without external noise

The effects of stimulus inversion and contrast reversal were computed by
dividing thresholds measured in the inverted, negative contrast, and com-
bined (i.e, inverted and negative contrast) conditions by threshold in the up-
right, positive contrast condition (see Figure 2.5). A within-subject ANOVA
on the log-transformed ratios revealed no significant effects (stimulus gender:
F(1,6) = 0.608, p = 0.46; condition: F(2,12) = 3.08, p = 0.083; stimulus
gender x condition: F(2,12) = 1.21, p = 0.33). An overall index of inversion
and contrast reversal was estimated by averaging the three log-transformed
ratios measured for each subject. The mean log-transformed ratio of 0.245
(i.e., mean ratio = 1.76) was significantly greater than zero (t(6) = 6.27,
p = 0.0007). In other words, our observers demonstrated the expected impair-
ment of performance when viewing inverted and contrast-reversed faces (for
inverted faces, see Yin, 1969, Sekuler et al., 2004, and Martelli et al., 2005; for
contrast-reversed faces, see Galper, 1970, Liu & Chaudhuri, 1997, Liu, Collin
& Chaudhuri, 2000, Vuong et al., 2005, and Russell et al., 2006). Compared to
normal faces, observers needed approximately 50% more contrast to identify
inverted faces and 67% more contrast to identify contrast-reversed faces (see
Figure 2.5). The magnitude of these effects fall within the range that Martelli,
et al. (2005) report in their meta-analysis of face inversion effects. This result
is important because it shows that our 2-alternative face recognition task elic-
its an inversion effect as strong as that obtained in a wide range of previously

studied tasks (including tasks using a relatively large number of faces).

2.2.2 Noise-masking functions

To make it easier to compare the current findings with previous studies,

equivalent input noise variance was converted to power spectral density by
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Figure 2.5: Ratios of rms contrast thresholds for recognition without display
noise: inverted, contrast-reversed, and both inverted and contrast-reversed,
each divided by normal-face thresholds. The data have been collapsed across
stimulus gender. Error bars represent 95% confidence intervals. The dashed
line indicates no effect of inversion or contrast reversal. The solid line indicates
a contrast ratio of 1.6, which is the size of the average inversion effect reported
in a meta-analysis by Martelli, Majaj and Pelli (2005).
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multiplying o2 by the area of a single pixel (in deg?®). Equivalent input noise,
averaged across all conditions, was 1.2 x 107° deg?, which is very similar to the
value reported in previous studies of 10-alternative face identification (Gold,
Sekuler & Bennett, 2004; Gold, Bennett & Sekuler 1999b), 2-alternative face
identification (Gold et al., 2004), and letter identification when the letters are
the same size as the faces used in this study (Pelli & Farell, 1999). Equivalent
input noise is plotted as a function of stimulus orientation and contrast po-
larity in Figure 2.6a. A 3-factor (Stimulus Gender x Orientation x Contrast
Polarity) within-subjects ANOVA on log-transformed values of equivalent in-
put noise found no significant main effects (F < 1, p > 0.48 in all cases) and
no significant interactions. Hence, we found no evidence that equivalent input

noise was affected by stimulus gender, orientation, or contrast polarity.

Log-transformed high-noise efficiency is plotted as a function of stimulus
orientation and contrast polarity in Figure 2.6b. High-noise efficiency appeared
to be significantly greater for upright than inverted faces, and for normal con-
trast than reversed-contrast faces. These observations were confirmed by a
3-factor (Stimulus Gender x Orientation x Contrast Polarity) within-subjects
ANOVA on log-transformed high-noise efficiency, which revealed significant
main effects of Orientation (F(1,6) = 77.62, p = 0.00012) and Contrast Po-
larity (F(16) = 23.46, p = 0.0028), and a significant Orientation x Contrast
Polarity interaction (F(1,6) = 7.91, p = 0.031). No other effects were signifi-
cant. After collapsing high-noise efficiencies across stimulus gender, multiple,
one-tailed t-tests were performed to analyze the Orientation x Contrast Polar-
ity interaction. Efficiency was higher for normal faces than for i) inverted faces
(t(6) = 7.64, p < 0.001, one-tailed); ii) contrast-reversed faces (t(6) = 4.82,
p = 0.0014, one-tailed); and iii) faces that were both contrast-reversed and in-
verted (t(6) = 7.38, p < 0.001, one-tailed). In addition, efficiency for inverted,
positive contrast faces was higher than for inverted, negative contrast faces
(t(6) = 3.6, p = 0.006, one-tailed). No other pairwise comparisons were signif-
icant. The significant Orientation x Contrast Polarity interaction implies that

the effects of the two manipulations on high-noise efficiency were not additive.
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Indeed, inspection of Figure 2.6b shows that the effects were sub-additive:
inverting a contrast-reversed face reduced efficiency, but by an amount that
was less than the prediction generated by adding the main effects of contrast

polarity and orientation (i.e., the hollow triangle in Figure 2.6b).

2.2.3 Multiplicative noise

The relation between response accuracy and response consistency was sim-
ilar across conditions (Figure 2.7a). Using the procedure outlined in the Meth-
ods section, internal:external noise ratios were estimated from the double-pass
consistency data of all our observers (see Figure 2.6¢). A 3-factor (stimulus
gender X orientation X polarity) within-subjects ANOVA on log-transformed
data revealed no significant effects (F' < 2.33, p > 0.17 in all cases). There-
fore, we found no evidence that multiplicative noise changed reliably with

either stimulus inversion or contrast-reversal.

Linear regression was used to determine if individual differences in the ef-
fects of orientation (or contrast polarity) on efficiency were related to the effects
of orientation (or contrast polarity) on internal:external noise ratios. For both
positive and negative contrasts, the effect of orientation on efficiency — defined
as the log difference between efficiencies measured in the upright and inverted
conditions — were not related to the log difference between internal:external
noise ratios measured in the upright and inverted conditions (positive con-
trast: F(1, 12) = 0.075, p = 0.789; negative contrast: F(1, 12) = 2.128,
p = 0.17). Likewise, for both upright and inverted faces the effect of contrast
polarity on efficiency was unrelated to the effect of contrast polarity on in-
ternal:external noise ratio (upright: F(1, 12) = 1.728, p = 0.213; inverted:
F(1, 12) = 0.382, p = 0.548). Hence, we found no evidence that the effects of
orientation and contrast polarity on high-noise efficiency were correlated with

changes in internal:external noise ratio.
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Figure 2.6: The effect of inversion and contrast-reversal on: a) equivalent
input noise; b), log high-noise efficiency, and c), the internal-to-external noise
ratio (I/E). Data averaged across observer and stimulus gender. Error bars
represent +£1 SEM.
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Figure 2.7: Top: Response consistency data for four observers. Each plot com-
pares consistency measured in the normal (upright, positive-contrast) stimulus
condition and either the inverted (left column) or contrast-reversed (right col-
umn) condition. Inversion had no significant effect on consistency.
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2.3 Discussion

Face inversion and contrast reversal were associated with significantly higher
identification thresholds and reduced high-noise efficiency. However, we found
no evidence that inversion or contrast reversal affected the levels of contrast-
independent and contrast-dependent internal noise. These results suggests
that, compared to normal face recognition, observers are less able to use the

available information when recognizing inverted or contrast-reversed faces.

Sekuler et al. (2004) demonstrated that observers used information con-
veyed by pixels near the eyes and eyebrows to identify upright and inverted
faces. Nonetheless, there were subtle differences in the way these pixels were
combined, and these differences were strongly correlated with the effect of face
orientation on performance. Sekuler et al. argued that the subtle differences
in classification images reflected differences in the way observers sampled in-
formation in upright and inverted faces. An alternative hypothesis, however,
is that the structural differences in the classification images were caused by
differences in internal noise (Murray et al., 2002). The results of the present
study rule out this alternative explanation. Instead, the current findings are
consistent with the idea that face inversion causes observers to make subtle,
but consistent, changes in how they extract information from around the eye(s)

to identify a face.

The failure to find a change in internal noise implies that rotating a face,
or inverting its contrast, produces systematic, rather than stochastic, changes
in face processing.In this regard, it is interesting to note that the differences
between identification of normal and inverted (and/or contrast-reversed) faces
are the same as those found between the identification of complex patterns
after and before extended practice. Gold et al. (1999b; 2004) showed that
practice in face and texture identification tasks increased high-noise efficiency
but did not affect internal noise. Therefore, the specific kind of advantage we
possess for upright face recognition, relative to inverted or contrast-reversed

faces, is the same advantage that is developed with extensive practice. Ad-
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ditionally, Gold et al. (2004) measured classification images for 2-IFC face
identification both before and after extensive practice. A comparison of pre-
and post-learning classification images revealed that subtle rather than gross
changes in the spatial sampling strategy were produced by perceptual learn-
ing. In direct parallel to the classification images for upright and inverted faces
measured by Sekuler et al. (2004), observers in the Gold et al. (2004) study al-
ways appeared to be relying on pixels around the eyes and eyebrows regardless
of how long they had been practicing. Faces that are both contrast-reversed
and inverted are rarely, if ever, encountered in the natural environment. The
results of our study, combined with those of Gold et al. (1999b, 2004), suggest
that our experience with faces results in a more efficient information-sampling
strategy, but only for faces presented in the familiar orientation and contrast

polarity.

Rotating a face has a variety of effects on face perception: it makes it more
difficult to detect misoriented facial features (Lewis, 2001; Thompson, 1980),
to discriminate differences in the distances between facial features (Barton,
Keenan & Bass, 2001; Freire, Lee & Symons, 2000; Leder & Bruce, 2000;
Leder et al., 2001), as well as making it more difficult to identify the face.
It is tempting to conclude that these various inversion effects are different
manifestations of a single, underlying effect of orientation on face perception.
However, it is possible that face inversion reduces the accuracy of identification
and these other types of judgments for different reasons. The current study
demonstrates that the sole effect of face inversion and contrast reversal on face
identification is to reduce the sampling efficiency. It is not known whether face
inversion, or contrast reversal, reduces the accuracy of other facial judgments
for the same reason, or whether inversion and/or contrast reversal increases
internal noise. To properly compare inversion and contrast reversal effects
across stimuli and tasks, future studies should disentangle the effects of those

manipulations on efficiency and internal noise.



C.M. GASPAR — MCMASTER UNIVERSITY, PSYCHOLOGY 33

2.3.1 Conclusion

The current experiments demonstrate that face inversion and contrast re-
versal cause a reduction in high-noise efficiency but have no effect on internal
noise. These results have two implications for our understanding of face iden-
tification. First, they are consistent with the claim that inversion reduces face
identification accuracy by producing a subtle but consistent shift observers’
spatial-sampling strategies (Sekuler et al., 2004). Second, they implicate the
role of orientation- and contrast-specific expertise in the face inversion and

contrast-reversal effects.
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Chapter 3

Spatial Frequency Tuning of
Upright and Inverted Face

Identification

Aside from the written word, there is no class of objects that the adult
human has greater experience identifying than the human face. Of necessity,
we become expert face identifiers and can recognize thousands of faces at a
single glance (Bahrick, Bahrick & Wittlinger, 1975). However, if those same
faces are turned upside-down, recognition becomes much more difficult (Yin,
1969; for a review, see Valentine, 1988). This result, known as the inversion
effect, is interesting because an inverted face contains the same amount of
information as an upright face. Thus, inverted faces must be more difficult
to identify because the way we use that information varies as a function of

orientation.

Previous results suggest that observers are less efficient at extracting the
relevant information from inverted faces compared to upright faces (Sekuler,
Gaspar, Gold & Bennett, 2004; Sekuler, Gold, Gaspar & Bennett, 2001), but

the orientation-related changes in processing are subtle. For example, using the

38
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response classification technique, Sekuler et al. (2004) showed that observers
used similar, localized regions of the face (i.e., near the eyes and eyebrows) to
discriminate pairs of faces, regardless of face orientation. There also was no
evidence for a difference in the extent of second order processing across face
orientation. Hence, the difference in performance measured with upright and
inverted faces reflected the fact observers used information around the eyes
more optimally when the faces were upright, and not that different parts of

the stimulus were used at different orientations.

In this paper we examine whether larger effects of orientation would be
found in the spatial-frequency domain rather than the space domain. Faces
are broadband patterns, containing information at all spatial scales (Gold,
Bennett & Sekuler, 1999; Nésdnen, 1999). Nonetheless, upright face identifi-
cation appears to rely most heavily on a narrow band of spatial frequencies of
approximately 6-13 cycles per face (Costen, Parker & Craw, 1996; Gold, et al.,
1999; Niasdnen, 1999; Ojanpad & Nasdnen, 2003). It is not known, however, if

a similar narrow band of frequencies mediates inverted face perception.

Previous researchers have suggested that processing of upright and inverted
faces is qualitatively different — with configural processes dominating up-
right face recognition and feature-based processing dominating inverted face
recognition (Leder, Candrian, Huber, & Bruce, 2001; Maurer, Le Grand, &
Mondloch, 2002; Schwaninger, Lobmaier & Collishaw, 2002). Researchers also
have suggested that the two types of processing are mediated by different spa-
tial frequency bands (Costen, Parker & Craw, 1994; Glass, Bradshaw, Day &
Umilta, 1985; Goffaux, Hault, Michel, Vuong & Rossion, 2005; Schwaninger, et
al., 2002; Sergent, 1984; White & Li, 2006), with configural and feature-based
processing mediated, respectively, by low and high spatial frequency mecha-
nisms. Given this sort of reasoning, one should expect to see clear differences
in the frequency bands underlying upright and inverted face processing, with a
shift in the relevant frequencies across the two conditions. The present study
examined this issue by using critical band masking (e.g., Patterson, 1974) to

estimate the spatial frequency channel used to identify upright and inverted
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faces.

3.1 Methods
3.1.1 Observers

Six observers (4 male, 2 female; average age = 20) participated in the ex-
periment. Four were experienced psychophysical observers (AML, JLT, KNT
and TMC), but all were naive about purpose of the experiment. All observers

had an uncorrected or corrected binocular Snellen Acuity of 20/20 or better.

3.1.2 Stimuli & Apparatus

Stimuli were generated by a Power Mac G4 computer, and presented on
a Sony Trinitron GDM-F520 monitor using MATLAB and the Psychophysics
Toolbox (Brainard 1997; Pelli 1997). Face stimuli were based on digitized
photographs of 10 faces (5 male and 5 female) cropped to an oval window,
excluding areas showing the chin and hair, including the hairline (see Gold,
Bennett, and Sekuler (1999) for details). From the viewing distance of 100 cm,
the height and width of each face subtended 3.3 deg (96 pixels) and 2.3 deg (67
pixels), respectively. Faces were centered within a 4.4 x 4.4 deg square (128
x 128 pixels), and the amplitude spectrum of each individual face image was
replaced with the average spectrum across all 10 images. Faces were presented
to observers on a uniform background of average grey luminance or embedded
within filtered or unfiltered white Gaussian noise (see Figure 3.1). Filtered
noise was either low- or high-pass, each with cut-off frequencies of 1, 2.1, 4.2,
8.4 and 16.8 cycles per face width (cpf). The contrast variance of the unfiltered

noise was 0.08.

3.1.3 Procedure

The sequence of events on a given trial was as follows: A small fixation

square (8.3 x 8.3 arc min) appeared at the center of the screen (the polarity of
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Figure 3.1: An illustration of the various types of noise used in the experiment.
Two faces are embedded in low-pass and high-pass filtered noise, with cutoft
frequency varying from approximately 4 to 17 cycles per face width (cpf). Face
contrast variance is the same in every image. With low-pass noise, the face
becomes difficult to identify when the cutoff frequency is above 9 cpf; with
high-pass noise, the face is difficult to identify when the cutoff is below 9 cpf.
In the experiment, cutoff frequencies varied from 1 to 32 cpf. In addition, faces
were presented in all-pass (i.e., white) noise and in no noise (i.e., a uniform
background).
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the square - black or white - varied randomly from trial to trial). After 100 ms,
the fixation square disappeared and a face was displayed for 500 msec. After
the target face disappeared, observers were presented with a selection window
that contained all ten faces at a r.m.s contrast of 0.32; each face was resized to
2.6 by 1.8 deg. The observer identified the target face by using the computer
mouse to click on an item in the selection window. Auditory feedback, in
the form of 600 and 200 Hz tones, was presented after correct and incorrect
responses, respectively. After the response, the selection window disappeared,

and the fixation square reappeared signaling the start of the next trial.

Observers participated in 3-6 one-hour sessions held on different days. Each
session consisted of 12 or 14 blocks of trials, with a different noise presented in
each block. All sessions contained the following stimulus conditions: no-noise,
all-pass (white) noise, and low- and high-pass noise with cutoff frequencies of
1, 2.1, 4.2, 84 and 16.8 cpf. Some sessions included two additional blocks
of all-pass noise. Also, thresholds were measured in two subjects with cutoff
frequencies of 32 cpf. The order of conditions was randomized within a session.
In each block, contrast variance of the face stimuli varied according to a 2-
down/1-up staircase procedure, with an initial contrast variance of 0.001 and
a constant step size of 0.25 log units; each staircase was terminated after 50
trials. Contrast thresholds for 71% accuracy were estimated for each condition

by fitting a psychometric (Weibull) function to the results from each staircase.

Contrast variance was defined as ¢ = (c*(z,y)), where ( ) indicates ex-
pected value (over all z,y), c(z,y) = (L(z,y) — Leackground) / Lvackground, and
L(z,y) is the luminance at location (z,y). Final estimates of contrast thresh-
olds were calculated by averaging thresholds obtained in the last three sessions.
These average thresholds were then used to derive a set of four noise-masking
functions for each of the six observers: upright face recognition in low- and

high-pass noise, and inverted face recognition in low- and high-pass noise.
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3.1.4 Data Analysis Overview

Four spatial-frequency channels were estimated for each of the 6 observers:
channels for upright face recognition in low- and high-pass noise, and inverted
face recognition in low- and high-pass noise. Assuming that the channel is
linear, the integral of the channel’s tuning function can be used to predict
the shape of the measured noise masking functions (see Patterson (1974) for
details). Parameters describing the spatial frequency tuning function for each
channel were chosen such that the resulting predictions of contrast threshold
best fit the data. The analysis of the best-fitting channels enabled us to com-
pare tuning parameters across orientation and noise type. Bootstrap analyses
were performed to obtain robust estimates of channel parameters, and their
confidence intervals, for each individual observer. The analysis of the confi-
dence intervals enabled us to gauge the effect of stimulus orientation and noise

type for each observer.

3.1.5 Spatial-frequency Channels

We assumed that observers based their decisions on visual information that
has passed through a linear spatial frequency filter. Spatial frequency tuning

was modeled using a modified lognormal probability density function:

G(f) = _l_e—logm(f/u)z/%"’ (3.1)

N oV 2m

where f refers to spatial frequency, G is the gain of the channel, and ¢ and p are
free parameters determining, respectively, the bandwidth and peak sensitivity
of the channel. Peak sensitivity refers to the spatial frequency at maximum

channel gain.

3.1.6 Noise-masking Functions

Thresholds from each condition were used to derive four noise-masking

functions: thresholds for upright face identification in low- and high-pass noise,
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and inverted face identification in low- and high-pass noise. Noise-masking
functions were based on the integral of G in Equation 3.1. We assumed that
spatial frequencies less than 0.1 cpf, and greater than 100 cpf, did not con-
tribute significantly to performance, and therefore used those frequencies as
the limits of integration. The following equation was used to predict contrast

thresholds measured in low-pass noise with a cut-off at f cpf:

pred / G all - 07210) + Ciodf (32)

where is predicted contrast threshold, and and are thresholds measured in all-
pass noise and in no noise, respectively. The equation used for high-pass noise
is the same, except that the integrals were performed from 100 cpf down to a
cut-off of f cpf:

100

ngn”ed(f) = f G(f) X (chl - cio) + c?todf (33)

3.1.7 Fitting Channel to Noise-masking Function

The MATLAB optimization toolbox was used to choose ¢ and u such that

they minimized the following measure of error:

2

error = Zlo 10 (CC ) (3.4)

( ) pred

As described earlier, f took on the values 1, 2.1, 4.2, 8.4 and 16.8 cpf. To
constrain cme , to approach and ¢2;, at reasonable cut-off frequencies, we treated
%, and 2, as thresholds measured at 0.1 and 100 cpf, respectively. Therefore,
each noise-masking function was composed of 7 thresholds. We constrained
the fits so that the bandwidth parameter, o, was between 0.01 and 2, and peak

frequency, f, to be between 0.1 and 30 cpf.
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3.1.8 Bootstrap Analysis

Resampling methods were used to calculate confidence intervals for o and
p (Efron & Tibshirani, 1998). Deviations from the derived noise-masking
functions were assumed to reflect random sampling noise, or error. For each

threshold, the relative error was defined as:

err = (¢(f)? = e(f)prea) /e(f Nprea (3.5)

The magnitude of the relative error did not differ in any obvious way across
conditions. By randomly sampling, with replacement, from this set of errors,

we created bootstrapped sets of thresholds using the equation:

C(f)zoot = err(i) S C(f);%red + C(f)?)red (36)

where 7 is a random index into err(f). Equations 3.2 and 3.3 were then used to
derive bootstrapped noise masking functions that fit the bootstrapped thresh-
olds.

For each predicted noise-masking function, a family of 1000 bootstrapped
noise-masking functions were generated, each generating in turn a bootstrapped
value of ¢ and p. In this way, we obtained a distribution of 1000 values for both
parameters in each condition. The means and 95-percent confidence intervals

for o and p were calculated from these distributions.

3.2 Results
3.2.1 Classic Face Inversion Effects

The magnitude of the face inversion effect was estimated by dividing thresh-
old in the inverted-face condition by threshold in the upright-face condition:
the average threshold ratios were 1.73 (se = 0.24) and 1.83 (se = 0.21) in the
no noise and all-pass noise conditions, respectively. In both noise conditions,

a one-tailed t-test on the log-transformed threshold ratios rejected the null hy-
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pothesis of no difference between face orientations (no noise: ¢t = 3.99, df = 5,
p < .01; all-pass noise: t = 4.67, df = 5, p < .01). Moreover, the magnitude
of the face inversion effect was nearly equal to the inversion effect obtained
by Sekuler et al. (2004), and to the average value calculated by Martelli et al.
(2005) in a meta-analysis of 16 face recognition studies. Hence, the observers
in the current experiment exhibited inversion effects that were comparable to

those reported in previous face perception studies.

Figure 3.2 shows the average inversion effect obtained in each condition.
The leftmost and rightmost points in Figure 3.2 depict inversion effects ob-
tained with no noise and all-pass (i.e., white) noise, respectively; the remaining
symbols indicate inversion effects obtained with low-pass and high-pass noise
at various cutoff frequencies. Only two subjects were tested with a cutoft
frequency of 32 cpf, which partly accounts for the larger standard errors in
those conditions. Data from all of the other conditions were analyzed with a
repeated-measures ANOVA: The effect of noise condition was not significant
(F(11,55) = 0.502, MSE = 0.012, p = 0.89), demonstrating that the size of
the inversion effect did not vary significantly across conditions. This finding
implies that the mechanisms that produce the inversion effect were affected
similarly by manipulations of the signal-to-noise ratio in various bands of spa-
tial frequencies, and is consistent with previous reports that the magnitude
of the inversion effect is not affected by band-pass filtering faces at different
center frequencies (Boutet et al., 2003). Moreover, the results in Figure 3.2
imply that the shapes of the masking curves were similar in the upright and in-
verted conditions, and therefore that the channels derived from those functions

should be similar. We examine this issue quantitatively in the next section.

3.2.2 Noise-masking & Tuning Functions

Figure 3.3 depicts noise-masking and tuning functions from one observer
whose results are representative of those obtained in the experiment. Noise-
masking functions are shown in the top rows and tuning functions in the

bottom rows; left and right columns depict results for upright and inverted
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Figure 3.2: Average inversion effects plotted as a function of the cutoff fre-
quency of the noise. The inversion effect was defined as the logarithm of ratio
of thresholds, expressed as contrast, obtained with upright and inverted faces.
The leftmost and rightmost symbols represent inversion effects measured in
the no-noise and all-pass noise conditions. The points at 32 cpf represent the
mean of the two subjects tested in that condition; the remaining points repre-
sent the mean of six subjects. Error bars represent +£1 SEM. Inversion effects
did not differ significantly across conditions.
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faces, respectively. To make the visual comparison between the shapes of low-
and high-pass tuning functions easier, the tuning functions have been normal-
ized to a maximum value of one. In conditions of low-pass noise, contrast
thresholds rose as a sigmoidal function of cut-off frequency; in high-pass noise,
thresholds decreased as a sigmoidal function of cut-off frequency. Across all
conditions and observers, the noise masking functions fit the threshold data
reasonably well (see Table 3.1). As described above, the spatial frequency
tuning functions are the derivatives of the noise masking functions. Boxplots
of tuning parameters are shown in Figure 3.4: although the peak frequencies
and bandwidths (i.e., full width at half-height) of the tuning functions var-
ied significantly across observers, the median tuning parameters (i.e., peak
frequency = 9 cpf; bandwidth = 2 octaves) are similar to previous estimates
obtained for upright faces using different psychophysical methods (Gold, Ben-
nett & Sekuler, 1998; Gold et al., 1999; Néasanen, 1999; Ojanpéa & Nasidnen,
2003).

Upright Faces Inverted Faces
Observer High-pass Low-pass High-pass Low-pass
AML 99.38 97.66 97.72 99.26
AND 97.98 96.27 97.20 95.17
JNG 83.16 97.52 92.40 97.29
JUL 99.63 98.12 99.43 99.62
KNM 97.34 98.72 80.71 96.91

TMC 98.74 96.16 96.73 98.38

Table 3.1: Percentage R? between measured and predicted noise-masking func-
tions. All of the nose-masking were well fit by cumulative lognormal density
functions..

3.2.3 Confidence intervals of channel parameters

Confidence intervals for peak tuning frequency and bandwidth are shown
in Figure 3.5. For every observer, the confidence intervals for both parameters
obtained with upright and inverted faces overlapped. Moreover, neither peak

frequency nor bandwidth appeared to vary consistently with stimulus orienta-
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Figure 3.3: Results from one observer that are representative of those obtained
from all observers with upright and inverted faces (left and right columns, re-
spectively). The upper panels show thresholds obtained with faces embedded
in high-pass (filled circles) and low-pass (unfilled squares) noise, and the best-
fitting noise-masking functions. The spatial frequency channels, shown in the
lower panels, were obtained by taking the derivatives of the corresponding
noise-masking functions in the upper panels (dashed lines for high-pass, and
solid lines for low-pass noise). The peak of the channels have been normal-
ized to one. The data suggest that this observer used a narrow-band spatial
frequency channel (= 1.3 octaves) to identify both upright and inverted faces.
Peak spatial frequency is very similar across all four conditions (7.6 cpf on
average), but differs slightly between noise conditions for upright faces. How-
ever, the effect of noise type on peak frequency was not statistically reliable
across observers.
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Figure 3.4: Boxplots of peak spatial frequency (a) and bandwidth (b) across
observers, in each of the 4 stimulus conditions. Bandwidth is the full-width at
half-height, expressed in octaves.
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tion. These observations were evaluated quantitatively in the following way.
For each observer, the estimated tuning parameters at each cutoff frequency
were averaged across low- and high-pass noise conditions, and the difference
between the average in the upright and inverted conditions was calculated.
For each tuning parameter, t-tests were used to evaluate the null hypothesis
that the mean difference score did not differ from zero. Neither t-test was sig-
nificant (peak frequency: 95% confidence interval = (-1.9,1.6), t(5) = -0.173,
p=0.87; bandwidth: 95% confidence interval = (-1.27,0.62), t(5) = -0.883,
p=0.42). Essentially identical results were obtained if, instead of averaging
across noise conditions, separate tests of face orientation were done on tuning
parameters estimated in the low- and high-pass noise conditions. Finally, the
same pattern of results was obtained when the analyses were repeated using
a percentile-t bootstrap method that did not require the assumption that the
difference scores were distributed normally. In summary, there was no evi-
dence that either tuning parameter - peak frequency or bandwidth - varied

consistently with stimulus orientation.

Next, we examined whether differences in peak frequency or bandwidth
were related to the size of the inversion effects measured with no noise or with
all-pass (i.e., white) noise. Linear models were created that related the in-
version effect (i.e., threshold in the inverted condition divided by threshold in
the upright condition) to the sum of three predictor variables: the difference
between peak frequencies estimated with upright and inverted faces, the differ-
ence between bandwidths, and the interaction between the peak frequency and
bandwidth predictor variables. None of the regression coefficients for the pre-
dictor variables differed significantly from zero (abs(t) < 0.7, df =1, p > 0.55,
in all cases). Essentially the same results were obtained when the linear model
was fit to the log-transformed inversion effects. Hence, we found no evidence
that the size of the inversion effect was related to differences between the

tuning parameters estimated with upright and inverted faces.
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3.2.4 Off-frequency looking

Thus far, we have discussed how estimates of spatial-frequency tuning are
derived by embedding faces in low- or high-pass noise and measuring how
contrast thresholds vary as a function of the cut-off frequency of the filtered
noise. However, estimating tuning in this way cannot provide meaningful re-
sults if observers alter their tuning according to the cut-off frequency of the
noise. Rather than being fixed, an observer’s spatial frequency tuning might
be redirected flexibly toward regions of the spectrum that are not corrupted
by external noise, a type of behavior known as off-frequency looking (Pelli,
1981). If our observers looked off-frequency, then our estimates of their tuning
function would be a misleading composite of multiple tuning functions. Fortu-
nately, we can assess the degree to which an observer engaged in off-frequency
looking by measuring the Log Additivity Ratio (LAR) (e.g., Solomon & Pelli,
1994; Majaj, Pelli, Kurshan and Palomares, 2002).

The energy of a visual stimulus, F, is its contrast variance multiplied by
area. The LAR is defined as

Etf +E}
LAR = lOg low _ high
Eall

where E* represents threshold elevations. For example, E}} is the threshold
energy for faces embedded in low-pass filtered noise, minus threshold energy for
faces without noise. Similarly, £ on is the threshold energy for faces embedded
in high-pass filtered noise, minus threshold energy for faces without noise.
Finally, EY, is the threshold energy for faces embedded in all-pass noise, minus
threshold energy for faces without noise. The cut-off frequencies for the low-
and high-pass noises analyzed in a LAR are always the same, so that the range
+ B,
an observer uses a single, fixed linear spatial frequency channel when faces

of noise included in E;f

low

, 1s equivalent to the range of noise in EJ;,. If

are embedded in low- and high-pass versions of noise with the same cut-off

frequency, then the effects of all-pass noise on threshold should equal the sum
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of the effects of low-pass and high-pass noise, £, = Ej},+ Ef, ,, and therefore
the value of LAR will be zero. However, if an observer can focus on spatial
frequencies that are not embedded in noise — perhaps by using channels that
are shifted toward higher frequencies when stimuli are embedded in low-pass
noise, and toward lower frequencies when stimuli are in high-pass noise —
then the sum of the effects of low- and high-pass noise should be less than the
effects of all-pass noise, resulting in a negative LAR. The bottom-left panel
of Figure 3.3 shows the spatial-frequency channels for observer JLT viewing
upright faces. Notice how the peak spatial-frequency for faces embedded in
low-pass noise (10 cpf) is slightly higher than for faces in high-pass noise (6
cpf). This difference in peak frequency is what would be expected if the
observer adjusts frequency selectivity to improve the signal-to-noise ratio, and

the value of LAR is —0.5 at a cut-off of 8 cpf.

Inspection of Figure 3.4a shows that, across all observers, the median peak
frequency was slightly higher in the low-pass noise condition than in the high-
pass noise condition. Although these trends were not statistically significant,
they are suggestive of off-frequency looking. We therefore conducted an analy-
sis of variance on LAR scores to assess the magnitude of off-frequency looking.
For each observer, a LAR value was calculated at each cut-off frequency using
thresholds taken from the functions fit to the low-pass and high-pass noise
masking data. The ten LAR values (five at each orientation) were then sub-
mitted to a 2 (stimulus orientation) x 5 (cut-off frequency) repeated-measures
ANOVA. None of the effects was significant (orientation: F(1,45) = 0.18,
p = 0.68; cut-off frequency: F(4,45) = 1.82, p = 0.14; orientation x cut-off
frequency: F'(4,45) = 0.33, p = 0.86), indicating that the value of LAR did
not vary across conditions. Furthermore, the average LAR did not differ sig-
nificantly from zero (M = —0.127, F(1,45) = 2.89, p = 0.10), suggesting that

observers did not engage in significant amounts of off-frequency looking.



C.M. GASPAR — MCMASTER UNIVERSITY, PSYCHOLOGY 54

2

2 TMCH ; ) —

] KNY -+ e et

S LT A=y

:_g_) JINGH ' v d 4

T ADK-H i g

AMLA et g

Q TMC- O VN —

O KNY- & Upright e a—

5, JLTA Vv Inverted g 4 ;

8 NG e

= ADKH ' 2 Ay 1

S AMLA R V—
) T T L§ T 1
1 2 4 8 16 32

Peak frequency, cpf
(a)

&
2 TMCH bt g
@ KNYA g
S LT bt
-g) JNG{ A Upright ' v v
T ADKH V Iinverted R ——

AMLA N TS S
9 T™CA ; g :
S KNYA b g
A JLT 1 T - B —
8 JINGH pommmme e
g ADK A ' -1 T i
—  AMLA —

1 1 L ] 1 T I T
0.125 0.5 2 8

Bandwidth, octaves
(b)

Figure 3.5: Bootstrapped, 95% confidence intervals for peak frequency (a)
and bandwidth (b) for each observer in each condition. The top and bottom
parts of each panel show the results from the high-pass and low-pass noise
conditions, respectively. Gray, upward-pointing triangles depict median values
for upright faces; and black, downward-pointing triangles depict median values
for inverted faces. All of the confidence intervals overlap, suggesting that
stimulus orientation does not influence spatial frequency tuning in a reliable
fashion.



C.M. GASPAR — MCMASTER UNIVERSITY, PSYCHOLOGY a5

3.3 Discussion

Observers use a narrow band of spatial frequencies to discriminate and
identify upright faces (Costen et al., 1996; Gold et al., 1999; Néasanen, 1999;
Ojanpid & Nasanen, 2003). Previous researchers have suggested that config-
ural and feature-based processing, which are thought to draw on information
contained in different bands of spatial frequencies, contribute differentially to
the perception of upright and inverted faces (Costen et al., 1994; Glass et al.,
1985; Goffaux et al., 2005; Schwaninger et al., 2002; Sergent, 1984; White
& Li, 2006). We therefore hypothesized that face inversion effects might re-
flect a difference in the spatial frequencies chosen to recognize upright and
inverted faces. The results of the current study are inconsistent with this hy-
pothesis. The current experiment replicated previous results concerning the
spatial-frequency selectivity of upright face recognition: on average, observers
relied on a 2 octave wide band of spatial frequencies, centered on about 9 cpf.
However, there was no evidence that the spatial-frequency tuning of upright
and inverted face recognition differed. First, there was no reliable difference
in the peak spatial frequency used to identify upright and inverted faces. Sec-
ond, the bandwidth of tuning for inverted face recognition was not reliably
different from that of upright face recognition. Finally, the size of the inver-
sion effect was not related to the spatial frequency content of the noise, nor to
differences between the channel parameters (i.e., peak tuning frequency and
bandwidth) estimated for upright and inverted faces. In summary, our noise
masking results suggest that observers use approximately the same narrow
band of spatial-frequencies to identify faces, whether the faces are shown up-
right or inverted: they do not support the hypothesis that upright and inverted
faces are processed by mechanisms that encode information carried by differ-
ent spatial frequency bands (e.g., Goffaux et al., 2005). Instead, our results
are consistent with previous reports that the size of the inversion effect is un-
affected by variations in the spatial frequency content of upright and inverted
faces (Boutet et al., 2003).

Although observers use the same band of frequencies when recognizing ei-
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ther upright or inverted faces, it is possible that information within the same
narrow frequency band is used differently when processing faces in different
orientations. For example, suppose observers discriminate upright and in-
verted faces on the basis of the response of a local, band-limited spatial filter
placed near an eye or eye-brow. Within this framework, our results suggest
that the filters used to encode upright and inverted faces have the same spatial
frequency tuning. However, slight misplacement or inappropriate rotation of
the local filter relative to the inverted face generally would result in a lower
signal-to-noise ratio, and therefore could contribute to the face inversion ef-
fect without altering the critical band for face processing. The results of a
recent classification image study by Sekuler et al. (2004) are consistent with
this idea. Sekuler et al. (2004) measured classification images for upright and
inverted face discrimination and found that there were no obvious differences
in the general regions of the face were correlated with behaviour: observers
discriminated upright and inverted faces on the basis of the spatial distribu-
tion of contrast near the eyes and eyebrows. However, observers were more
efficient at extracting information from those regions when upright faces were
presented. Taken together, the results of Sekuler et al. (2004) and those of the
current study lead to the suggestion that the processes involved in recognizing

upright and inverted faces may be more similar than current theories suggest.
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Chapter 4

Discrimination of distance

between facial features

4.1 Introduction

Many researchers (Diamond & Carey, 1986; Gauthier, Williams, Tarr &
Tanaka, 1998; Kemp, McManus, & Pigott, 1990; Le Grand, Mondloch, Mau-
rer, & Brent, 2001; 2003; Leder & Bruce, 2000; Leder, Candrian, Huber, &
Bruce, 2001; Maurer, Le Grand, & Mondloch, 2002; Rhodes, 1988; Searcy &
Bartlett, 1996) have claimed that human face recognition relies critically on
our ability to accurately judge the spacing among facial features. Both Searcy
and Bartlett (1996) and Le Grand et al. (2001; 2003) have speculated that
face recognition is in fact supported by a mechanism that is specialized for pro-
cessing variations in feature-spacing, in addition to a mechanism for processing
features individually. The perceived importance of feature-spacing as a source
of information about facial identity has also influenced the design of stimulus
sets that are meant to probe perceptual expertise (Gauthier, Williams, Tarr
& Tanaka, 1998) and the underlying neural representation of faces (Wilson,
Loffler & Wilkinson, 2002). The synthetic face stimuli designed by Wilson et

al., (2002) are especially striking in their emphasis on the spatial arrangement

60
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of features: individual faces in that stimulus class vary only in facial geometry
(including feature-spacing), and possess the same set of generic facial features,
including the eyes and eyebrows. Steyvers and Busey (2001) used variations
in the local shape and texture and variations in feature-spacing as separate
dimensions to model human judgments of the similarity between individual
faces. Finally, the influence of feature-spacing can also be seen in the field of
development, where the face recognition expertise of the adult observer has
been attributed to an enhanced ability to discriminate feature-spacing (Mond-
loch, Le Grand & Maurer, 2002). In conclusion, many researchers claim that
the spatial arrangement of features is important for face recognition, and this

claim has had a considerable influence on theories about face perception.

Despite the theoretical importance attached to feature-spacing, surpris-
ingly little is known about whether the discrimination of feature-spacing can
support face recognition in natural contexts. Multiple studies have measured
thresholds for the discrimination of faces that differ in the distance between a
pair of features, usually inter-pupillary distance, or IPD (Haig, 1984; Kemp,
McManus, & Pigott, 1990; Leder, Candrian, Huber, & Bruce, 2001; Barton,
Keenan & Bass, 2001). Like previous researchers we measure thresholds for the
discrimination of IPD. For the first time however, we compare these thresholds
against the actual variation of IPD in a real population of faces (Farkas, 1981;
Young, 1993). If IPD, by itself, constitutes a reliable cue for facial identity
then observer thresholds should be low relative to the natural range of IPDs
(depicted in Figure 4.2). In order to obtain a single measure of the utility of
IPD, based on both human thresholds and facial statistics, we ask the follow-
ing question: if we randomly sampled two faces from the population, what is
the probability that the resulting difference in IPD can be discriminated at
threshold? A high value of this probability — which we refer to as the Proba-
bility of Encountering a Discriminable Pair, or PED — implies that threshold
is low relative to the variation in IPD, and therefore that IPD may be useful

for discriminating among naturalistic faces.

With two exceptions, every study that has measured feature-spacing thresh-
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olds has either used a task that requires observers to discriminate faces differing
only by feature-spacing (Haig, 1984; Kemp, McManus, & Pigott, 1990; Leder,
Candrian, Huber, & Bruce, 2001; Barton, Keenan & Bass, 2001). In natural
viewing conditions, however, most faces differ in terms of both facial geometry
(i.e., feature-spacing) and other, non-geometric, characteristics such as hair or
eye color, or the thickness of eyebrows (Steyvers & Busey, 2001). Moreover,
faces viewed at different distances form retinal images of varying size, forc-
ing observers to take into account the actual size of the object when judging
inter-feature spacing. It is quite possible that these variations in both facial
identity and size interfere with the accurate discrimination of feature spacing.
Like most previous studies, the current study measures discrimination thresh-
olds for faces that differ only in IPD (Experiment 1). However, this study also
measures thresholds for the discrimination of IPD among faces of different in-
dividuals (Experiment 2), and among faces that differ in both size and identity
(Experiment 3). If the additional variation in facial identity, or the combined
variation in facial identity and size, make IPD discrimination more difficult,
there should be corresponding increases in IPD threshold. Barton, Zhao and
Keenan (2003) measured the accuracy and speed of face discrimination in a
condition where faces differed only in eye position, and also in a condition
where they differed in both eye position and eye brightness. Barton et al.
found that accuracy and reaction time did not differ across conditions. This
result is consistent with the idea that variations in facial identity do not inter-
fere with the discrimination of feature-spacing. However, variations in facial
identity are accompanied by a wide range of physical changes besides differ-
ences in eye brightness. It should also be noted that both Barton et al. and
Malcolm, Leung and Barton (2004) measured performance in feature-spacing
discrimination tasks that required the observer to compare faces varying in
overall size. However, those two studies do not also measure performance in
a control condition where overall face size was held constant. Therefore, it
remains unclear whether or not feature-spacing discrimination is worse when
one is required to compare faces that vary in size. In this regard, PED values

measured in Experiment 3 are especially informative because they indicate
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the utility of IPD discrimination in the most realistic conditions tested in this
study.

In the population of Caucasian faces, nose-to-mouth distance (NMD) has
a greater coefficient of variation than IPD (Farkas, 1981; Young, 1993), and
therefore, NMD provides a more useful cue for face identification than does
IPD. If humans are sensitive to the relative informativeness of different feature-
spacing cues, then one would expect NMD thresholds to be lower than IPD
thresholds. Therefore, we also measured thresholds for the discrimination of
NMD in Experiment 4. As in Experiment 3, observers in Experiment 4 dis-
criminated faces that differed additionally in identity and size. In order to
determine the relative importance of IPD and NMD for realistic face identi-
fication, PED values for both tasks are compared. It is necessary to use a
measure like PED to compare the utility of various feature-spacing cues be-
cause one can come to very different (and misleading) conclusions by using

either thresholds or facial statistics alone.

As mentioned earlier, human faces provide signals about identity other
than those related to the variation in feature-spacing (Steyvers & Busey, 2001,
Zhao, Chellappa, Phillips & Rosenfeld, 2003). In fact, many computer vi-
sion solutions to face recognition employ some form of morphing to normalize
feature-spacing and emphasize the information provided by other character-
istics such as the shape or color of individual features (Zhao et al., 2003).
Burton, Jenkins, Hancock and White (2005) model face recognition by human
observers using an algorithm that partially removes the information provided
by feature-spacing. Given the number of ways that faces could be recognized,
which do not involve judgments of feature-spacing, it seems logical to ask if
our sensitivity to feature-spacing is correlated with face identification accuracy.
The notion that feature-spacing judgments support face identification implies
that individuals who are sensitive to differences in IPD and NMD ought to
identify faces more accurately than individuals who are not sensitive to such
differences. This hypothesis was tested in Experiment 5, where observers from

Experiments 3 and 4 identified high-contrast, unfamiliar faces in a lineup task
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(Bruce et al., 1999).

4.2 Results
4.2.1 Weber fractions for feature-spacing in realistic conditions

During each feature separation discrimination task, observers were shown
a sequence of two briefly presented faces, one of which had a smaller IPD
(Experiments 1, 2, and 3), or a smaller NMD (Experiment 4). IPD and NMD
are depicted in Figure 4.1. In Experiments 1 and 2, the two faces shown during
a single trial subtended the same visual angle. Therefore, observers were asked
to indicate whether the first or the second face possessed the smaller IPD. In
Experiments 3 and 4, the two faces shown on a trial differed in visual angle
by a factor of 2. Therefore, observers were asked to indicate whether IPD or
NMD was relatively smaller in the first or the second face. In Experiments 1
and 2, the IPD of one face, designated the standard, was held constant at 83
pixels. In Experiment 3, the IPD of the standard face was either 83 or 166
pixels. In Experiment 4, the NMD of the standard face was either 20 or 40
pixels. The lengths of IPD and NMD in the standard faces of Experiments 3
and 4, respectively, correspond to the largest IPD and NMD among the the

set of faces prior to size normalization (see Methods).

In each experiment, observers completed a block of trials at each of six
viewing distances: 50, 59, 70, 85, 100 and 120 cm. The order of viewing
distance was randomized for each observer. For each block of trials, the differ-
ence in IPD or NMD was varied using the method of constant stimuli. Eight
different levels of spacing differences that spanned the threshold range were
used. The proportion of correct responses for each difference was recorded,
and Weibull functions were fit to the data. Discrimination threshold was de-
fined as the 75% correct point on the resulting psychometric function. Each

threshold was converted into units of visual angle.

For Experiments 3 and 4, thresholds were measured at all viewing distances
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Figure 4.1: The facial distances used in these experiments. Inter-pupillary
distance or IPD (1); Eye-to-mouth distance (2); Nose-to-mouth distance or
NMD (3); Eye-to-nose distance (4).

on each of six days of testing. All observers exhibited some degree of learning
effects. Therefore, thresholds were averaged across the last few days after
learning subsided. The final result for each observer, in each experiment, was
a single function relating IPD (or NMD) discrimination threshold to the length
of IPD (or NMD) in the standard face.

If Weber’s Law was valid for our conditions, then IPD (or NMD) discrim-
ination thresholds should be proportional to IPD (or NMD) in the standard
face. To evaluate this idea, we measured the goodness-of-fit, as indexed by
R?, of a line fit to the discrimination data. Examples of best-fitting lines fit to
discrimination data from each experiment are shown in Figure 4.3. To obtain
a single Weber fraction for each observer, we calculated the average ratio be-
tween IPD (or NMD) threshold and size of standard IPD (or NMD) across all
viewing distances. For the rest of this paper, with the exception of Facial Pro-
portions section, performance in Experiments 1-4 is analyzed with reference

to these Weber fractions (shown in Figure 4.4), rather than the size-specific
IPD (and NMD) thresholds (as in Figure 4.3).
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NMD -22% =-11% 0 +11% +22%

Figure 4.2: The range of IPD (first row) and NMD in real faces (second row),
based on facial anthropometry data from Young (1993). The face in the center
has the mean value for IPD or NMD. One standard deviation above and below
the mean, IPD changes by about 6% of the mean distance, while NMD changes
by about 11% of the mean.
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4.2.1.1 Experiment 1

All the faces were “large” (as defined in the Methods section). Although
there were 8 different facial identities, randomly presented with equal fre-
quency within each block of trials, pairs of faces were always from the same
person. Therefore, the pair of faces shown on each trial differed only in IPD.
Four observers were tested and Weber’s law gave an excellent fit to each of
their results (see Table 4.1). The mean R? of the linear fit was 89.5% with
a minimum of 85%. The mean Weber fraction across our four observers was
4.8% (£1.61 SD; see Figure 4.4).

The threshold Weber fraction for each observer was converted to a P.E.D
using the methods described in the section Calculation of PED. PEDs ranged
from 40% to 80%; the mean value was 60% (see Figure 4.5). However, even
the highest PED in this experiment is quite low. Recall that PED is the
probability of using IPD alone to discriminate two randomly selected faces
at threshold performance. In our experiment, threshold performance was 75%
correct. Therefore, even an observer with a PED of 80% would still make
a substantial number of errors on the occasions in which the IPD difference
was above threshold. Our analyses suggest that IPD by itself cannot be used
to reliably discriminate two faces chosen randomly from the population of

Caucasian faces.

4.2.1.2 Experiment 2

Five observers were shown pairs of sequentially presented faces, and identi-
fied the face with the smaller IPD. All the faces shown were “large” (as defined
in the Methods). Unlike Experiment 1, however, pairs of faces were always
from different persons. Although the pair of faces shown on each trial differed
in both IPD and identity, observers were instructed to judge only the change
in IPD. Except for the potentially distracting variation in facial identity, Ex-

periment 2 was the same as Experiment 1.
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Weber’s law gave an excellent fit to the results of all 5 of the observers
in this experiment: the mean R? of the linear fit was 89% with a minimum
of 73% (see Table 4.1). The mean Weber fraction was 4.64% (+1.02 SD; see
Figure 4.4). In order to test the hypothesis that variations in facial identity
increase Weber fractions for IPD discrimination, a two-sample t-test, assuming
unequal variances, was used to evaluate the difference between Weber fractions
measured in Experiments 1 and 2. Thresholds in the two experiments did
not differ significantly (t=0.13, df=4.4, p=0.90), suggesting that variations in

facial identity did not affect the discrimination of differences in IPD.

PED values were approximately the same as those obtained in Experiment
1 (see Figure 4.5).
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Figure 4.4: Distribution of Weber fractions across observers in (from left to
right) Experiments 1 to 4. Dotted lines correspond to the coefficient of vari-
ation of either IPD (black line) or NMD (red line) in the real population of
Caucasian faces.
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4.2.1.3 Experiment 3

Seven observers were shown pairs of sequentially presented faces, and iden-
tified the face with the smaller IPD. As in Experiment 2, the faces presented
on each trial differed in identity. However, in addition, the faces on each trial
also differed in size. Although the pair of faces shown on each trial now differed
in 3 ways (IPD, identity, and size), the observers were instructed to judge only
the change in IPD. Except for the potentially distracting variation in face size,

Experiment 3 was the same as Experiment 2.

Thresholds were estimated by first rescaling each target face so that it was
the same size as the standard, and then calculating the difference between the
IPDs of the rescaled target and standard faces. (We discuss the validity of the
rescaling in the section Facial Proportions). Weber’s law gave a reasonable fit
to the results of 5 of the 7 observers in this experiment (see Table 4.1); for
these 5 observers, the mean R? of the linear fit was 78% with a minimum of
71%. The two observers giving bad fits had an R? of 63% and 22%. In the
section entitled Facial Proportions, we discuss why these observers deviated
so significantly from Weber’s law. The mean Weber fraction across our seven
observers was 6.28% (£1.65 SD; see Figure 4.4). In order to test the hypothesis
that combined variations in facial identity and size increase Weber fractions for
IPD discrimination, a two-sample t-test, assuming unequal variances, was used
to evaluate the differences between Weber fractions measured in Experiments
1 and 3. This test was not significant (¢ = 1.29, df = 6.13, p = 0.24),
suggesting that combined variations in facial identity and size do not affect

the discrimination of differences in IPD.

The average value of PED was less than 50%, which was slightly lower than

values obtained in the previous two experiments (see Figure 4.5).

We also tested the hypothesis that additional variation in the size of faces,
on top of an existing variation in facial identity, increased Weber fractions for
IPD discrimination. Experiments 2 and 3 can be compared using a paired

t-test because four of the same observers performed in both. The scatterplot
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Experiment
Observer 1 2 3 4
BRB 85 87 63 (78) 96
GRG — — 82(71) 91
KRH 91 73 22 (82) 89
NIC — 96 72 &0
SSD 93 — &4 97
TTT 8 — 82 98
ZYL — 97 72(27) &4
DRC — 92 — —

Mean 89.5 89.0 68.1 (70.8) 90.1

Table 4.1: Percent R? for fits of Weber’s Law model to thresholds from Exper-
iments 1-4. Bracketed values indicate R? after original stimulus were recoded
(see text for details).

in Figure 4.6 shows that there is a consistent increase in Weber fraction in
Experiment 3, compared to Experiment 2. However, a paired t-test reveals
that this difference was not significant (t = —2.4, df = 3, p = 0.10). This result
suggests that IPD discrimination is not significantly worse when observers

must compare faces that differ in visual angle.

4.2.1.4 Experiment 4

In Experiment 4, observers discriminated the distance between the bottom
of the nose and the midpoint of the fissure between closed lips (i.e., distance
3 in Figure 4.1). In this experiment, the faces always differed in identity and
size, allowing us to compare the sensitivity of NMD discrimination with that

of IPD thresholds measured in Experiment 3.

Thresholds were estimated by first rescaling each target face so that it was
the same size as the standard, and then calculating the difference between the
NMDs of the rescaled target and standard faces. (We discuss the validity of
the rescaling in the section Facial Proportions). Weber’s law gave an excellent

fit to the results of all 7 of the observers in this experiment (see Table 4.1).
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The mean R? of the linear fit was 90% with a minimum of 80%. Weber’s law,
in fact, gave a slightly better fit to NMD judgments than to IPD judgments
measured in Experiment 1, when observers compared IPD in faces that did not
differ in identity or size. The mean Weber fraction across our seven observers
was 17.41% (£4.23 SD; see Figure 4.4). Weber fractions for NMD discrimi-
nations were much higher than those for the IPD discriminations measured in
Experiment 3 (t = 9.387, df = 6, p < .0001).

PED values for NMD discrimination were very low, less than 40% on av-
erage (see Figure 4.5). Therefore, NMD is a less useful cue than IPD for
face identification in a natural context. However, neither NMD nor IPD by

themselves would be particularly useful for face identification.

A paired t-test of PED calculated from IPD and NMD thresholds measured
in Experiments 3 and 4 was significant, indicating that PED was significantly
lower for NMD (¢t = 6.24, df = 6, p = 0.0008). Despite the fact that NMD
has a higher coefficient of variation than IPD in the population of Caucasian
faces, therefore, our analyses indicate that observers would be less able to use
differences in NMD than IPD to discriminate Caucasian faces. This result is
not consistent with the idea that sensitivity to differences in feature-spacing is

positively related to the coefficient of variation of feature-spacing in real faces.

4.2.2 Facial Proportions

Observers in Experiment 3 were required to judge IPD on an object-relative
scale, rather than the absolute length of IPD. How might observers obtain a
scale-invariant metric of IPD? Thresholds were estimated by first rescaling
each target face so that it was the same size as the standard face, and then
calculating the difference between the IPDs of the rescaled target face and the
standard face. This analysis is equivalent to one in which IPD is normalized by
an inter-feature distance or feature that is invariant across identity. Therefore,
we assume that our observers were able to use a person-invariant distance as

a reference to convert IPD into a scale-invariant proportion.
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For the specific task and stimuli used in Experiment 3, iris diameter may
have served as a valid reference because it was the same for all of the standard
faces. Also, it is interesting to note that the diameter of the human iris has a
low coefficient of variation (i.e., 3.5-4%; Martin & Holden, 1982; Theodorff &
Lowther, 1990). Against the bright-white sclera, the iris may also constitute
the region of highest local contrast within the human face. This leaves us
with the question of whether human observers are able to use the iris diam-
eter, or some other facial distance, to normalize IPD. We can only infer the
usage of a particular reference by returning to the raw data and recoding our
IPD difference levels as changes in the ratio of IPD to the proposed reference
distance. Recoding the IPD-difference as a change in IPD-ratio may actually
change the ‘correct answer’ on a given trial if we use a reference distance that
is, unlike the iris, variable across facial identity. In turn, stimulus recoding
may change may shape of the psychometric function relating stimulus level to
percent correct and, by extension, the relative pattern of threshold stimulus

level across viewing distance.

Recall that, in Experiment 3, Weber’s Law provided a good fit to the IPD
discrimination thresholds for all but 2 of the 7 observers. Those 2 observers,
KRH and BRB, may have differed from the other 5 because they used a dif-
ferent reference against which to judge IPD, presumably something less stable
across facial identity. If that is the case then it would not be appropriate to
apply Weber’s Law to their thresholds without first recoding their data ac-
cording to whichever facial reference they were actually using. Barton, Zhao
and Keenan (2003) provide evidence for an interaction between judgments of
IPD and judgments of the distance between the eyes and mouth. Therefore,
we determined if the thresholds for some of our observers in Experiment 3
could be better fit by assuming they used eye-to-mouth height as a reference
for judging IPD. We recoded IPD-difference as IPR (the log ratio of IPD di-
vided by eye-to-mouth height; see distance 2 in Figure 4.1). To assess the
improvement to psychometric function fits made by recoding stimulus levels,

we used a two-sided signed rank test to compare the R? values for those fits
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before and after recoding (using a criterion p=0.05). Recoding the data im-
proved the fits of the psychometric functions significantly in observers BRB,
KRH, GRG and ZYL (see Figure 4.7), which suggests that these observers
may have used eye-to-mouth height — or another metric that was correlated
with it — to normalize IPD when comparing faces that differed in visual angle.
Interestingly, observers BRB and KRH were the two observers who failed to
demonstrate Weber’s Law in Experiment 1. However, if we now assume that
these two observers had judged IPR instead of IPD-difference, BRB’s R? for
Weber’s law improves from 63% to 78%, and KRH’s improves nearly 4-fold
from 22% to 82% (see Table 4.1). GRG’s R? dropped from 82% to 71%, which
is still a reasonable fit to Weber’s Law. However, ZYL’s R? dropped from
72% to 27%. Once this inferred difference in strategy is taken into account,
Weber’s law provides a good account of behavior of 6 instead of 5 of the 7
observers we tested. Therefore, whether an inferred difference in strategy is

taken into account or not, the majority of observers obeyed Weber’s Law for

IPD.

Observers in Experiment 4 were required to judge NMD on an object-
relative scale. To examine whether observers coded NMD relative to some
other distance, we recoded the independent variable from NMD to the ratio of
NMD divided by eye-to-nose height, in the same way that we recoded IPD val-
ues previously. We then determined the improvement to psychometric function
fits by comparing R? for those fits before and after recoding using a two-sided
rank sign test (using a criterion p=0.05). The psychometric functions for all
observers except for BRB demonstrated a significant gain in R? by assuming
observers judged NMD relative to eye-to-nose height (i.e., distance 4 in Figure
4.1). This result may be a function of how we normalized the standard faces
for this experiment. Unlike Experiment 3, the faces used in Experiment 4 were
adjusted to have a common standard NMD, and (consequently) had different
iris diameters. Therefore, it would not have been optimal for our observers to
have normalized NMD by iris diameter in our task, or any other typically sta-

ble facial feature. Instead, the reference that observers in Experiment 4 appear
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Figure 4.7: Scatter plots of fits of psychometric functions to IPD discrimination
data collected in each condition from three observers. The x and y axes show
%R? for the fits to the original data and the recoded data, respectively. The
recoded independent variable, IPR, was defined as the ratio of IPD divided
by the eye-to-mouth distance (i.e., distance 2 in Figure 4.1). The dashed line
has a slope of 1 and intercept of zero. The points generally fall above the
dashed line, indicating that the psychometric functions fit the data from these
observers better when the independent variable was defined as IPR rather than
IPD.
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to have been using was perhaps even more unstable. Eye-to-nose heights dif-
fered by as much as 19% across the standard faces used in Experiment 4. And
yet, to their detriment, all of our observers appeared to be using eye-to-nose
height as a reference distance anyway. The use of an unstable refrence may
be one reason why thresholds were significantly higher for NMD compared to
IPD. Nevertheless, our chief concern in this section is to determine if inferred
variations in feature-spacing strategy can be accounted for to improve the fit
of Weber’s Law to observer thresholds. In the case of NMD judgments, the fit
of Weber’s Law is already very good for all of our observers (see Table 4.1).
This raises the possibility that the fit of Weber’s Law will worsen once inferred
variations in strategy are taken into account. However, this is not the case.
Using the stimulus-recoded thresholds, we recalculated the fit of Weber’s Law
for all 6 of the observers whose thresholds were better estimated by assuming a
change in strategy. R? values for the fit of Weber’s Law were reduced in three
of the observers (from 89.65% to 79.94% in KRH, from 97.58% to 76.74% in
SHD, and from 98.23% to 87.51% in TTT), stayed the same in one observer
(from 79.86% to 79.26%), and increased in two observers (84.48% to 91.5% in
ZYL, and 90.74% to 94.52% in GRG). We also compared the R? values for
Weber’s Law fits before and after re-coding using a paired t-test; the difference
in R? was not significant (t = 1.54, df = 6, p = 0.175). Therefore, whether an
inferred difference in strategy is taken into account or not, all of the observers
obeyed Weber’s Law for NMD discrimination, including the observer who did
not obey Weber’s Law for IPD in Experiment 3 (ZYL).

4.2.3 Association between spatial discrimination and face identifi-
cation

Does face identification rely on the same sorts of processes that are used to
support feature-spacing judgments? To determine if feature-spacing and face
identification are related, all of the observers who participated in Experiments
3 and 4 also performed a face identification task (designed by Bruce et al.,

1999; see Methods for details). On each trial observers were shown a target
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face together with a lineup of ten other faces. All of the faces were unfamiliar.
The observer’s task was to determine if the target face was present in the
lineup and, if so, which face matched the target. Faces were high-contrast and
unedited (i.e., facial contour, hair, and internal features were unchanged). The
target face was present in the lineup on 50% of the trials. When the target face
was present, it was depicted by another photograph taken on the same day as
the target photo. Therefore, the observer could not perform exact “picture-
matching” to produce a correct response. Percentage of correct responses was

measured for all of the observers who performed in Experiments 3 and 4.

Just as Bruce et al. (1999) demonstrated in their original study, individ-
ual observers varied substantially in face-matching accuracy, with response
accuracy ranging from 57 to 94 percent correct ranging from 60 to 100 per-
cent correct. We wanted to know if sensitivity to feature-spacing, measured
with faces that differed in size and identity, contributed to this variation in
face identification accuracy. Therefore, we correlated Weber fractions for IPD
in Experiment 3, and those for NMD in Experiment 4 with the accuracy of
face identification!. Scatterplots relating the accuracy of face identification to
threshold Weber fractions for IPD and NMD are shown in Figures 4.8 and
4.9, respectively. As one can see, both IPD and NMD thresholds were highly
predictive of face identification accuracy. In fact, threshold IPD accounted
for 74% of the variance in identification accuracy (F = 14.05, df = (1,6),
p = .002), and threshold NMD accounted for 81% of the variance in accuracy
(F =209, df = (1,6), p < .001).

Why are IPD and NMD discrimination thresholds correlated with accu-
racy in the lineup task? One possibility is that face identification in the lineup
task is based, in part, on discriminating differences in certain aspects of facial

geometry (e.g., IPD and/or NMD). However, another possibility is that per-

1We did not use the stimulus-recoded Weber fractions described in Facial Proportions
because that would have inflated the performance of observers who may have used a rela-
tively poor strategy for judging feature-spacing, compared to those observers who did not
require a recoding for improved threshold fits.
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formance on both sets of tasks is influenced similarly by high-level factors such
as motivation, vigilance, the ability to focus attention on one variable and/or
ignore variation on irrelevant dimensions, etc. To examine the influence of
such factors, we compared performance in the lineup task to thresholds in
a face-contrast discrimination task. Contrast discrimination thresholds were
measured with the same faces and methods used to measure IPD discrimina-
tion thresholds in Experiments 1 and 3, except that IPD was held constant
and faces varied only in terms of overall contrast. We assumed that the effects
of high-level factors such as motivation, vigilance, and the ability to focus
attention on task-relevant variables, would be similar in the IPD, NMD, and
contrast discrimination tasks. However, unlike the IPD and NMD discrimina-
tion tasks, the contrast discrimination task does not require observers to accu-
rately encode the spatial distribution of features within a face. Furthermore, it
is unlikely that face identification is based on noting differences in overall con-
trast. For these reasons, we would argue that a significant correlation between
face-contrast discrimination and face identification would primarily reflect the
common influence of higher-level factors. Due to attrition, only 6 of the 7
observers who participated in Experiments 3-5 participated in the contrast
discrimination experiment. As shown in Figure 4.10, contrast discrimination
thresholds were significantly negatively correlated with accuracy in the lineup
task (R? = 91%, F = 42.3, df = (1,5), p < 0.001).

The results of the contrast discrimination experiment suggest that the cor-
relations between performance in the lineup task and IPD and NMD discrim-
ination thresholds reflect, at least in part, the common influence of high-level
factors, rather than a reliance on the same low-level mechanisms. It remains
possible, however, that the correlations also reflect the common influence of
mechanisms that encode the positions of features within a face. To test this
idea, we examined whether IPD and NMD thresholds were correlated with
accuracy in the lineup task after controlling for the statistical association be-
tween accuracy and contrast discrimination thresholds. Thresholds in the IPD

and NMD discrimination tasks were averaged to create a composite score that
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reflected each subject’s ability to encode the spatial arrangement of facial
features. Next, we z-transformed the composite score, as well as contrast dis-
crimination thresholds and response accuracy in the lineup task. Finally, we
used hierarchical multiple regression to calculate the effect of adding the com-
posite score to a model that already included contrast discrimination threshold
as a predictor of lineup response accuracy. This two factor model provided
an extremely good fit to the lineup accuracy data (R? = 93%, F = 19.97,
df = (2,3), p = .018). The sequential sums of squares for each term in the
model are presented in Table 4.2. Note that the average of the IPD/NMD
thresholds, labeled as IPD/NMD in the table, was not significantly associated
with accuracy in the lineup task after controlling for the statistical associ-
ation between accuracy and contrast discrimination thresholds. This result
indicates that performance in the IPD and NMD tasks, on the one hand, and
performance on the contrast discrimination task, on the other, account for
overlapping portions of the variance of the response accuracy scores. Further-
more, this result suggests that the high correlation between face identification
accuracy and IPD and NMD discrimination thresholds may reflect the influ-

ence of common, high-level factors on task performance.

Df Sum Sq Mean Sq F value Pr(>F)

z(contrast) 1 4.57 457  39.24 0.0082
2(IPD/NMD) 1  0.08 0.08 070 0.4656
Residuals 3 0.35 0.12

Table 4.2: Sequential sums of squares for two terms in a linear model that pre-
dicted accuracy in the face lineup task from contrast discrimination thresholds
(contrast) and the average of IPD and NMD thresholds (IPD/NMD). All vari-
ables were z-transformed.

4.3 Discussion

Many researchers have claimed that the discrimination of feature-spacing,
in general, is an important skill used during face recognition (Diamond &
Carey, 1986; Gauthier, Williams, Tarr & Tanaka, 1998; Kemp, McManus, &
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Pigott, 1990; Le Grand, Mondloch, Maurer, and Brent, 2001; 2003; Leder &
Bruce, 2000; Leder, Candrian, Huber, and Bruce, 2001; Maurer, Le Grand, &
Mondloch, 2002; Rhodes, 1988; Searcy & Bartlett, 1996). The current study
took two complementary approaches to examine whether the discrimination of
IPD and NMD plays an important role in face recognition. First, we measured
the extent to which variations in IPD and NMD can support face identification
in a natural context. In order to accomplish this, we made novel use of the
statistics of real faces, comparing the available ranges of IPD and NMD against
observer thresholds for the discrimination of these cues. Second, we determined
if face identification is supported, in part, by an ability to discriminate the
geometry of faces, like differences in IPD and NMD. In order to answer this
question we took advantage of the large individual differences in accuracy
during a realistic face identification task (Bruce et al., 1999), much of which
should be explained by a thorough understanding of the different skills required
by this demanding task.

Discrimination thresholds for IPD and NMD were approximately invari-
ant to changes in facial identity and size. This result suggests that observers
possess the kind of pattern-invariant processing that would be necessary if
feature-spacing is to make any contribution to face identification in realistic
conditions. However, our comparison of IPD and NMD discrimination thresh-
olds against the limited amount of natural variation in these cues demonstrated
that neither IPD nor NMD would be useful for face recognition in a natural
context. Of course, the relative utility of different types of facial cues is a sep-
arate issue from the relative importance of different types of perceptual skills.
It is possible that the skills underlying the discrimination of IPD and NMD
are especially important for face identification. However, we found that per-
formance in a face identification task is not correlated with feature-separation
thresholds, once the common influence of high-level factors is controlled for.
This result suggests that the skills underlying judgments of facial feature-
spacing did not contribute significantly to accuracy in the face identification
task.
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One of the most important goals of face identification research is to under-
stand what aspects of the human face are most important for visual identifica-
tion. If face identification is not supported by the judgment of feature-spacing,
how should future research proceed? As we mentioned earlier, the importance
of a facial cue is a separate matter from how we process that cue. Even if the
skills underlying judgments of feature-spacing are not particularly important
for face identification, feature-spacing cues that are significantly more variable
in the population than IPD and NMD might still be important for identifica-
tion. However, choosing a candidate facial-distance appears to be a daunting
task because there are a great many facial-distances one could evaluate. For-
tunately, facial statistics can help in this regard, by allowing us to generate
reasonable hypotheses about which facial-distances should be used by human
observers. For example, one can rank order the facial anthropometry data of
Farkas (1981) by the coefficient of variation for each feature-distance. Near the
top of this list is the distance between the eyebrow and the iris (EID), which
has a coefficient of variation of about = 17%, which is much larger than the
coefficients of variation for IPD and NMD. If feature-spacing is important for
face recognition, then one would expect discrimination thresholds to be low
for EID. One would also expect the PED to be higher for EID than it is for
both IPD and NMD. This hypothesis is consistent with the classification im-
age results of Sekuler et al. (2004), who demonstrated that observers identify
faces by using information in only a small region of the face that includes the
eyes and eyebrows. It is possible that these classification image results reflect
a strategy that calculates variation in EID. It is also possible that the region
around the eyes and eyebrows is important for multiple reasons, one of which
is the strong variation in EID across the population of faces. For example,
there may be something particularly salient about the shapes and textures
around the area that includes the eyes and brows, like their relatively higher
local contrast. In general, future studies will have much to gain by considering
individual differences in face identification ability, the ecological constraints

on face recognition, and the statistics of natural facial variations.
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4.4 Methods
4.4.1 Observers

The subjects were eight (3 female and 5 male) experienced psychophysical

observers with normal or corrected-to-normal visual acuity.

4.4.2 Stimuli
4.4.2.1 Photography

The stimuli in the IPD and NMD discrimination experiments were con-
structed from digital photographs of eight Caucasian faces (4 male and 4 fe-
male) of undergraduate students between 18 and 21 years old (average age =
20 years). The photographs were taken from a frontal view in standard lighting
conditions, with the camera approximately the same distance from each sub-
ject. Camera resolution was 1800 x 2400 pixels (RGB, 8-bits per channel). The
original photographs were taken by Lisa DeBruine (http://www.faceresearch.org/).

4.4.2.2 Position & size normalization

The photographs were processed with Adobe Photoshop 7.0 before being
used in the experiment. First, images were rotated (on average 3 degrees)
until the chin and apex of the forehead were aligned with the vertical axis.
Second, image size was normalized by either inter-pupillary distance or nose-
to-mouth distance, depending on whether inter-pupillary distance (IPD) or
nose-to-mouth distance (NMD) discrimination thresholds were measured, re-
spectively. For IPD experiments, inter-pupillary distance was exactly 83 pixels
for all faces; for the NMD experiment, nose-to-mouth distance was exactly 20
pixels for all faces. Then, the images were cropped to be 314 x 226 pixels. Im-
age cropping followed rules to ensure a standard alignment of the face within
the resized image: the lowest point of the chin aligned with the bottom of the
image, and the sides of the image were equal distances away from the sides of
the face.
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4.4.2.3 Inter-pupillary distance

For each of the eight facial images, another eight were created which differed
from the original only in the distance between the eyes (number 1 in Figure
4.1). Elliptical regions were selected around the eyes, just large enough to
encompass the lower and upper folds of the eyes, along with the inner and
outer corners; for faces with long eyelashes, the elliptical regions had to be
slightly larger. The elliptical regions were moved inward by equal increments,
and the gaps created by these displacements were filled in by superimposing
the edited image over a copy of the original. Discontinuities in skin-tone and
other artifacts of displacement were removed by blurring. Eight new versions
of each original face had an IPD that was smaller than the original by a total
of 2,4, 6, 8, 10, 12, 14 or 16 pixels. Finally, the images were converted to 8-bit

gray-scale and saved as uncompressed bitmaps.

4.4.2.4 Nose-to-mouth height (NMD)

For each of the eight facial images, another eight were created which differed
from the original only in the distance between the bottom of the nose and the
middle of the labial fissure (number 3 in Figure 4.1). These images were
created in the same manner as the IPD stimuli described above. Eight new
versions of each original face had an NMD that was smaller than the original
by a total of 1, 2, 3, 4, 5, 6, 7 or 8 pixels. Finally, the images were converted

to 8-bit gray-scale and saved as uncompressed bitmaps.

4.4.2.5 Image size & contrast

Two different image sizes were used in this study: Large images were 314
X 226 pixels, and small images were 157 x 113 pixels. The set of smaller
images were created by resizing the larger set of images in MATLAB, using
the method of bicubic interpolation available in the Image Processing Toolbox.
All images were normalized to have an rms contrast of 0.35 when displayed on

the monitor.
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4.4.3 Discrimination of feature separation

All stimuli were viewed on a 21-inch Apple Studio Display monitor res-
olution with a resolution of 1024 x 768, and a frame-rate of 85 Hz. At this
resolution, the displayable portion of the monitor measured 38.7 cm wide. Av-
erage screen luminance was set to 30 cd/m?. Observers viewed the monitor
from six different distances: 50, 59, 70, 85, 100, and 120 centimeters.

On each trial, two faces were presented either 256 pixels to the left or
right of the center of the display. Changing the location of the face within
a trial prevented observers from perceiving apparent motion of as a result
of changing the positions of facial features. To reduce spatial uncertainty,
rectangular frames (4 pixels wide, -0.5 contrast) were drawn around the two
locations and remained visible for the duration of the experiment. The location
of the first face was randomized across trials, with an equal number of first
faces appearing to the left of fixation as to the right. The location of the
first face was cued by a circular disc (radius=10 pixels; contrast = -0.5) that
was presented for 200 ms. Observers had 1s to fixate the cued location. The
first face was then displayed for 200 ms, followed by a 500 ms blank screen,
during which time the observers were instructed to fixate the other side of
the display. Finally, the second stimulus was presented for 200 ms. After the
second face was extinguished, the display remained blank until the observer
made a decision. Auditory feedback, in the form of 600 and 200 Hz tones, was
presented after correct and incorrect responses, respectively. Observers were
told to respond as accurately as possible, and to take as long as necessary to

make their decision.

Observers in our task were asked to decide between two temporal intervals,
but we were well aware that observers might still confuse temporal order with
spatial location (e.g., the Simon effect). To ensure that our observers were not
making this mistake, observers performed 20-30 practice trials at a viewing
distance of 70 cm prior to beginning their first block of test trials. During

practice trials, a research assistant sat nearby to confirm that the observer
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was comfortable with the task. All observers were confident that they were

doing the task correctly.

The difference in feature separation (i.e., AIPD or ANMD) on each trial
was randomly selected from eight values that spanned the threshold range.
During each block, each value of AIPD (or ANMD) was presented on 24

trials.

4.4.4 Calculation of PED

The distribution of IPD among adult Caucasian faces is well described by
a Gaussian density function (Dodgson, 2004). We assumed that NMD is also
well described by a Gaussian function. Therefore, the distance between facial

features, D, is distributed as a normal random variable.
D ~ N(u,0)

where o = cu and c is the coeflicient of variation. If we randomly sample two
faces from the population, we get two distances, d; and d;. A new random
variable can be calculated by subtracting the second feature distance from the
first:

AD =d; —d;

which is distributed as
AD ~ N(0,0V2)

Judgments of IPD and NMD follow Weber’s Law: the just-discriminable
difference is a constant proportion of the larger facial distance. Therefore,
we normalize our random variable AD by the distance of the larger facial

distance:
AD

F= max(d,-, dj)

F can now be directly compared to thresholds (expressed as Weber fractions).

We do not know how F is distributed, so we used a random number generator
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to sample 106 pairs of d; and d;, and then used these values to approximate
the probability distribution of F'. PED then is simply the probability that F'

is greater than, or equal to, an observer’s threshold:
PED = P(F > w)

where w is the threshold Weber fraction for a particular observer in a particular

feature-distance experiment.

4.4.5 Contrast discrimination

The stimuli and procedure used in the face-contrast discrimination exper-
iment were almost identical to those used in Experiment 3. Pairs of faces
always had the standard level of IPD. Instead of differing by feature-spacing,
the standard and comparison faces differed in their overall rms contrast. The
observer’s task was to decide which of the two faces had the lower contrast.
The standard face always had an rms contrast of 0.35 while the comparison
face always had a contrast value that was lower than 0.35. The contrast dif-
ference was varied according to two interleaved staircases, one following the
2-down/1-up rule and the other following a 3-down/1-up rule. Each staircase
continued for a total of 120 trials. The proportion of correct responses for
each level of contrast difference was recorded, and Weibull functions were fit
to the data using a maximum likelihood procedure. Discrimination threshold

was defined as the 75% correct point on the resulting psychometric function.
4.4.6 Face-matching

4.4.6.1 Viewing conditions

The stimuli were presented on a Sony Trinitron monitor in a dark room.
Observers viewed stimuli from a distance of 45 cm; a chin rest was used to
stabilize the viewing position. Monitor resolution was set to 2048 x 1536 (75

Hz), which subtended 46.6 x 35.7 degrees. Our experiments were programmed
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in MATLAB on a Power Mac G4, using the Psychophysics Toolbox extensions
(Brainard, 1997; Pelli, 1997). The monitor was calibrated to produce a lin-
ear range of luminance. The background luminance of the screen was set to
43 cd/m?.

4.4.6.2 Stimuli

Stimuli consisted of 160 line-up displays (27.2 deg wide x 34.4 deg tall)
created by Bruce et al. (1999). Each stimulus display was composed of a
target face (4.5 deg x 7.6 deg) positioned at the top, and an array of 10 faces
(each 3.8 deg x 6.4 deg) positioned at the bottom. Faces in the array were
arranged in two rows of five faces: adjacent faces were separated by 0.5 deg.
The bottom of the first row and the top of the second row were separated by
2.5 deg. A dark black (10 cd/m?) numeral (0.6 deg x 0.6 deg) was displayed
below each of the array faces, beginning with “1” for the first face in the top
row and increasing left-to-right, top-to-bottom. The target face was centered
horizontally in the display and spaced approximately 9.5 deg above the top row
in the 10-item array. The area around each face was a uniform light-gray with
a luminance of 80 cd/m?. Each face was shown in its original high contrast
and had an average local luminance of 40 cd/m?. A selection panel (10.8 deg
x 35.7 deg) was displayed to the left of the line-up display. On the selection
panel was shown two columns of dark black (10 cd/m?) numerals (1.5 deg x
1.5 deg), one column displaying the numerals 1 to 5 from top to bottom, and
another column displaying 6 to 10. The word “absent” (9.2 deg x 1.5 deg) was

displayed in dark black (10 cd/m?) below the two columns of numerals.

For half of the line-up displays, the target face was included in the array
of 10 faces. The target faces were generated by taking a single frame from
a high-quality video camera, while the line-up faces were generated by using
high-quality photographs taken hours after the target-images were obtained.
Images of the target face at the top of a line-up image were therefore different
from the image of the same face shown in the array. A similar frontal pose,

lighting condition, and neutral expression was used for all photos but there
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were subtle differences in the target and array versions of the same face that

prevented a pure picture matching strategy.

4.4.6.3 Participants

All but one of the observers who participated in the feature-spacing dis-

crimination experiments also participated in the face-matching experiment.

4.4.6.4 Design

Each observer was randomly assigned to one of two stimulus sets: both
sets contained 40 target-present line-ups and 40 target-absent lineups, but the
target-present and target-absent versions of the same line-up were separated

between the two sets.

4.4.6.5 Procedure

A research assistant read a standard set of instructions to the observer.
During this time the observer was told that the experiment consisted of 80
trials, and that the target would be present on only half of the trials. He/she
was also told that there was no time limit, and that they were to respond as
accurately as possible. The observer adapted to the display for 2 minutes.
During the first 1-3 trials, the research assistant sat with the observer to make
sure that he/she understood the task.

At the beginning of each trial, the stimulus array was presented and a
mouse cursor appeared in the center of the display. The observer’s task was to
examine the target face and try to find a match within the array of 10 faces.
The observer indicated his/her decision by using the mouse to click on the face
that matched the target. If the observer decided that the target face was not
present in the array, then he/she clicked on the word “absent” that appeared
below the array. If the cursor moved outside of the selection panel, it was

automatically erased and redrawn at the center of the selection panel. This



C.M. GASPAR — MCMASTER UNIVERSITY, PSYCHOLOGY 94

procedure prevented observers from using the cursor as a reference to measure
the size of features or distances between features. After the observer made a
decision, a blank screen of average luminance appeared for 200 ms, and then
was replaced by the stimulus display for the next trial. The observer was not

given feedback about the accuracy of the response.

All observers completed the experiment within approximately 25 minutes.
Percent correct was the dependent variable. The correct response on a target-
absent trial is to respond “absent”, while the correct response on a target-
present trial is to choose the matching face from the array of 10 faces. There-

fore, percentage correct at chance performance was 1/11.
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Chapter 5

Summary & Future Directions

5.1 Summary

Chapters 2 and 3 of this thesis were a direct follow-up to the classification
image study of Sekuler et al. (2004). Sekuler et al. demonstrated that observers
use similar regions around the eyes and eyebrows to identify both upright and
inverted faces. Their results are also consistent with the idea that observers
rely strongly on a template-matching strategy to judge the appearance of both
upright and inverted faces. Based on these findings, and a quantitative anal-
ysis of their classification images, Sekuler et al. speculated that inverted face
identification is less accurate than upright face identification because of a sub-
tle, but systematic misuse of information around the eyes and eyebrows. The
results of Chapter 2 provide strong support for this conclusion. Chapter 3 ex-
amined the possibility that perhaps more dramatic differences between upright
and inverted face processing could be found in the spatial frequency domain,
as opposed to the how different regions of the face are used. However, the
results presented in Chapter 3 demonstrate that upright and inverted face
identification rely on the same narrow band of spatial frequencies center on
approximately 9 cycles per face width. In order to take account of this result,

any explanation of the face inversion effect must consider how inverted face
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identification might misuse information within the same narrow band of spa-
tial frequencies that are used to identify upright faces. Therefore, the results of
the Chapter 3, together with those of the Chapter 2, provide strong evidence
against the prevailing notion that upright and inverted face recognition rely
on qualitatively different processes. As was explained in the Chapter 1, the
idea that upright and inverted face identification are qualitatively different is
a central assumption underlying so-called configural or relational theories of
face recognition. Therefore, the findings presented in Chapters 2 and 3 also
call into question the idea that relational cues (variations in the exact spacing
among facial features) are critical for normal face recognition. In order to
directly assess the importance of relational cues, the Chapter 4 examined if
human sensitivity to such cues is fine enough to resolve the limited variation in
relational cues that are found in real faces. The results of the experiments de-
scribed in Chapter 4 suggest that two of the most often studied relational cues,
inter-pupillary distance and nose-to-mouth-distance, would not be particularly
useful for face identification in natural contexts. Moreover, we found evidence
suggesting that the skills underlying judgments of facial feature-spacing do not

contribute significantly to accuracy in a realistic face identification task.

5.2 Applications to the Thatcher Illusion

The face inversion effect has been primarily used as an experimental tool
for determining those elements of facial information that are most important
for face identification. However, this approach rests on the assumption that
upright and inverted face identification are qualitatively different. Chapters 2
and 3 present evidence that is contrary to this assumption, and thus call into
question the use of the face inversion effect as a tool for uncovering critical
facial characteristics. However, while our results question the reason why the
face inversion effect is normally studied, our conclusions do not make the face
inversion effect any less interesting. The work presented in Chapters 2 and
3, together with the classification image results of Sekuler et al., demonstrate

that upright and inverted face identification, despite being very different in
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accuracy, rely on the very similar regions of the face, and also the same ap-
proximate band of spatial frequencies. Therefore, our findings suggest that
rather subtle changes in the use of facial information can have strong and re-
liable consequences on identification accuracy. However, face inversion can do
much more than just reduce our ability to identify faces. The Thatcher Illu-
sion demonstrates that face inversion can also drastically reduce our ability
to perceive distortions of facial images that are normally perceived as highly
grotesque. To experience the strong phenomenology of the Thatcher Illusion,
please see the facial photo shown in the middle of Figure 5.1. The eyes and the
mouth in this face have been inverted while the rest of the face was left in its
normal orientation. For historical reasons, this method of distorting the face
has been called ‘Thatcherization’, and the end product is sometimes called a
‘Thatcher’ face. The distortions introduced by Thatcherization are very clear
and frequently evoke a strong percept of grotesqueness. Of course, there is
the possibility that we chose a face that was very grotesque to begin with,
and would remain grotesque no matter how we rearranged its facial features.
To make it clear that this is not the case, please see the original facial image
in Figure 5.1, which is the first one from the left. It should be obvious that
the normal face and its Thatcherized version are very different. However, once
both images are turned upside-down, it is no longer immediately clear that one
of these inverted faces has been distorted. After a close inspection of the face,
one will eventually be able to identify the distortion that was made but, nev-
ertheless, the strong percept of grotesqueness cannot be recovered after face
inversion. The inability to experience the grotesque percept of a Thatcher-
ized face after it has been inverted is referred to as the Thatcher Illusion. The
Thatcher Illusion is perhaps one of the most widely cited experimental findings
that face researchers use to support the idea that upright and inverted face
processing are qualitatively different. The findings of this thesis demonstrate
that very subtle changes in facial information accompany face inversion and
that these changes are sufficient to explain the effect of inversion on identifica-
tion accuracy. However, the Thatcher Illusion demonstrates that face inversion

can virtually eliminate our ability to experience a strong percept of groteque-
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ness. Can the effect of inversion on the Thatcher Illusion also be explained
by very subtle changes in the use of facial information, rather than the gross
changes in information suggested by prevailing theories? 1 demonstrate that

this is indeed possible.

The image on the far right of Figure 5.1 is an image of the difference be-
tween the normal and Thatcherized faces shown in the same figure. In other
words, the first face was superimposed on the second, and a pixel-by-pixel sub-
traction was performed in order to obtain this difference image. The difference
image demonstrates that it is not necessary to look at the entire face, or to
make judgments about the spacing among facial features, in order to tell a nor-
mal face apart from its Thatcherized version. In fact, the difference between a
normal face and its Thatcherized version resides solely within a small region of
both eyes, and a small region encompassing the mouth. It must be clear that
I am not making any claims about where in the face the grotesque percept
associated with Thatcherization originates. However, I am asserting that it
is necessary to perceive the changes in local features that define the physical
effect of Thatcherization before one can even have a percept of grotesqueness.
In other words, one must detect Thatcherization before one can experience
the grotesqueness of Thatcherization. Therefore, it is entirely possible that
an inability to perceive subtle changes within the eyes and mouth regions will
drastically reduce the percept of grotesqueness in a Thatcherized face. The
results of Chapter 1 of this thesis, together with the classification image results
of Sekuler et al. (2004), demonstrate that face inversion is associated with very
subtle changes in how observers use information within local regions around
the eyes and eyebrows. These quantitative changes in face processing are suf-
ficient to explain the reduction in identification efficiency that accompanies
face inversion. One implication of these findings is that observers should find
it difficult to discriminate individual facial features when they are shown in an
inverted face, especially the eyes. The task of detecting a Thatcherized face
is similar to that of discriminating different facial features, except that the

features differ in their local orientation. According to the results of this thesis,
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(c)

Figure 5.1: A normal face (a), its Thatcherized version (b), and the image of
the Thatcherized face subtracted from the normal face (c).



C.M. GASPAR — MCMASTER UNIVERSITY, PSYCHOLOGY 104

one might predict that observers will find it difficult to discriminate Thatcher-
ized features from normal features when they are shown in an inverted face. It
is important to note that this is not an explanation of the inversion effect. If
an observer is devoting all their attention to just one eye, the task of discrimi-
nating a Thatcher face from its normal version is exactly the same whether or
not both faces are shown upright, or inverted. Therefore, observers must be
influenced by more than just those local features that have been Thatcherized.
Nonetheless, an observer’s ability to discriminate changes within those local

features is critical for obtaining the percept of grotesqueness.

My description of how inversion alters the information-processing of Thatcher-
ized faces has rested on the assumption that the processes underlying face
identification are similar to those underlying the detection of Thatcherization.
If this assumption is true, then observers should be using similar spatial fre-
quency components to identify faces, and also to detect Thatcher faces. The
results presented in Chapter 3 demonstrate that both upright and inverted
face identification rely on the same narrow band of spatial frequencies in the
face, and that this 2-octave wide band is centered at around 9 cycles per face
width; previous studies have measured the spatial frequency tuning of up-
right face identification and found similar results (Gold, Bennett & Sekuler,
1999, Nasanen, 1999). No one has ever measured the spatial-frequency tun-
ing of Thatcher face detection. However, I can demonstrate that successful
detection of Thatcherized eyes need only utilize a narrow band of spatial fre-
quencies, and that this 2-octave wide band is centered at around 9 cycles per
face width. As mentioned before, the discrimination of a Thatcher face from
its normal version requires that observers use the information contained in the
difference image shown on the left side of Figure 5.1. Therefore, the 2D Fourier
transform of this difference image tells us how the relevent information is dis-
tributed across the spatial-frequency spectrum. The average spectra of the
Thatcher information contained in the eyes of 14 faces is shown in Figure 5.2,
along with standard error bars. While there is variation in the exact amount

of power distributed across frequency, one can see a very strong central ten-
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Figure 5.2: Normalized power spectra of eyes-only Thatcher information for
14 faces. Thatcher information is the image formed by the subtraction of the
eyes-only Thatcher face from its unedited version (similar to that shown in
Figure 5.1, except with no information in the mouth region). Hollow circles
depict the mean spectrum (+ SE) across 7 faces with neutral expressions,
and filled triangles depict mean spectrum (£ SE) across the same 7 faces but
smiling. Thatcher information is narrowband for both neutral and smiling
faces, peaking at 9 cycles per face width, and less than 2 octaves wide. Face
width is measured by the bizygion diameter, which is the widest part of the

visible face (Farkas, 1981).
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dency at around 9 cycles per face width, with power falling off rapidly above
and below this band. This bandpass property of Thatcher eye information
demonstrates that the information processing strategy observers should be us-
ing to optimally detect Thatcherized eyes is the same strategy that observers
do employ in order to identify faces. Future experiments will need to measure
the spatial frequency tuning of Thatcher eye detection in order to confirm this

hypothesis.

5.3 Conclusion

The idea that subtle, quantitative changes in information processing can
have profound effects on both the discriminability and the phenomenology of
faces has the potential to synthesize various results in the face identification
literature. For example, the relationship that we have just observed between
the information contained in Thatcherized eyes and the bandpass nature of
its power spectrum suggest that the exact tuning of spatial frequency may be
related in a systematic way to local features of the face. For both Thatcher
detection and face identification, there appears to be a relationship between
the informative structure of the eyes and a band of spatial frequencies around
9 cycles per face width. This observation is significant because currently there
are no explicit theories for why face identification relies on the particular band
of frequencies that it does. The classification image results of Sekuler et al.
(2004) can be interpreted to mean that the use of eyes and eyebrows leads to
bandpass tuning. However, our current analysis of the Thatcher information
spectra suggest that this is a consistent relationship between eye structure and
bandpass tuning, and they also help us to visualize the relevant structures in

the eye.
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