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Abstract

We present a study of radio over fibre (ROF) distribution links for indoor and cam-
pus wireless networks employing standard IEEE 802.11a orthogonal frequency division
multiplexing (OFDM) modulated RF signals. ROF distribution links are an enabling
technology for the implementation of centralized network management, which allows
the application of several advanced network management techniques aimed at increas-
ing the wireless communication rate and the number of simultaneous users supported
by the wireless network. Also, ROF links should enable an extensive use of antenna
arrays in multi-input multi-output (MIMO) or beam-former configurations. In this con-
text, we study optical links with external modulators and optical amplifiers, exploring
their performance in terms of noise, RF gain and linearity in order to identify under
which conditions the link has minimum impact on the OFDM signal quality. We give
particular attention to the optimization of the modulator bias, which we prove has the
potential to significantly improve the link gain, noise and linearity. In particular, the
link gain is increased when the modulator bias is shifted in order to reduce the optical
amplifier saturation level. Also, bias optimization allows the reduction of the amount
of average power transmitted over the fibre, thereby decreasing the impact of stimu-
lated Brillouin scattering (SBS) on the link noise. Finally, the modulator bias can be
optimized to increase the link linearity through a form of mutual compensation of the
distortion from the link fibre and the distortion introduced by the modulator itself.

In the last part of this work, we explore the potential benefits of all-optical manipu-
lation and filtering of RF signals, in order to integrate high level functions, such as signal
phase and amplitude control for beam-forming, in the optical link itself. We propose a
novel all-optical beam-former, which allows for independent adjustment of both ampli-
tude and phase of the signals fed to each antenna in an array. This beam-former features
high RF carrier frequency operation, compatibility with double side-band (DSB) mod-
ulation systems, good performance/complexity compromise and easy integration with
antenna remoting links based on wavelength division multiplexing (WDM) for antenna

addressing.




Résumé

Nous présentons une étude sur les réseaux « radio sur fibre » (ROF) pour la dis-
tribution de signaux utilisés pour les communications sans fil, et nous analysons plus
particulierement la transmission de signaux utilisant le multiplexage par répartition or-
thogonale de la fréquence (OFDM), adhérant au protocole standard IEEE 802.11a. Les
réseaux de distribution fibrés sont une technologie habilitante pour l'implémentation
de réseaux de communication a gestion centralisée. La gesﬁion centralisée des réseaux
permet ’application de plusieurs techniques avancées d’optimisation des ressources des
réseaux sans fil qui visent a augmenter sensiblement le taux de transmission de données
et le nombre d’usagers supportés simultanément. Dans ce contexte, nous étudions les
liens optiques & modulation externe utilisant des amplificateurs optiques et nous explo-
rons les performances de ces liens en fonction du bruit, du gain RF et de la linéarité.
Nous cherchons a identifier quelles conditions minimisent I'impact du lien optique sur
la qualité des signaux OFDM. Nous étudions en particulier les effets de la variation de
la tension de polarisation du modulateur, et nous montrons que 'optimisation de ce pa-
rametre peut améliorer le gain, la linéarité et le bruit du lien optique. En particulier, le
gain RF du lien est augmenté si le niveau de saturation de 'amplificateur optique varie
en fonction du point de polarisation du modulateur. Aussi, 'optimisation du point de
polarisation permet de réduire la puissance optique transmise sur le lien : ce qui permet
de limiter les effets non linéaires de la fibre telle que la diffusion Brillouin stimulée.
Enfin, la polarisation du modulateur peut étre optimisée pour améliorer la linéarité du
lien, grace a une forme de compensation mutuelle entre la distorsion causée par la fibre
et celle causée par le modulateur lui-méme.

Dans la derniere partie de cet ouvrage, nous explorons les possibles avantages des
manipulations et filtrages tout-optiques des signaux RF. Cela permet d’intégrer dans
les réseaux ROF des fonctions avancées telles que la manipulation de 'amplitude et de
la phase des signaux RF pour le controle du diagramme de rayonnement d’un réseau
d’antennes. Nous proposons un nouveau type de ligne a délai tout-optique qui permet
lajustement indépendant de I'amplitude et de la phase des signaux injectés en chaque
antenne du réseau, qui supporte des fréquences de porteuse RF élevées, et qui permet

une intégration facile dans les liens ROF.
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Chapter 1

Introduction

1.1 The evolution of wireless access networks

IBRE OPTIC TECHNOLOGY proved very well its potential to support the high
throughput backbone connections needed by the modern communication net-

works. Since 1977, when first AT&T and GTE installed fiber optic telephone
systems in Chicago and Boston respectively, the scientific and industrial commu-
nities have been working to improve the capacity and performance of backbone links,
leading to an incredible revolution in the way people communicate. The effects of this
revolution have surely not been limited to military applications and high end commer-
cial users, but they have changed common people’s everyday life. Just remember that
two generations ago there was no way to have a voice communication overseas whereas
now millions of simultaneous communications can be supported by a single transoceanic

fibre cable.

The communication revolution has been doubled by a great development in access
networks, which has led to the development of new services like high speed internet, on
demand cable TV and high speed wireless networks. Wireless access networks, which
are now ubiquitous, are evolving amazingly rapidly: for example, a new version or
amendment of the IEEE local area network (LAN) standard 802.11, commonly known
as WiF'i, has been released about every four years since 1997 [2].

A common trend strongly drives the evolution of both backbone and access net-
works: users want faster data throughput and an ever better quality of service. The
need for faster and more reliable networks is driven by the increasing number of net-
work simultaneous users and diffusion of new applications and functionalities such as,
for example, the merging of data, multimedia and voice services. In the first generation
of wireless networks, there was a clear separation between wide area networks for voice
specialized cellular telephony (like TACS, Total Access Communications System) and
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wireless networks for data communications among computers. The performance needs
were different: voice networks had to provide low latency, low bandwidth, wide cov-
erage area and to support a high number of subscribers; computer wireless networks
needed high bandwidth, but could support a lower coverage area and a lower number
of subscribers. Today, in some cases these distinctions are falling due to the increas-
ing diffusion of new multimedia services like videoconferencing and voice over internet
protocol (VoIP), which demands both low latency and high transfer bandwidth. Also,
computer wireless networks are more and more pervasive and may often merge with and
be superimposed on cellphone networks: for example, computer wireless networks may
cover a whole city like New York or San Francisco [3, 4]. Finally, the last generation
of cellphones offers computer-like functionalities such as access to internet, email and
multimedia communications using embedded digital cameras. Furthermore, the wire-
less networks are now pervasive and today there is a clear tendency to offer ubiquitous
connection to the network, indoors as well as outdoors: people want to be connected
anywhere and anytime. Also, in the near future some analysts foresee the diffusion of
an increasing number of everyday life objects enhanced by the ability to connect to the
network and communicate among themselves or with human users. Such a diffusion of
the wireless networks in the everyday life demands a significant increase in the amount
of traffic the networks must sustain.

The above overview of the evolution of modern wireless networks is far from being
complete but it provides a glance at the level of performance needed for upcoming
wireless networks:

e High throughput per user. For this parameter, the numbers seems to continually
grow: some analysts forecast about 100 megabits per second (Mbps) [5], which
could be enough to support multimedia communications. Other analysts push this
value as far as 1 gigabit per second (Gbps) [6], which is reached using multi-input
multi-output (MIMO) systems.

e Improved link reliability. The link performance should be constant over time and
within the space covered by the network.

e Low latency. Modern data networks typically feature poor latency performance.
For example, VoIP needs less than 150 ms of communication delay but a mobile
user can experience up to 400 ms of delay when moving in a 802.11x network [7].

e High capacity to support a large number of users connected simultaneously.

e Flexibility and scalability: the networks must be able to grow with the number
of users and must allow for interoperability with other networks.

e Low deployment cost.

Some of the points raised above must be faced by developing new network protocols,
which are outside the scope of this work. However, the architecture of the physical layer
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can greatly help in enabling higher network performance. In the next sections, we will
show how fibre links can be the base for the next generation of wireless LAN, in the
same way that they supported the evolution of the backbone links in the past 30 years.

1.2 Centralized and distributed wireless LANs

While many concepts expressed in this work are general and applicable to several types
of wireless networks, from now on we focus our discussion on the most extensively
deployed type of data-oriented wireless LANs (or WLANSs), which is defined by the
IEEE 802.11 protocol family. All IEEE 802.11 WLANSs are constituted by some basic
functional entities. The Internet Engineering Task Force (IETF), in its effort to classify
these functional entities and provide a standard nomenclature [8], defines:

Access Point (AP): An entity that provides access to distribution services via the
wireless medium for associated stations. This is a logical entity which encapsulates
high level functions like RF signal coding and decoding, media access control
(MAC) translation, and network management protocols.

Wireless Termination Point (WTP): The physical entity that contains an RF an-
tenna and the physical layer used to transmit and receive station traffic for the
Institute of Electrical and Electronics Engineers (IEEE) 802.11 WLAN access
networks. The wireless termination point (WTP) can incorporate the hardware
needed to implement the access point (AP) logic functionalities.

Access Controller (AC) or Central Station (CS): In a centralized network ar-
chitecture, this is the network entity that provides to the WTPs an access to
the wired backbone infrastructure, which is typically an Ethernet network.

In the mostly accepted convention, the difference between AP and WTP fades out
because in most installed network architectures there is no physical separation between
these two entities. In such architectures, called autonomous architectures by the IETF,
the AP functions are implemented within the WTP hardware, which is, consequently,
complex and expensive. Fig. 1.1a shows an example of this architecture. Also, the
IETF describes the concept of centralized architecture: in one possible embodiment,
the WTP is designed as lightweight as possible, incorporating only the radio interfaces
while all the logic AP functions are transferred to a central station (CS).

Today, the majority of the installed 802.11 WLANSs follow the autonomous archi-
tecture with the APs connected to a backbone ethernet network, which is shared with
wired equipment. This solution is widely used because the APs can be installed any-
where a wired ethernet cable is available. Hence, the deployment of the wireless network
as an extension of pre-existing wired networks is simple and potentially low cost. The
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Ethernet network

Figure 1.1: Autonomous and centralized architectures. (a) Autonomous architecture: the access
points (APs) logic functions are localized at the wireless termination points (WTPs), and separate
APs do not intercommunicate. (b) Centralized architecture: the WTPs are simplified down to an RF
interfaces and all the APs functions are gathered in a centralized computing unit.

APs are “intelligent” or “autonomous” in the sense that they are standalone devices:
each AP implements all the features, settings, and algorithms of a complete network
transport device such as a router or a switch. The rest of the network infrastructure
does not require wireless-specific awareness [9] and there is no communication or in-
teraction of any sort among the APs [10]. However, the autonomous architecture has
some drawbacks, especially for outdoor installations:

e Expensive APs equipment: AP intelligence makes it complex and relatively ex-
pensive.

e Expensive maintenance: sensitive processing equipment is part of the APs, which
must support uncontrolled environmental conditions and requires on site mainte-
nance.

e Difficult to adapt to new interfaces: network upgrades and enhancements require
a visit to the antenna sites and a modification of each AP hardware and software.

Furthermore, the autonomous architecture presents significant challenges for the im-
provement of network capacity and per-user throughput as required by future wireless
networks.

The network capacity may be defined as the aggregate throughput (per-user bitrate
multiplied by the number of simultaneous users) that the network can sustain while
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respecting a given quality of service (error rate, latency or other parameters). A number
of network parameters may affect the link capacity, as:

e Protocol overhead: some of the data transmitted over the network is used only
for handoff and management.

e Cell dimension.
e Signal power transmitted by the APs.

e Inter-cell interference.

Relative position of the cells.

Available spectrum and number of available non-overlapping channels.

The 802.11 cellular networks available bandwidth is fixed by the federal communica-
tions commission (FCC) regulations, and the 802.112z WLAN protocols split the allotted
spectrum band in a limited number of channels (e.g., 12 channels for 802.11a [1]). Each
channel can serve a limited number of users via multiple access techniques like time
division multiple access (TDMA) or carrier sense multiple access (CSMA), used in all
802.11z protocols. Sectoring and cell splitting are commonly used methods for increas-
ing the network capacity by subdividing the network in smaller sections. Hence, in
the hypothesis that the users are uniformly distributed over the space covered by the
network, the need for channel sharing and multiple access is reduced. This improves
the user throughput, not only by ensuring that more users have unshared access to
their allotted channel, but also by reducing the MAC overhead needed to manage the
channel sharing. However, reducing the cell dimension inevitably increases co-channel
interference and adjacent-channel interference from near cells. In fact, it is generally
accepted that wireless systems are interference limited and the implementation of tech-
niques to reduce the interference often leads to an increased network capacity [11] and
reliability. For example, some installations of 802.11 WLANs try to reduce the in-
ter-cell interference by accurately planning the position of the APs. Network planning
is expensive and often suboptimal due to the physical constraint of the space where
the network is installed, which may not allow for best positioning of all the APs. Un-
planned inexpensive WLANSs installations provide much less than optimum capacity
and reliability. Controlling the power transmitted by the APs can help in reducing the
interference, but decreases the signal-to-noise ratio (SNR) perceived by the users, who
receive a power-reduced signal from the APs. Also, in an autonomous multi-cell archi-
tecture with several users it may be difficult to identify the optimum values of power
to provide the best quality of service. This problem assumes the characteristics of a
noncooperative power control game (in the sense of game theory) [12], in which every
user wants to receive and transmit at maximum power to improve his communication
speed. However, speed is limited by interference from other users who also want to
communicate at maximum power and speed.
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Network centralization permits the use of near optimal algorithms for resource al-
location and management, as for example:

Centralized power control. Centralized power control is used to optimize the power
level on a given wireless link and minimize the interference to non-targeted users,
while maintaining sufficient transmission quality to the targeted receiver. This is a
typical problem that can take advantage of network centralization because power
management requires information gathered from all over the network. Hence,
global network knowledge of power levels for all the users allows for optimum
solution of the power control problem [13], whereas power control based only on
“local” knowledge is intrinsically less effective [14].

Multi-cell scheduling and coordination. Intra-cell interference, caused by simul-
taneous transmission of several users in the same cell, and inter-cell interference,
originating from signals in other cells, can all be reduced by scheduling and coor-
dinating the user access to the APs [15]. A centralized scheduler benefits from the
global information on the whole network and the high processing power available
at the central station [16].

Load balancing and dynamic channel allocation. User load is often unevenly dis-
tributed among APs, which results in unfair bandwidth allocation among users.
This can be alleviated by intelligently associating users to APs rather than having
users greedily associate to APs with best received signal strength [17]. An example
of dynamic load balancing based on centralized control capabilities is presented
in [18] and offers more efficient systems resources reutilization than conventional
methods. Channel allocation schemes are also used to avoid co-channel interfer-
ence among nearby cells. Centralized dynamic channel allocation has been proven
to be more efficient than conventional fixed channel allocation schemes [19].

Antenna diversity algorithms. Macro-diversity is a technique that can be used to
combat multi-path fading by allowing a user to connect to more than one AP at
the same time [20]. In a centralized embodiment of this technique, the APs are
interconnected and exchange data through the central station, which performs
the signal equalization and recombination: this provides a so called diversity gain
and improves the link quality. Alternatively, the central station can simply select
the best link based on received power or SNR. Macro-diversity can also be used
to reduce handover of users moving on the edge of different cells of the network
[21].

These techniques can reduce interference and improve the network capacity, reliability
and general quality of service (QoS), even with limited or no network planning.

The centralized architecture has some other advantages: it reduces the redundant
equipment with respect to an autonomous architecture because the network hardware
is shared among the APs. Hence, all available computational power is always used
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to manage the network even if some APs are inactive. Also, centralization simplifies
the maintenance of the hardware, which can be installed in a controlled environment
to reduce the probability of a system fault. Thus, most of the network electronics no
longer needs to be ruggedized and protected against harsh environment as is the case
of autonomous architectures. Finally, centralization allows for easy protocol upgrades
and enhancements, which can be performed without physical access to deployed WTPs
hardware.

Centralized management also has some drawbacks. First, a centralized architecture
requires dedicated network cabling for the WTP-to-CS connections, whose deployment
may be challenging and expensive. The dedicated cabling makes the centralized archi-
tecture more difficult to scale up with the network coverage growth. By having all the
network processing and managing equipment gathered in the same location the main-
tenance is simplified but the networks becomes much less resilient to a system failure.
The strongest limit of the centralized architecture is probably the high computational
power needed to properly and timely execute the network management algorithms de-
scribed before. For example, the power control algorithm exposed in [13] requires the
calculations of the eigenvalues of a n x n matrix, where n is the number of network
users. Calculating the matrix eigenvalues to a given normalized precision b is a prob-
lem of complexity O (n3 + nlog®nlog b) [22]. Surely, the Moore’s law always reminds
us that the computational power available for network management grows with every
new generation of processors. Nevertheless, centralized architectures must trade-off
the frequency / precision of control updates and the size of the network which can
be managed. This can be alleviated using some new approaches, as the agent-based
management systems proposed in [23, 24|, which reduce the amount of data to be ac-
cessed and computed for operating the network management functions. This method
still takes advantage of the centralization of all the information on the network but is
more efficient in managing large number of users than algorithms based on brute force
calculation of an optimum management solution.

From the description above, it is clear that the centralized architecture promises to
increase significantly the capacity and reliability of future indoor and campus wireless
networks.

1.3 Radio over fiber for centralized architectures

As explained is the previous sections, the centralized architectures gather all the logic
and high-level network functions in a CS. In most situations, the dedicated network
used to connect the antennas and the CS cannot be built using standard RF coaxial
cables because such cables feature significant losses at the relatively high RF frequen-
cies used in wireless communication systems (2.5 GHz and more, see Fig. 1.2). The
cable losses are inversely proportional to the cable cross section area, the quality of
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Figure 1.2: Losses of common coaxial cables compared to fiber. From [25, page 708].

the cable dielectric and the cable cost. Hence, low loss cables at high frequency are
extremely rigid, heavy, bulky and expensive. Furthermore, such cables have a very
limited bending radius, which makes difficult and expensive the cabling of a building
for the installation of indoor wireless networks: the cables must be routed into small
spaces, inside walls and below room ceilings. The optical fibre has been proposed as a
viable alternative because it has THz-large available bandwidth and losses are of the
order of 0.2dB/km, regardless of the signal RF frequency. Furthermore, fiber is thin
and light, and the bending radius is in the order of centimeters, which makes indoor
cabling much easier and less expensive. Finally, signals in optical fibres are insensitive
to electromagnetic interference, unlike those in coaxial cables. Indeed, when using a
fibre link, the cost of electrical-to-optical and optical-to-electrical converters at the ex-
tremities of the link must be taken into account, but still the optical solutions appears
to be advantageous for links longer than few hundreds of meters. This is confirmed by
the work of Hunziker, reported in [26, page 134], where the cost of a distribution net-
work with coax cables/repeaters and fiber/optical transceivers are compared (Fig. 1.3).
While the fiber-based solution has a higher cost for short links, the coax cable becomes
rapidly more expensive as the length of the link is increased, even at relatively low GSM
frequencies (900 MHz and 1800 MHz) considered in Hunziker’s work. Higher frequen-
cies should exacerbate the cost divergence. As an extreme example, carrier frequencies
around the water absorptions peaks (the strongest is at 60 GHz) have attracted some
interest in the literature for indoor networks with very small cells [27, 28, 29]. The high
propagation loss at 60 GHz allows for good carrier reusability between adjacent cells.
For such systems, the distribution network can only be fibre-based because copper-based
solutions cannot accommodate for such high carrier frequencies.

Another important advantage of fibre-based antenna feeding links is that the ter-
ahertz-wide fibre bandwidth allows the number of installed cables to be minimized
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Figure 1.3: Comparison of the normalized cost of copper-based and fibre-based distribution networks,
taking into account the hardware cost (transmitters, receivers, repeaters, cables) in the frequency range
of 900-1800 MHz (GSM). Installation costs are not considered. From [26, page 134].

by exploiting optical wavelength division multiplexing (WDM). The signals to and
from different antennas can be assigned to separate wavelengths and transmitted si-
multaneously over the same fibre. This well known technique for digital optical links
potentially permits fitting a hundred wireless channels on the fibre, because of the rela-
tively small bandwidth needed for WiFi formats. For example, in a 20 nm-wide coarse
WDM (CWDM) channel it is possible to fit a (theoretical) maximum of 100 double
side-band (DSB) or 200 single side-band (SSB) 5 GHz WiF analog channels.

The centralized architecture requires the propagation of the wireless signal from
the CS to the antennas (and vice-versa) in its analog RF form, because the signal is
modulated and demodulated at the CS. The propagation of analog signals over optical
fibre-based links is commonly referred to as radio over fibre (ROF). This definition
is quite large and indeed the research domain of ROF is vast and diversified, covering
system level research on optical analog network architectures as well as the study of
the specific behavior of optical devices with analog signals. The work presented in this
thesis belongs to the ROF field, but we focus our research by making some specific
choices to best support a specific Wif7 modulation format and multi-antenna arrays,
as discussed in sections 1.4 and 1.5. The choices we make on the design of the ROF
link are listed in section 1.6.

1.4 Orthogonal Frequency Division Multiplexing

Centralization and advanced network management are only some of the possible ways
to improve the network capacity and per-user throughput: another way is to some-
how fight against the properties of the indoor wireless channels which most affect the
channel capacity. Indeed, the “air” channel is a hostile propagation medium for fast
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mobile data communication: in the general case it is affected by frequency-, space- and
time-dependent fading due to dynamic multipath propagation delay spread. Hence, a
mobile user experiences a frequency selective channel varying in time and space, which
causes inter-symbol interference (ISI) and poor SNR. On the good side, multipath de-
lay spread is a linear effect, so that an adaptive equalizer can, in theory, regenerate a
signal affected by ISI, even in a changing environment. However, adaptive equalization
is (computing) power hungry and alternative solutions may be preferred for mobile de-
vices, like handheld phones, with limited computing capabilities and/or limited power
available from batteries.

The orthogonal frequency division multiplexing (OFDM) is a modulation format de-
signed to be robust to multipath propagation. To form an OFDM symbol, multiple data
M-QAM! symbols are transmitted simultaneously over orthogonal spectral subcarriers.
The orthogonality of the subcarriers is ensured by choosing a frequency spacing that
is reciprocal to the OFDM symbol period. Compared to other modulation methods,
OFDM symbols have a relatively long time duration, whereas each subcarrier has a
narrow bandwidth. The bandwidth of each subcarrier is small enough to assume a flat
(nonselective) fading channel in a moderately frequency-selective environments. This
allows for greatly simplified signal equalization in time-invariant multipath channels:
equalization is reduced to a matrix multiplication of the received spectrum with the
inverse of a channel matrix, representing the channel amplitude and phase response
for each subcarrier. Then, within a data stream, successive OFDM symbols are kept
orthogonal by using a cyclic extension of each OFDM symbol in the time domain.
A practical implementation exploits an inverse fast Fourier transform (IFFT) at the
transmitter and a fast Fourier transform (FFT) at the receiver.

Although OFDM enables simple equalization, it introduces the following well-known
problems. First, the narrowband nature of subcarriers makes the signal robust against
frequency selectivity caused by a multipath delay spread, but also makes it relatively
sensitive to channel time selectivity, which is due to rapid time variations of a mobile
channel. Time variations corrupt the orthogonality of the OFDM subcarrier wave-
forms and inter-carrier interference (ICI) and IST may occur. Furthermore, OFDM is
sensitive to transmit-receive oscillator mismatch and Doppler effects, both of which
cause subcarrier frequency offsets. Finally, the peak-to-average-power ratio (PAPR)
of the transmitted signal power is large, which makes the signal sensitive to nonlinear
distortion caused by any nonlinear device part of the transmission channel.

Even with these drawbacks, the simple equalization and the spectral efficiency in-
herent with parallel orthogonal multicarrier transmission have made this modulation
format very attractive for high speed wireless links. For example, OFDM is used in the
highest performance WikFi protocols already approved by the IEEE: the IEEE 802.11a
[1]. Also, OFDM will be part of the new protocol IEEE 802.11n, still to be approved in
its definitive form. For these reasons, it appears important to see how the OFDM sig-

'M-QAM: quadrature amplitude modulation of order M.
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nal behaves when used in conjunction with ROF links for centralized wireless networks:
these networks will have to support properly this modulation protocol. Compared to a
wireless channel, the optical link is strongly nonlinear, and OFDM is particularly sensi-
tive to nonlinear distortions and features a large PAPR. Hence, proper attention should
be paid to the comprehension of the impact of the ROF distribution link nonlinearities
on the wireless network performance. This topic will be explored in chapter 5. Also,
in chapter 2, we review all the most important characteristics of OFDM signals and of
the IEEE 802.11a protocol.

The literature work on OFDM over ROF or optical links is quite limited and much
more oriented to the description of how the OFDM modulation format can be modified
to work better with optical links, instead of trying to optimize the behavior of the link
in order to adapt it to support the OFDM modulation without degradation. For exam-
ple, Djordjevic, Vasic [30, 31], and Lowery [32] presented a SSB OFDM system as an
alternative to classical on-off keying (OOK) systems for long-haul and high speed data
transmission. In these systems, the simple equalization mechanism offered by OFDM
is used to correct for fibre dispersion. The authors show that in linear links OFDM can
have about 1.6 dB of power advantage for the same bit error rate (BER) over non-re-
turn to zero (NRZ) signaling format. Some preliminary work on the performance and
feasibility of OFDM-ROF links have been presented by Berceli [33], who identifies in
the link distortion the main source of OFDM BER degradation. Later, Mitchell [34]
presented an experimental analysis of the transport of 802.11a signals on a 23 km ROF
link with external modulation and optical amplification. He first observed the distortion
caused by the optical amplifier dynamic response, but he attributed the measured BER
degradation to the amplifier noise. We will analyze the effects of erbium-doped fibre
amplifier (EDFA) dynamic response in chapter 5. In [35], Niiho studies the performance
of 802.11a and 802.11b signals in a link with direct laser modulation, evaluating the
third-order distortion, dynamic range and BER. Niiho also demonstrate the simulta-
neous transmission of four 802.11a channels in configuration. In [36], Tang investigates
the transmission characteristics of a ROF link with electroabsorption modulators, with
signals in cellular bands (900 MHz, 1.8 GHz, 1.9 GHz) as well as WiFi bands (2.4 GHz,
5.8 GHz). He measured the error vector magnitude (EVM) and BER as a function of
the modulator bias to find an optimum value.

1.5 Multi-antenna systems: MIMO and beamform-

ing

Recently, multi-antenna systems attracted much attention because they can increase
the wireless link capacity by improving the SNR, or by mitigating (or even taking
advantage of) the multipath fading, which is traditionally a pitfall of wireless trans-
mission. Depending on how the antennas are used, we distinguish between three main
applications: spatial diversity, beam forming and multi-input multi-output (MIMO).
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1.5.1 Spatial diversity

In the presence of multipath fading, the probability of losing the signal decreases with
the number of decorrelated radiation sources being used: the signals transmitted by
multiple largely spaced antennas (spacing >> A, where X is the RF carrier wavelength)
propagate in a different environment and are affected by fading in different ways. Hence,
there is a high probability that at least one antenna receives an unfaded signal for all
positions in space. Then, a simple and widespread way to improve performance is
to exploit diversity in a multi-antenna receiver by the simple selection of the antenna
which receives the most powerful signal. The concept of diversity can be extended to
time, frequency and polarization domains.

1.5.2 Beamforming

Several antennas are typically organized in a regularly spaced array. The same signal
is sent to each antenna, properly weighted and delayed in order to focus the antenna
energy into a desired direction or, in a more general case, to shape the antenna radiation
pattern. In this way the antenna gain in the direction of the targeted receiver can be
maximized and interference signals can be minimized to improve the signals SNR and
signal-to-interference ratio (SIR).

Adaptive beamforming is most commonly applied in outdoor wireless networks.
However, it has been also proposed in indoor networks to reduce interference and
mitigate multipath fading, hence improving capacity. For example, Wang [37] uses
beamforming in indoor networks to fight multipath fading using a diversity combin-
ing technique. Morelos-Zaragoza [38] and Katz [39] combine beam forming and block
coding to improve the link diversity of indoor channels. Good performance of antenna
arrays in suppressing multipath fading in typical indoor environments have been pre-
sented in [40] by Jeng. In [41], Hayashi proposes a beamforming-based spatio-temporal
equalization technique to compensate for intersymbol interference due to multipath fad-
ing. Recently, Chen proposed the use of adaptive arrays in OFDM-based systems [42],
in such a way as to exploit the characteristics of the OFDM signal to find the radiation
pattern shape that minimizes interference. Interference minimization can be optimized
if full control of the antenna radiation pattern is available through simultaneous am-
plitude and phase control of the antenna elements, in contrast with phase only control
[43].

Beamforming techniques can be used to implement spatial division multiple access
(SDMA). A rather large body of literature can be found about SDMA solutions; here
we only cite [44], where the authors propose beamforming-based SDMA for multi-user
indoor wireless networks employing OFDM. Also, in [45], Alastalo reports on the
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performance of SDMA in IEEE 802.11a networks.

We present a solution for beamforming in WDM-based ROF links in chapter 6.

1.5.3 MIMO

multi-input multi-output (MIMO) wireless links are believed to be one of the tech-
nologies that will resolve the bottleneck of capacity in future traffic intensive wireless
networks. A very good review of MIMO can be found in [46]. A MIMO system is
equipped with multiple antenna elements both at the receiving and transmitting ends.
The signals transmitted and received by each antenna are combined in some way in
order to improve the signal quality and data rate. MIMO systems retain the benefits
of conventional multi-antenna systems since they can provide a joint transmit-receive
diversity gain, as well as a beam-forming gain (if the propagation channel is known).
Hence, MIMO systems can potentially offer improved spectral efficiency and link relia-
bility.

However, the advantages of MIMO are more fundamental. The signals to be trans-
mitted by each antenna in the array are derived from the data symbol sequence using
space-time coding algorithms, with benefits that go beyond just diversity or beam-form-
ing gain. Diversity and beam-forming improve the capacity indirectly by fighting the
fading or improving the SNR; space-time coding provides a direct capacity gain through
spatial multiplexing. In a system with N transmitting and M receiving antennas, the
information symbols are mixed in time (offering time diversity) and among the an-
tennas (offering spatial diversity). Hence, the data is simultaneously transmitted over
N x M “virtual” channels. The channels can transmit symbol streams that range from
independent to fully redundant, depending on a trade off between transmission rate
and link reliability. These channels naturally mix together in the air, as they occupy
the same frequency band. At the receiver, a channel mixing matrix can be identified
using training symbols and used to separate and recover the received data streams. In
channels with rich scattering, the space-time coding makes the channels orthogonal,
so that the receiver can separate the different streams, yielding a maximum growth in
capacity which goes linearly with min (M, N) [47, 48|.

In its simplest form, MIMO can offer the cited capacity gain in flat channels [47].
OFDM can be combined with MIMO to deal with frequency selective propagation
environments. Because of its simple channel equalization, OFDM can significantly
reduce the complexity of MIMO receivers in wireless broadband systems, with respect
to single carrier solutions.

The maximum MIMO capacity is obtained in environments with rich scattering. In-
deed, if line of sight (L.OS) propagation is dominant, the MIMO “virtual” channels are
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highly correlated, channel orthogonality is lost and the link experiences a strong capac-
ity penalty. One proposed solution to this problem is the integration of beamforming
technology with the MIMO system [49]: the beamforming is used to improve the en-
vironment scattering richness by suppressing the LOS propagation. The beam-former
presented in chapter 6 can be used for this function.

1.6 Objectives of this work, assumptions, choices
and methodology

All along the preceding sections, we explained the interest of centralized networks,
OFDM modulation and multi-antenna systems for the next generation of indoor wire-
less networks. We also showed that ROF is an enabling technology for network cen-
tralization, and we explained that it is important to assess the performance of OFDM
modulation in the presence of a ROF distribution link. The main objective of this
thesis is to understand the sources of OFDM signal quality degradation in a ROF link
with a specific structure, determined by the requirement to support centralization and
multi-antenna systems. Also, we seek to find conditions under which the link perfor-
mance (gain, EVM) can be improved.

We focus on the transmission of OFDM-modulated signals from a CS to a remote
WTP over a ROF link designed for signal distribution for indoor wireless networks en-
hanced by MIMO and beam forming technologies. The choice of this specific application
allows the definition of some important characteristics of the ROF distribution network,
as the WDM architecture and the maximum fiber length. In this section we list and
justify all the assumptions and choices we made, and we clarify the methodology of our
work.

As an additional objective, we focus on the study of ROF links with optical amplifi-
cation and high power RF output, so to evaluate the possibility of deriving an antenna
at the link end without the need for RF amplification after a detector. Later on in this
section, we explain in detail the reasons for this choice.

Finally, we want to explore the potentialities of all-optical manipulation and filter-
ing of RF signals, in order to integrate high level functions such as signal phase and
amplitude control for beam-forming in the optical link itself.
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1.6.1 Choice on the signal format

One of the objectives of this work is the study of the impact of an optical ROF channel
on the OFDM transmission. Indeed, the OFDM format has been created to be used in
the air channel and its performance in a ROF system, where the air channel is chained
to a fibre channel, must be studied to identify the most important sources of signal
degradation in the optical domain and how to avoid them. The OFDM signal is a
particularly good choice to test the impact of the optical link nonlinearities, because it
features a high PAPR and it is sensitive to nonlinear distortion. In order to be able
to apply our work to wireless networks, we chose the IEEE 802.11a as reference WiFi
protocol. This fixes a number of properties of the OFDM format that will be discussed
in chapter 2. As a consequence, all along this work we studied if and under which
conditions this specific type of signal can be transmitted over a ROF link without sig-
nificant degradation. Therefore, we characterized a number of possible sources of signal
degradation to identify the optimum working point for the various optical components
that ensures less signal degradation and maximum link efficiency. It is important to
point out that we worked on a system level, trying to characterize the interaction of
the various optical components in the ROF link with the OFDM signal.

An important property of the signal format chosen for this study is that it features a
narrow RF bandwidth (20 MHz), and the RF carrier frequency is much greater than the
RF signal bandwidth: this is a so called sub-octave signal. This has heavy consequences
on the ROF link design, and permits some design choices that would not be appropriate
for wideband signals.

The IEEE 802.11a being a very narrowband signal compared to the optical band-
width typically available, many properties of the optical link can be studied using
simpler test signals like simple unmodulated RF carriers. The use of simple test signals
allows for simpler experimental setups and simulation algorithms, while still providing
good insight in the behavior of link gain and noise performance. However, the use of
OFDM modulated signals is of primary importance when investigating the nonlinear
properties of the ROF link.

We assume that the target RF performance at the WTP must be better than the
minimum performance required by IEEE 802.11a protocol. For example, the maximum
allowed EVM for 54 MBps 802.11a signal is -25dB: the optical link must provide a
significantly better EVM. Note that, after propagation over the optical link, the signal
is degraded by the propagation over the wireless channel. Hence, the optical link must
appear as transparent as possible to the signal. We do not include the wireless channel
in this study. However, we collaborated with Kostko and Pasandi to report a first
feasibility test of ROF link followed by the wireless channel [50].
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1.6.2 Choices on the link architecture

We restricted our work to indoor and small campus networks, for which the centralized
architecture is most effective. This allows us to fix a reasonable maximum link length
from the CS to the WTP: 10km of fibre, which we think is enough to cable a large
building or a campus.

We adopted standard single mode fibre (SMF) as the optical propagation medium,
and not multimode fibre (MMF). The multimode dispersion effect in MMF's limits the
band-length product of the fibre: the maximum typical bandwidth of MMF is about
1.5 GHz/km at 850 nm?. Hence, MMF have been used successfully to propagate 5 GHz
Wifi signals over 300 m without degradation [51]. However, reaching a 10km propa-
gation length is much more challenging, even if propagation beyond the band-length
product limit is possible by exploiting periodic passband regions in the MMF frequency
response [52, 53] and subcarrier multiplexing [54]. Thus, MMF did not appear to be a
viable medium choice for this work. Furthermore, we considered that in our laboratory
a much larger variety of devices is available for SMF systems with respect to MMF
systems: for example, fibre amplifiers, splitters, filters, fibre Bragg gratings, etc. MMF
may be included in future extensions of this work.

We only considered external modulated links. This is a rather arbitrary choice for
ROF links, where the use of expensive components like external modulators should be
limited. However, this choice can be partially justified by the following considerations:

e The noise/gain performance of externally modulated links is typically higher than
direct modulated links [55, 56]. Also, balanced x-cut LiNbO3 Mach-Zehnder (MZ)
modulators have no modulation chirp, which may affect the link linearity [57].
Finally, the MZ modulator is a very well known device, easier to model with
respect to laser direct modulation. This work on ROF being the first on this
topic in our laboratory, we decided to gain an insight on the operation of ROF
links in the favorable condition offered by external modulation. Other students
are now starting the investigation of direct modulated links, and the comparison
with external modulation is a valuable starting base.

e In chapter 6, we propose a novel all-optical beam-former architecture where one
single modulator is used to modulate simultaneously all the wavelength from a
multi-wavelength source. Each wavelength is assigned to a specific antenna in the
beam-former array, so that the cost of the modulator is split over the number of
antennas in the array.

e In the future, the cost of external modulation devices may drop with the intro-
duction of silicon-on-insulator (SOI) devices. Intel, for example, is working on
SOTI modulators [58, 59].

2Standard ISO/IEC 11801:2002 2nd Edition, fibre type OM3.
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e In dense WDM ROF links, the temperature stability of the laser is important to
avoid excessive wavelength drift. Temperature stabilization is easier in externally
modulated links, where the output power of the laser is kept always constant.

We focus on the double side-band (DSB) modulation format, which is easier to
generate compared to the SSB format. The latter is often proposed in literature for
dispersive ROF links, because it is not affected by the dispersion-induced power fading
that is observed in DSB systems. However, we prove in chapter 3 that the total ac-
cumulated dispersion over a 10km-long SMF link causes negligible fading on a 5 GHz
DSB signal, so there is no need to embrace a more complex modulation format as the
SSB. Furthermore, the SSB format has a 3dB RF gain penalty versus the DSB format
[60]. '

We assume that the ROF link supports antenna arrays. Hence, we assume a link
architecture as shown in Fig. 1.4. The CS is connected to the WTP through a remote
node (RN). Each remote node is addressed by a 20nm CWDM channel, which is
subdivided into 200 GHz WDM channels, each addressing one WTP. At the WTP,
each antenna in the array is addressed by a separated wavelength in a 25 GHz dense
WDM (DWDM) configuration. In this way, each WTP can support a maximum of 8
antennas fed by DSB 5 GHz WiFi analog signals, and each RN can support a maximum
of 10 WTPs3.

The WDM architecture may appear expensive for a ROF application, but it has the
advantage of permitting full exploitation of the available optical bandwidth. Hence,
WDM is commonly proposed in ROF systems (some examples: [61, 28, 62, 63]), and
adapts particularly well to links supporting antenna arrays. In fact, filtering and ma-
nipulation of the signals fed to each antenna can be done in the optical domain by
manipulating the corresponding wavelengths. An example of optical beam-former that
exploits this concept is presented in chapter 6. Note that in this thesis, except for the
work on the beam-former, we focus only on the transmission of one single wavelength
and we do not study the interaction of multiple wavelengths simultaneously propagating
over the link.

Note that the IEEE 802.11a protocol is half duplex: transmission in every instant is
either from the CS to the wireless (downlink) users or vice-versa from the users to the CS
(uplink). The minimum time interval between the two modes is referred to as short inter
frame space (SIFS) and is fixed at 16 us by the protocol [1, table 93|. This potentially
simplifies the WTP and permits wavelength reuse for downlink and uplink. However,
the installation cost of two fibres per antenna is practically the same as for one fibre only,
so we assume separated fibres for uplink and downlink. In collaboration with Vacondio
and Mathlouthi, in [64] we proposed a novel ROF WTP based on semiconductor optical
amplifiers (SOAs), which uses separated upload and download links. However, the work
presented in this thesis is focused on the optimization of the downlink only.

3Reserving about 500 GHz of bandwidth for guard bands and CWDM filters roll-off.
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Figure 1.4: Proposed wavelength multiplexing strategy and link architecture showing 20 nm CWDM
for RN addressing and 25 GHz DWDM for antenna feeding. Optical carriers are modulated by DSB
5GHz WiFi analog signals.

Based on the link architecture, we can sketch a reasonable optical loss budget for the
downlink: it includes a coarse WDM filter (we assume 3 dB of insertion losses), a dense
WDM mux/demux (an arrayed waveguide grating (AWG) would have at least 7dB
losses), 10km of standard fibre (2dB losses). Hence, we assume a total propagation
loss of about 15 dB. This amount of losses imposes the use of an optical amplifier; hence,
we focus our work on optically amplified links.

1.6.3 The RF power challenge

The 802.11a standard [1] defines a limit for the maximum total emitted power from an
antenna (or antenna array): 40mW for indoor communications. If we assume that the
network under study employs arrays composed of 8 antennas, the maximum power from
each antenna must not exceed 5mW. To reach such an emitted power, each antenna in
the array requires its own RF amplification chain. This is one of the main drawbacks
of multi-antenna arrays, because these chains are source of interference, and the power
amplifiers (PAs) are a significant source of signal distortion. Furthermore, as described
in chapter 2, the OFDM signals are characterized by a relatively high PAPR and are
particularly sensitive to amplifier distortion. Hence, the PAs used in the RF chains must
be oversized to avoid signal distortion, increasing costs, physical dimensions, thermal
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dissipation problems and electrical power needs at the WTP. For these reasons, we
explored an alternative solution and in chapter 3 we assume that no electrical amplifier
is used at the WTP: instead, we optimize the link parameters to improve the optical
link gain. If EDFAs are used for amplification, this approach has a great advantage,
which will be highlighted in chapter 5: the EDFAs feature a very linear response to
the modulation and they do not introduce distortion. Also, as shown in chapter 4,
optical amplified links can have a lower noise factor than electrically amplified links.
However, our tests showed also the limits of an optical amplified link: it is relatively
hard to achieve a 5mW (7dBm) output power with good signal quality, even for a
single wavelength link [50]. This is due to the compression and distortion caused by
the detector. A comprehensive discussion of the source of distortion in a photodetector
would require a whole essay, and it is not needed here. We want only to point out
that it is possible to design optical photodetector with high input saturation power,
which would maintain a linear response even with relatively high output photocurrent
levels [65, 66, 67]. There are currently a few research groups working on this problem,
because the needs for high power photodetectors for ROF link applications have been
recognized [68]. One among the most active, headed by Williams, reported a link with a
high power detector, which yields a maximum linear output power of 6 dBm over more
than 6 GHz [69]. Hence, a properly designed detector would be capable of handling
high photocurrents and provide high RF output power without distortion. However,
high power linear detectors are not yet commercially available, and none was available
to us for testing. Hence, in this work we assume the detector as linear by properly
attenuating the optical power right before detection.

Another limit of optical amplification is the high cost of optical amplifiers, especially
EDFAs, compared to electrical amplifiers. This is alleviated by placing the amplifier at
the CS, and sharing it among several wavelengths, i.e., several antennas. This allows
to share the cost of the optical amplifiers among the WTP.

1.7 Organization of the thesis

This thesis is organized in the following way. In the next chapter we introduce the
most important features of the OFDM modulation format for the convenience of the
reader that may not be familiar with this type of signal. We define mathematically the
structure of an OFDM symbol and we show how it can be constructed by using an FFT.
Then, we briefly describe why this modulation format is resilient to multipath fading,
and why it features a high PAPR. We also introduce the IEEE 802.11a frame format and
the specifications of the 802.11a physical layer that are most pertinent to our work. In
the last part of the chapter, we describe the set of programs, coded in MatLab, that we
wrote to simulate the behavior of ROF links with OFDM signals. In particular, we give
details on how the code generates the OFDM frames. Because we payed close attention
to fully respect the IEEE 802.11a protocol, the OFDM frames from the generator can be
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used without modifications for both simulations and measurements, so that numerical
and experimental results can be compared properly.

Chapter 3 is dedicated to the gain of ROF links. First, we discuss a model for links
with unsaturated optical amplifiers, taking into account impedance matching, particu-
larly at the detector. We show that the RF gain of ROF links is greatly improved by
the use of narrowband lossless matching. We show that this impedance matching tech-
nique can be used with 20 MHz-wide OFDM signals. In fact, the matching bandwidth
is typically much larger than the OFDM bandwidth because of the parasitic resistive
losses in the detector and the matching circuit itself. In the second part of the chapter,
we extend the model to links with saturated optical amplifier, and we present original
results on the optimization of the modulator bias to increase the link gain. The mod-
ulator bias optimization is also useful to improve the link gain when the amplifier is
shared among several optical sources. Finally, we discuss the impact of link dispersion
on the gain, showing that dispersion causes excess losses in DSB systems. However,
the dispersion-related losses are lower than 0.1 dB for 5 GHz signals propagating over
10km-long links.

Chapter 4 is dedicated to the description of the most important sources of noise in
optically amplified ROF links. We compare the noise figure of optically amplified links
and links with an electrical amplifier after the detector, and we discuss under which
conditions the former has better noise figure. Then, we introduce a general stochastic
model of the detected noise in ROF links with high optical modulation depth. The
model takes into account for the filtering effect due to the limited bandwidth of the
detector. It is used to demonstrate the stochastic stationarity of noise arising from
the beating of optical amplifier spontaneous emission with itself and with a determin-
istic signal. The same model is also applied to noise generated by stimulated Brillouin
scattering (SBS), which is shown to be non-stationary. Also, the model explains some
peculiar characteristics of the SBS-induced noise detected at low frequencies and around
the RF carrier. Noise around the carrier from SBS is shown to be a significant limita-
tion of link carrier-to-noise ratio (CNR), and we show that the modulator bias can be
optimized to reduce the SBS and, consequently, improve the CNR. The noise stemming
from laser relative intensity noise (RIN) is also interpreted on the basis of the stochas-
tic noise model. We compare two types of laser: fibre lasers based on Bragg gratings
engraved in photosensitive erbium-ytterbium fibre, and distributed feedback (DFB)
semiconductor lasers. The former has higher RIN, and we show that this can limit the
link CNR.

Chapter 5 is dedicated to the study of link nonlinear distortion and its impact on
OFDM signal transmission. We first discuss the distortion stemming from the nonlin-
ear transfer function of MZ modulators, and we describe the evolution of third order
harmonic distortion, third order intermodulation distortion, bit error rate and error
vector magnitude as functions of the RF modulation power. We also briefly discuss
the nonlinearity of other types of modulators, like those based on the electroabsorption
effect and the SOAs used as modulators. Then, we discuss the linearity of EDFAs, and
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we show that they cause negligible signal distortion unless the OFDM signal is divided
into frames or bursts. Then, if the modulator bias is off quadrature, the presence or
absence of a frame causes fluctuations of average optical power at the EDFA input and,
consequently, signal distortion because of the dynamic response of the EDFA gain to
slow optical power fluctuations. Finally, we discuss in detail the distortion stemming
from fibre dispersion and x® nonlinearities. We show that in some cases the fibre
distortion can actually compensate for distortion generated by the MZ modulator: we
discuss this observation thoroughly, showing that in some cases the modulator bias can
be optimized to minimize the link distortion and maximize the link gain simultaneously.

The last chapter is dedicated to a novel optical beam-former well adapted to be
integrated into WDM ROF links. The beam-former allows independent and simulta-
neous control of the amplitude and the phase of the signal fed to each antenna in an
array. We describe its advantages over other devices presented in the literature, and
we detail its principle of operation. We present two possible realizations of the filter
that performs amplitude and phase manipulation for a single antenna. Both solutions
are based on fibre Bragg gratings. Against our expectations, we find that the first is
not well adapted to a compact implementation of a multi-antenna device. The second
solution is an improved design that allows easier implementation of the full beam-for-
mer. For both solutions, we compare simulations and experimental measurements of
the signal amplitude and phase control capability, and we find good matching.




Chapter 2

Orthogonal Frequency Division
Multiplexing

The topic of this thesis embraces a variety of notions, ranging from optical communica-
tions to theory of microwave transmission lines (exploited for calculations of link gain
in chapter 3) to wireless modulation formats and communication protocols like OFDM
and the IEEE 802.11a. For the convenience of those readers unfamiliar with OFDM
modulation format, in this chapter we describe its most important properties and we
define the concept of error vector magnitude (EVM), often used as an estimator of the
OFDM signal quality. We also describe the standard frame format of an IEEE 802.11a
compliant OFDM signal.

In the second part of the chapter, we introduce the structure and the most important
algorithms of the simulator we used all along this work. In particular, we give details
on the OFDM frame generator that we coded paying great attention to fully respect the
IEEE 802.11a protocol. This is important because our simulator can create a numerical
representation of an OFDM burst, which can be used for simulation but also directly
fed to a vector signal generator (VSG) hardware. This is a programmable arbitrary
signal generator available in our laboratory, which allows to transmit an image of the
very same OFDM burst used in simulation onto a real optical link. After the receiver, a
vector signal analyzer (VSA) is used to detect the OFDM signal, identify the data bits
and constellations and calculate EVM and BER. In this way, simulated and measured
results can be compared properly. However, the VSA can not operate properly if the
signal is not strictly compliant to the 802.11a protocol: hence, the importance of a
proper generation of the OFDM frames.
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2.1 Analytical definition of the OFDM signal, and
its main properties |

OFDM is a spectrally efficient multicarrier transmission protocol where multiple user
symbols are transmitted simultaneously over Ny, independent densely spaced orthog-
onal subcarriers. Each subcarrier is modulated by a quadrature amplitude modulation
of order M (M-QAM) symbol, with symbol rate Torpas equal to:

Torpm = 1/Aforpu, (2.1)

where Aforpas is the subcarrier separation. This particular choice for the symbol
rate ensures that the subcarriers are orthogonal and the transmission can be exempt
from ICI. Furthermore, Afoppny is usually chosen small enough to assume a flat
(nonselective) channel response over the subcarrier bandwidth.

Probably, the first discussion about OFDM can be traced back to a paper by
Saltzberg [70], who describes a parallel quadrature amplitude modulation (QAM) data
transmission system. He also gives a first general mathematical expression for an OFDM
signal, which can be written as:

1 +00  Nsype—1

\/m Z Z CLZ'UJ(t—nTOFDA4)X

n——oc k=0

z (t) = Re ‘
(2.2)

X exp [i 2T (fc+kAfOFDM) (t—nTOFDM)] )

where Ny is the number of subcarriers, a} are the complex M-QAM symbols, w ()
is a real pulse shaping or windowing function, f. is the carrier frequency and v/ Ngype
normalization factor used to ensure that the signal power is not dependent on the
number of subcarriers. The baseband equivalent is:

1 +00 ]Vsubc_-‘I
ii'(t) = Z Z CIZ -w(t—nTopDM)-exp [l 2T kAfOFD[W (t_nTOFD]Wﬂ-

VNsube S0 15

(2.3)
As shown in appendix A, the baseband spectrum of this signal can be written as:
0'3 Neuber1 ‘W(Qﬂf — 27rkAfOFDM)|2
Si(f) = 77— : (2.4)
Torpm Nsube

k=0

where o2 is the variance of the a} symbols, and W (f) is the Fourier transform of w (t).

From equations (2.3) and (2.4) it is clear that the pulse shaping function w (¢) must
be properly defined to preserve subcarrier orthogonality at the transmitter and avoid




Chapter 2. Orthogonal Frequency Division Multiplexing 24

ICI between different subcarriers, and ISI between OFDM symbols. The orthogonality
is satisfied if and only if:
: oo
Ym £ 0,Yn #0: / w(t)w(t—nTorpm) e-i2mmAforomtygy — ), (2.5)

If n = 0, recalling that w (¢) is real and using the generalized Plancherel identity [71,
page 39, eq. 17|, equation (2.5) can be written as:

+00
/W(f)‘W(f +mA forpm) df = 0. (2.6)

This is similar to the classical orthogonality integral for transmission without ISI, but
applied to the frequency domain instead of the time domain. Hence, ICI is avoided
by using pulses with a spectral shape that respects the Nyquist criterion, written in
frequency domain: :

1 =0 +o00
W (mAforpm) = { 0 TTZ 20 = > w(t+nTorpy) = constant (2.7)

One well known family of functions which respects this criterion include the raised
cosine function. Hence, ICI is avoided with W (f) described by:

W (1) = sine

n3f
f > cos (AfOFDM> L - (2.8)
1

5 e Aforpm ,
Aforpm _ Bf
4 Aforpm

where [ € (0, 1] is called the roll-off factor. This corresponds to the w (¢) given in Fig.
2.1, that is:

( < (1-8)Torpm

]-7 (70 ~ 2
w(t) = % [1 + cos (ﬁTO:‘DA{ [sp _ _(1—5)7;0FDM} )] ’ (1-ﬁ)T20FDM << (l+6)T20FDM
{ 0, otherwise
Torpm
p=lt——

(2.9)
The orthogonal integral in (2.5) must be respected also for m = 0 to avoid ISI. The
pulse repetition rate of exactly Torpps in (2.3) limits the choices of spectrum shapes
described by (2.8): only the case with 3 = 0 avoids ISI (at the transmitter). Hence,
the windowing function w () becomes a rectangular Toppa-wide pulse, defined as:

ruw-{]0<t<ﬂWM4, (2.10)

10 elsewhere
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Figure 2.1: Raised cosine temporal pulse shape, with ISI regions highlighted.

and the spectrum has a sinc (f) magnitude. The rectangular pulse allows for ICI- and
[SI-free generation of the signal described by the (2.3). Note that the transmission
channel properties may break the ICI- and ISI-free conditions.

The OFDM symbols could be generated using a bank of filters. However, this is
impractical and usually an alternative generation technique is used. Sampling the signal
in (2.3) at rate Ty = T]%F—L;M, gives:

+oo  Nsype—1

1
Z ap - M (hTs — nNT;) - exp {i 27Tk]f\l/,T} (2.11)

1

n——o00 k=0

Using the definition of inverse discrete Fourier transform (IDFT) [72, page 543], we
rewrite the (2.11) as:

#(h) = /Nywe f M (h —nN,) - IDFT {A (h,a)}. (2.12)

n——0o0

Hence, each OFDM symbol can be generated by calculating the IDFT of the sequence
of M-QAM symbols {ag,af ..., a?{,subc_l}.

This IDFT-based method of generating an OFDM signal is among the most impor-
tant advantages of this modulation format: the discrete Fourier transform (DET) can be
calculated using very efficient FFT algorithms. This is probably one of the reasons that
made this modulation format widely adopted in the newest wireless protocols. Indeed,
efficient, low power consumption and relatively cheap hardware implementations of the
FFT algorithms are commonly available. Furthermore, OFDM exploits a very simple
FFT-based equalization technique (described later), which contributes to simplify the
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receiver and makes OFDM particularly well adapted to low power portable wireless
devices. The first discussion about generation of OFDM by an IDFT was presented by
Weinstein et al. in [73].

2.1.1 OFDM in multipath fading and frequency selective en-
vironments

One of the main advantages of OFDM is its potential effectiveness against the multipath
delay spread encountered in wireless channels. Compared to other modulation methods,
OFDM symbols have relatively long time duration, Torpps, making it intrinsically more
robust to ISI generated by multipath fading compared to short-pulse, single carrier
formats. Still, for the OFDM signals described previously, multipath fading will always
generate some ISI and ICI. In the presence of a delay spread of 7, the orthogonality
integral can be written as:

TorpMm
5 T

T =c¢ / el 2mhAforpmt ,~i2mk Aforpu(t=nTorpm —7) s

_Torbpm
2

+e / eiZﬂhAfOFDMte*iZWkAfOFDM(t_nTOFDM“T)dt’ (2'13)
,TQF2DM +7

where {c,c1} € R. The amplitude of T then is:

sin (M>
TorDpM

(h—k)m ’

Torpm
and does not depend on n. Hence, the (2.14) represents the loss of orthogonality among
subcarriers of the same symbol (ICI, with n = 0 and h # k), as well as the ISI among
different symbols (with n # 0 and h = k). A simple way to avoid loss of symbol
orthogonality due to multipath propagation is the addition of a cyclic prefix (CP) to
the OFDM signal. The CP is a cyclical extension of each OFDM symbol for a time
span (guard time) that must be chosen to be larger than the expected delay spread.
The CP extends the duration of each OFDM symbol, so that it causes some penalty on
the transmission rate: the guard time in an OFDM can be seen as a power penalty since
it carries no information. In fact, at the receiver, only a Torpa-long portion of the
symbol is retained, chosen where the symbol is unaffected by the delay spread. Hence,
in (2.13), ¢p = ¢; over the Toppy time frame and orthogonality is respected. The use
of a CP has been first proposed by Peled and Ruiz in [74].

T = (co — 1) (2.14)

The CP has another important consequence: by increasing the symbol duration,
it relaxes the constraints on the pulse shaping function. The pulse must always be
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a Nyquist function like the raised cosine described by (2.9), but the guard time may
include the pulse roll off and allows for # > 0 without loss of orthogonality because
the guard time is discarded at the receiver. The advantage of choosing a pulse shaping
function with # > 0 is that the corresponding spectrum has much steeper out-of-band
spectrum roll off. Hence, adjacent channels interference (ACI) is reduced as well as ICI
caused by Doppler spread in mobile wireless environments.

A channel affected by multipath propagation can be frequency selective if the re-
sponse of the channel is not flat over the signal bandwidth. In the frequency domain,
the long OFDM symbol time duration translates into a narrow subcarrier bandwidth.
As suggested by the (2.4), the total OFDM signal bandwidth is subdivided into Ng.
subcarriers. If properly designed, each subcarrier has a bandwidth narrow enough to
assume its portion of the propagation channel as flat (nonselective). This allows to
greatly simplify the signal equalization in time-invariant multipath channels: equal-
ization may be reduced to a matrix multiplication of the received spectrum with the
inverse of a channel matrix. The channel matrix, representing the channel amplitude
and phase response for each subcarrier, may be estimated using a training sequence
appended to the data stream or using pilot tones, which are subcarriers in the OFDM
spectrum reserved for sampling of the phase and amplitude channel response. Other
more complex techniques exist for identifying the channel matrix, but their description
is beyond the scope of this thesis. Note that the training sequence and pilot tones do
not carry any payload information and cause a penalty on the information transmission
rate.

Although OFDM enables simple equalization, it introduces some well-known prob-
lems: synchronization, sensitivity to channel variations in time, and sensitivity to non-
linear channels. A word about synchronization of OFDM transmitters and receivers:
the baseband OFDM signals are affected by synchronization errors due to receiver oscil-
lator impairments (phase noise) and sample clock differences between the transmitter
and the receiver. Also, the received signal demodulation involves oscillators, whose
frequencies may not be perfectly aligned with the transmitter frequencies, resulting in
carrier frequency offsets. These synchronization issues may exacerbate the signal degra-
dation due to the channel noise or multipath fading, but are not directly caused by the
link. All along this work we assumed perfectly synchronized transmitter and receiver,
and this (optimistic) assumption seemed to never fail significantly.

2.1.2 OFDM in time varying channels

The narrowband nature of subcarriers makes the signal robust against frequency selec-
tivity caused by a multipath delay spread, but also makes it relatively sensitive to rapid
time variations of a mobile channel. Time variations corrupt the orthogonality of the
OFDM subcarrier waveforms, and ICI and ISI may occur. Furthermore, the time-invari-
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ant channel assumption is important for the equalization algorithms based on training
sequences, because the training sequence is typically transmitted as a preamble to a .
longer stream of OFDM symbols. As we said before, the training symbol causes some
penalty on the transmission bit rate. Hence, the number of training symbols generated
for transmission and the resulting resilience to the channel variations are traded off with
the bit rate penalty. We will see in chapter 5 an example of an optical time variant
channel causing distortion and errors in OFDM transmission.

2.1.3 The peak-to-average-power ratio (PAPR)

The OFDM spectrum given by equation (2.4) is flat over a bandwidth as wide as
Newve - A forpur, that is about 16 MHz for a IEEE 802.11a compliant signal. Hence, the
baseband complex envelope of the signal behaves like a filtered white noise, and shows
a large envelope PAPR. The maximum value of PAPR is equal to 10 - log;q (Ngupe), Or
about 17dB for 802.11a. Such a peak is indeed a rare event and average PAPR is much
less than this extreme value [75]. However, statistically there is a 20% probability that
the instantaneous power of a 64-QAM OFDM signal is 8dB higher than the average
power [75]. Therefore, nonlinearities in the communication link may get overloaded
by high signal peaks, causing peak clipping, intermodulation among subcarriers and
undesired out-of-band radiation.

Furthermore, the OFDM BER is severely degraded by distortions. A typical source
of distortion are the RF PAs used to boost the signal before the transmission antennas.
A 64-QAM OFDM signal passing trough a smooth limiter, which is a good model for
most RF PAs, undergoes a power penalty of 2.5dB for as low as 0.01% clipping at
BER= 107" [76]. Distortion also creates out-of-band radiation and adjacent channel
cross-talk that may further decrease the signal quality.

The combination of high PAPR and sensitivity to nonlinear distortion imposes the
RF PAs to be operated with large power back-offs (i.e., the amplifier is fed with at-
tenuated signals), so that the amplifier response stays linear even in presence of signal
peaks. This leads to very inefficient amplification and expensive transmitters, because
the amplifiers are used at their full power only for a small fraction of the time (when
the signal PAPR reaches the highest values). Also, excessive power back-off decreases
the signal SNR and degrades the BER: there is an optimum value of power back-off
that ensures low distortion and high SNR, and it depends on the type of nonlinearity.
For a smooth limiter, the optimum back-off is as high as 10dB [76].

Several methods have been proposed in the literature to reduce the OFDM PAPR
at the expense of transmission rate or transmitter/receiver complexity. An exhaustive
review is given by Han in [77]. In this work we do not apply any PAPR reduction
technique because these are not included in the IEEE 802.11a standard.
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2.2 Assessing the quality of OFDM signals

The quality of OFDM transmission is most often evaluated using a few quantities
and measurements: adjacent channel power ratio (ACPR), spectrum mask, EVM and
BER. The BER is the ultimate quality factor, but it usually gives little information
on the impairment causing the transmission errors. Also, accurate evaluations of BER
requires long measurements and simulations. Alternatively, in this work we very often
simulate and measure the EVM. The constellation of an OFDM signal is identical to the
constellation associated to the M-QAM modulation adopted for the OFDM subcarriers.
Hence, we can define the EVM as:

S lr =2
EVMup = 20logy, |/ =2——— |, (2.15)
2 7|

where r represents the transmitted M-QAM symbols and z the received ones. A graph-
ical definition of EVM is shown in Fig. 2.2.
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Figure 2.2: Graphical definition of the error vector.

In systems affected by additive white gaussian noise (AWGN), the EVM is related
to the baseband SNR (defined as the symbol energy over the noise power spectral
density (PSD)) by [78, 79]:

1

SNR
EVMyz = —SNR. (2.17)

EV Mynear = (2.16)

Through the SNR, EVM can be related to BER: the BER for each QAM modulated
OFDM subcarrier can be calculated from the SNR using the well known ¢) function
[80]. Then, the total BER for the OFDM signal is calculated averaging the BER from
each subcarrier. The relation between EVM and BER is more complex if other sources
of colored noise or systematic errors are added on the received signal. However, low
EVM is always associated to low BER and measuring or simulating the EVM remains
a good way to assess the quality of the transmission link. The advantage in using EVM
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instead of BER is that the former typically requires much shorter measurements and
simulations.

When measuring or simulating EVM and BER, it is important to pay attention to
the presence of distortion effects in the link: a small distortion can be considered a
source of noise, which degrades the link SNR. If the statistics of the signal and the link
nonlinearity respect some conditions (see chapter 5 for details), the distortion noise can
be assumed gaussian, white and uncorrelated with the signal itself, so that it can be
treated as a form of AWGN. This assumption is statistically valid only if many different
realizations of the OFDM signal are transmitted over the link and used to calculate the
EVM and BER, in order to assure that the distortion noise statistics are not biased
by the repetitive transmission of a specific signal waveform. In this sense, we can do a
parallel with measuring the BER in digital systems, where it is preferable to use very
long period pseudo-random data.

2.3 The IEEE 802.11a frame format [1] and physical
layer specifications ‘

In this section we summarize the most important characteristics of a standard IEEE
802.11a compliant frame. The IEEE 802.11a is the wireless protocol, which offers
the highest communication speed (54 Mbps) among those presently approved in the
standard. For this reason, we took this standard as reference all along this thesis. A
new protocol named 802.11n, still under certification, will offer even faster speed by
incorporating MIMO interfaces and other improvements. The IEEE 802.11n is still
based on OFDM in a very similar way to 802.11a. Hence, all the knowledge gained in
this thesis on 802.11a will be transferrable to 802.11n systems.

The IEEE 802.11a utilizes 300 MHz of bandwidth for 12 independent transmis-
sion channels in the 5 GHz unlicensed national information infrastructure (U-NII) band
(see Fig. 2.3). It is the only WiFi protocol, except maybe the 802.11n, to use the
5GHz band. This band is free from interference from other legacy protocols like IEEE
802.11b/g and from sources like microwave ovens, all within or near the 2.4 GHz indus-
trial, scientific & medical (ISM) band. Each 802.11a transmitter must respect a precise
spectral mask, as shown in Fig. 2.4. The transmission power levels are summarized in
table 2.1.

Table 2.1: Maximum admitted power levels in the 802.11a bands.
Maximum output power with
up to 6 dBi antenna gain

5.15-5.25 GHz - indoor - 40mW
5.25-5.35 GHz - indoor / outdoor 200 mW
5.72-5.82 GHz - outdoor 800 W

Frequency bands
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In the highest bit rate mode, which we use all along this work as a worst case signal
to test the optical link, the 802.11a OFDM symbols exploit 48 data subcarriers with
64-QAM modulation, interleaved with 4 pilot tones. The subcarrier frequency spacing
is 312.5 kHz, giving a symbol period of 3.2 ps, to which is added a 0.8 ps CP, for a total
OFDM symbol duration of 4ps. The OFDM symbols are multiplied by a 4 ps-long
windowing function, with roll-off interval of 100ns. The signal bandwidth is precisely
16.6 MHz.

Lower band | Middle band Upper band

30 MHz 20 MHz

1o p——
[ | I l 1 1 ] 1 I
I | 1 | 1 1 I I I
| I 1 | 1 1 | 1 ]
| | 1 | 1 1 1 1 1
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1 1 | | | | I | |
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Figure 2.3: 802.11a spectrum channels.

20 30
Frequency [MHz]

Figure 2.4: 802.11a transmit spectrum mask.

The frame format schematic is shown in Fig. 2.5. The frame starts with a preamble
composed of a synchronization symbol and a training symbol. These are two 8 us-long
OFDM symbols used for signal detection, automatic gain control (AGC), coarse and
fine synchronization and frequency offset estimation. The training symbol is especially
important because it may be used at the receiver to estimate the channel response.
After, some service bits are used to define the code rate and the length of the payload,
formed by a variable number of OFDM symbols.

The channel is considered static over a time span larger than the frame length:
the pilot tones included in the OFDM symbols of the DATA sequence are usually not
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Figure 2.5: IEEE 802.11a frame format. The frame starts with a preamble composed of a synchroniza-
tion symbol, used for signal detection and automatic gain control (AGC) and coarse synchronization,
a training symbol, used for fine synchronization and channel response estimation, and a SIGNAL sym-
bol, which declares the data rate and length of the payload. The payload and the preamble are all
composed of OFDM symbols.

used to compensate for channel variations but for frequency and phase drifts along the
frame, due to loss of synchronization between the signal and the receiver local oscilla-
tor. However, the protocol does not impose any algorithm for signal synchronization,
equalization and decoding, and front-end receiver manufacturers can define their own
way to exploit the synchronization symbol, training symbol and pilot tones to achieve
these functions.

Finally, the physical layer section of the 802.11a protocol defines the scrambling,
descrambling and interleaving algorithms, as well as the convolutional encoder used as
error correction code. Viterbi decoder is suggested but not imposed by the protocol.

Many other features of the 802.11a signal format defined by the protocol are not
discussed here because they are not relevant to this work. We refer the reader to the
original IEEE protocol publications, available on the internet.

2.4 A simulator of ROF links supporting OFDM
signals

All along this work, we will present a number of simulations of ROF links in different
configurations. To execute these simulations we wrote from scratch about 4500 lines
of Matlab code divided in a number of simulation modules. Each module simulates a
particular device useful for ROF links. We coded simple models for:

Laser: the model includes the RIN noise, which is simulated by filtered white noise.
The filter parameters are chosen in such a way to reproduce the RIN PSD found
in experimental measurements. Phase noise is not simulated being of scarce rele-
vance in our work.
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Modulator: we implemented a linear ideal modulator and a MZ modulator.

Fibre: linear, dispersive or nonlinear. The latter model is based on a split step algo-
rithm?.

Detector: very simple linear noiseless model.

EDFA: the model takes into account the gain saturation. The amplified spontaneous
emission (ASE) is not simulated. In one version, we included code from Bononi?
et al. to simulate the amplifier dynamic response.

RF signal generation: the generator module can produce single carrier modulation,
two tones modulation for simulation of third order intermodulation distortion,
and a complete 802.11a compliant OFDM signal frame.

Signal analysis modules: a number of modules can be used for analyzing the signal
in electrical or optical domain. For example: analysis of spectrum in optical and
RF domain, harmonic distortion and intermodulation distortion. We paid close
attention to the proper calculation of OFDM related quantities like EVM, PAPR,
constellation, and BER with and without convolutional coding.

The models’ complexity is a careful compromise between accuracy, complexity and
relevance to this work.

A typical modulation file structure is sketched in Fig. 2.6: the simulator modules,
coded as Matlab functions, are chained in a way that reproduces the signal flow of an
optical link. Typically, some parameters in the simulation, like the bias point in the
modulator module, are defined as an array of values, which is scanned value-by-value
by the simulation. For each value, some analysis is performed on the simulated data,
and the results are collected and reported in graphic format.

S = ~
{ \
CW Laser Modulator EDFA |—» Fibre Detector | |
| |
1 T
| | RF signal !
| |generation Analysis g Report
\ ]

Repeat over parameters space

Figure 2.6: Structure of a typical simulation file.

The optical part of the simulator is based on the baseband description of the electric
field propagating over the ROF link. Note that the electric field is modulated by the
RF signal in its bandpass and not baseband description: for example, if the electric
field is modulated by a 5 GHz carrier, the simulated electric field spectrum must extend

"We thank Dr. Pascal Kockaert, now professor at the “Université Libre de Bruxelles”, for his help
in developing this module.
2Prof. Alberto Bononi is with “Universita di Parma”, Parma, Italy.
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from DC to over 5 GHz. When simulating the link nonlinear response, the bandwidth
of the electric field must be enlarged enough to properly capture the behavior of at
least third order harmonics at 15 GHz. This peculiarity of our simulator has important
consequences for the generation of the 802.11a signal: we have to generate the full
5 GHz description of the 802.11a RF signal and not only the baseband version, as it is
most often the case in other OFDM simulators.

The 802.11a signal generation and analysis modules are an important part of our
simulator. The signal generation can be sketched as shown in Fig. 2.7: random data
bits are generated and used to build the complex baseband description of an 802.11a
frame. Then, this is properly oversampled and used to modulate a RF carrier in phase
and quadrature. Then, the power of the modulated signal is leveled to a value fixed in
the simulation. The most interesting part is the baseband frame generator, described
in Fig. 2.8: the information bits to be transmitted are parallelized and Gray-coded into
M-QAM symbols. These symbols are concatenated to form a description of the complex
spectrum of the OFDM symbols, whose time domain waveform is calculated using an
IFFT algorithm. A CP is added and time windowing is applied before concatenating
the OFDM symbols into a frame.

Random bits .
Oversampling
generator
¢ ¢ Power leveling >
Complex 1/Q f
baseband modulation of
802.11a frame the RF carrier

Figure 2.7: 802.11a signal generation algorithm.

We put a significant effort in coding a fully 802.11a compliant generator: the base-
band signal built by the signal generation module includes the training symbol, syn-
chronization symbol, convolutional coding, interleaving and scrambling. This choice,
even if may create some overhead in the simulation, has an important advantage: the
baseband signal from the simulator can be fed unchanged to the Agilent E4438C VSG
available in COPL. The VSG uses the complex baseband signal description to modu-
late an RF carrier in phase and in quadrature. In the laboratory, the signal analysis
at the link end is performed using an Agilent E4440A VSA with embedded 802.11a
analysis software. The VSA software can not analyze the signal if it is not compliant
to the IEEE 802.11a protocol. Hence, the importance of generating a fully compliant
OFDM frame in the simulator: exactly the same signal can be propagated over a real
experimental link and over a simulated link, ensuring that the measured and simulated
results can be properly compared. In the simulator, the analysis module is programmed
as shown in Fig. 2.9: note that in the simulator there is no propagation delay and the
beginning of the frame is perfectly known, so that no synchronization step is needed.
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Figure 2.8: OFDM symbol generation algorithm.

- Identification of
Training symbol -
: > the channel
extraction

response

)

v

Separation of
OFDM symbols »
Elimination of CP

Channel response
correction

)

Analysis
» BER EVM, ..

v

Extraction of QAM Viterbi decoding, | J
symbols descrambling

Figure 2.9: Algorithm for signal decoding and analysis.

One important step at the decoder is the channel response correction. We imple-
mented a zero-forcing algorithm, as used by the VSA: the channel response vector for
all data subcarriers in the OFDM frame is estimated in the frequency domain exploiting
the difference between the expected training symbol sequence, which is known, and the
actual received sequence. Then, the inverse of the channel response vector is multiplied
to the received signal to calculate a corrected received data constellation, which we use
to calculate the EVM and BER.
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2.4.1 Validation of the simulator

The simulator has been validated in many different ways to test each module. For
example, we simulated a simple sinusoidal signal propagating over a dispersive fibre
and compared the results with the output of the commercial simulator OptSim, finding
perfect agreement, as shown in Fig. 2.10a. Details on the attenuation related to
dispersion are given in chapter 3.

0 =1
g g
57 g
Zos
£ & :
< - 2 ol
S m— Matlab simulator 0.5
£ -6 O OptSim . 1000
0 50 100 0 500
Fibre length [Km] Freq. [GHz] —0.5 0 Fiber length [km]

(a) (b)
Figure 2.10: (a) Simulation of 5 GHz signal propagation over dispersive fibre, without propagation
losses: comparison between our simulator and OptSim. (b) Soliton propagation. Simulation parame-

ters as in [81, fig. 4.8].

The nonlinear fibre model has been validated by simulating soliton transmission
(see Fig. 2.10b). We also propagated gaussian pulses and compared their spectra after
propagation with those given by Agrawal in [81, fig. 4.11].

The OFDM signal generator has been validated in two ways: first, Agilent provides
its own software for programming the VSG with 802.11a compliant signal, and we
compared its output with the output of our simulator, finding an exact match. Also,
we compared simulation results against measured 802.11a transmission performance
in short back-to-back electrical links with added white gaussian noise. The result is
shown in Fig. 2.11, where we note that the simulated and measured EVM are in good
agreement.

Note that in Fig. 2.11: EVM ~ —CNR, where CNR is the carrier-to-noise ratio.
This is a result of the choice of measuring the CNR over the whole bandwidth of the
OFDM signal, i.e., 20 MHz.

In Fig. 2.11, the VSG and VSA have a minimum EVM of about -43dB. Later, a
better calibration of the VSG lowered the minimum EVM down to about -46 dB - -49dB
for a 0dBm signal.
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Figure 2.11: Measured and simulated EVM versus carrier-to-noise ratio (CNR) for 64-QAM OFDM
Noise is integrated over a 20 MHz bandwidth.

2.5 Conclusions

In this chapter we briefly introduced the OFDM signal format, which we adopt as
a reference signal for this work, and the IEEE 802.11a physical layer. We aimed to
describe the most important features of OFDM, including its construction from a set
of data, its spectrum, and the PAPR. We also defined the EVM, that we will use often
in this work as a measure of the OFDM signal quality.

We described the simulator used for all the simulations along this work, highlight-
ing its modular structure. Also, we detailed the algorithms used for the generation
and analysis of OFDM signals. This is important because the BER and EVM of the
OFDM signal may depend on the specific algorithms used in the simulator. For exam-
ple, we used a simple zero-forcing algorithm for channel response compensation, but
more complex algorithms, which are out of the topic of this thesis, may provide better
performance in presence of noise or distortion. To ensure that the simulated results can
be properly compared with measurements, we implemented the same algorithms used
in our analysis hardware (an Agilent E4440A VSA). Also, we coded the simulator in
such a way that the same OFDM frames can be used for simulations and measurements,
by properly programming a VSG (Agilent E4438C).

We used this simulation tool to support all the original contributions of this work,
which are reported in the following chapters.



Chapter 3

RF gain in ROF links

A ROF link can be studied as a form of active RF transmission line or two-port network
(Fig. 3.1). Active two-port networks are fully described by four main properties:
gain, bandwidth, added noise and nonlinear distortion. These properties are often
interlaced and can be characterized using a number of figures of merit. For example,
microwave engineers use three definitions of gain depending on the impedance matching
at the input and output of the two-port network. We like to work with the transducer
gain, defined as the ratio between the available power from a generator onto the power
effectively delivered to the load!. In our case, the power generator is feeding its signal
to the ROF link modulator, and the load is an antenna at the link end.

To understand the gain performance of a link, we do not need to specify the protocol
of the transmitted signal (OFDM or other), but we just have to specify if the link is
to be used with wideband or narrowband signals. As we specified in the introduction,
we focus on narrowband links, or sub-octave links, because this is the nature of the
OFDM signals we propagate on the fibre. Sub-octave RF signals are characterized
by a RF carrier frr much greater than the signal bandwidth, and this allows some

IThe transducer gain is defined as:
Py,

b
Pav,S

where P;, is the active power dissipated onto a load of impedance Zy. As a function of the voltage
amplitude Vy, on Z, this is given by:

Gp = (3.1)

Vi|®
P, = . 3.2
LT 9Re{Z.} (3:2)

P, s is the active power dissipated on a load Zs when the source impedance and load are conjugately
matched. Then, P,, s, function of the source amplitude voltage, is expressed as:

Vs|®

Pav,S =
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Figure 3.1: Cartoon of a ROF link seen as an RF transmission line.

design choices that would not be appropriate for wideband signals. Also, we assume
that the link transfer function can be considered constant over the narrow bandwidth
of sub-octave signals. Hence, for the study of link gain performance, these can be
modeled by a simple RF tone, and the results and measurements obtained with such
a simple signal will be valid for the much more complex OFDM stream. Other link
properties like noise, usually described using noise figure (NF) and CNR, nonlinear

harmonic distortion and intermodulation distortion will be described in chapters 4 and
5.

Optical EDFAs are commonly used to increase the link RF gain, dynamic range
[82], and even noise figure [83] in links with high optical losses. The link described
in this chapter includes optical amplification to ensure sufficient link gain and output
power: as explained in the introduction, we aim to optimize the link output RF power
to reduce the number of RF amplifiers in the WTP, or even eliminate them. This helps
to simplify the RF chains of optically fed antenna arrays in the WTPs, reducing RF
crosstalk problems and cost. Furthermore, we cannot trade off the output optical RF
power with the output signal quality: the optical link must be as transparent as possible
to the OFDM signal, and link added noise and distortion must be as low as possible.
RF amplifiers are a well known source of signal distortion, which may severely affect
the link BER. Hence, by eliminating the RF amplifiers, we also aim to improve the link
linearity. This is the main motivation for the indepth study of the link gain presented
in this chapter, and for the study of link distortion presented in chapter 5.

This is the core of the ROF link design problem: is it possible to have a high power
link with good linearity? Some considerations:
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e The external optical modulator is well known to be a severe source of distortion,
as described later in chapter 5. Surely, one solution to this problem is to develop
linear modulators, but these devices are often complex (see [84, page 242] for a
review on linearized modulators) and expensive: in a WDM system with many
modulators, a simpler solution is needed. Another option is the use of electronic
predistortion, but again this increases the complexity of the modulation stage and
we choose not to explore this solution.

e The fibre is another significant source of distortion.

e Omne important experimental observation is that EDFAs do not introduce RF
signal distortion (see chapter 5 for a complete discussion on this topic).

e As discussed in chapter 1, we assume the detector to be a linear device.

The modulator distortion can be kept under control by limiting the power of the RF
modulation signal. The fibre distortion can be reduced by limiting the peak propagated
optical power. At the same time, the link gain must be increased to compensate for the
input power back-off. When the link uses a MZ electro-optic modulator, we found that
these three conditions can be met by optimizing the modulator bias point. This allows
to simultaneously maximize the link gain and the optical modulation depth (OMD), by
reducing the propagated peak and average optical power. The OMD is defined as:

(Pmaz - Pmin)

MD [%] = 100 -
O [/é] 00 (Pmaz + Pmin)’

(3.4)
where P, and P,,;, are the maximum and minimum optical power transmitted over
the fibre. The OMD can be taken as a figure of merit of the efficiency of the link,
because a low OMD means that most of the optical power does not convey meaningful
information over the fiber, but is lost as unmodulated carrier. This unused power is
harmful for several reasons: it saturates the optical amplifiers thereby reducing the
available gain, it can saturate the detector (invalidating the assumption of a linear
detector) and trigger fibre Kerr effects and SBS.

In this chapter, we discuss the optimization of the link gain and OMD. We start
with a description of the loss performance of externally modulated linear optical links.
Considering the presence of linear non-saturable optical amplifiers, we draw on a known
model of the optical link seen as a form of RF transmission line to show rigorously which
link parameters affect the link gain, and how. After, we extend the model considering
the case of saturable optical amplifiers, and we report original results on the advantages
of controlling the modulator bias in such links. The analysis is based on an analytical
description of the achievable RF gain and OMD as a function of modulator bias and
amplifier parameters. We report experimental results for validation of the model, find-
ing excellent agreement with simulation. Then, we demonstrate that controlling the
modulator bias allows the amplifier to be shared among several transmitters without
loss in link RF gain with respect to links without bias optimization. This result opens
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the way to optical amplifier sharing and related cost reduction for distribution links
serving antenna arrays.

Finally, we briefly discuss the impact of fibre dispersion and detector impedance

matching on link losses. In particular, we show the importance of using narrowband
impedance matching to increase the link gain.

3.1 Optical links with unsaturated amplifiers
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Figure 3.2: Circuit model for a MZ modulator and a detector.

In the literature, among others, Daryoush [85], Betts [86], Cox [55] and Stephens
[87] described the gain? of linear optical links with external modulation. We adopt here
the model of Daryoush because it takes into account the amount of impedance match-
ing of a MZ modulator and a surface-illuminated photodetector (SIPD) with the link
source and load, respectively. The model is pictured in Fig. 3.2: a signal generator with
output voltage Vg and impedance Rg feeds the MZ through an impedance matching
network. The modulator and detector internal models include networks of capacitances,
inductances and resistances, which represent their internal losses and frequency behav-
ior. These electric networks are described, along with impedance matching circuitry,
with the two-port microwave scattering matrices Sy; and Sp, for the modulator and
detector respectively.

It is well known that the optical power. P, prz at the output of a MZ can be written
as:

2

where P is the average optical power from the laser source, V; is the modulator
halfwave switching voltage, I" is determined by the modulator bias point and Vg,, (t) is
the voltage over Cy; and Rjy;. We consider a simple tone modulating signal:

PaSeT’
Pous vz (t) = ! {1 — Cos {F + %VRM (1‘)} } ) (3.5)

Vi (t) = Vi cos (27 frpt) . (3.6)

2We use “gain” here in the most general sense: insertion loss is simply a gain comprised within 0
and 1 in linear units.
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In a linear optical link with propagation loss L and optical gain G, the received pho-
tocurrent 24 is:

idet (t) = [RPout z (t) * Piink (t)] * Paer (t)

Fourd G (3.7)
Piink () =" Hyin (f) = I
where Hyy (f) is the intensity transfer function of the optical link that is considered
a constant, R is the detector responsivity, also assumed constant with frequency, and
haer () TE25™ Hye, (f) takes into account all detector frequency dependent behavior
that is not included in the impedance matching analysis. Assuming that the detector
bandwidth is higher than the frequency of interest frp, we can consider Hye (f) = 1.
At the receiver, we are interested in the detected photocurrent at frpr, which can be
written as:

G l
Qget (1) = K,Zplaser sin (T') J4 (%Vmc) cos (27 frrt) , (3.8)

where J; is a Bessel function of the first type and order. Equation (3.8) is developed in
appendix B. '

The signal amplitude Vzp in general depends on the efficiency in transferring power
from the source signal generator to the MZ modulator arms. The signal generator
available power (i.e., the power delivered to a conjugate matched load) is:

Vsl?
Py = ) 3.9
Y= SR (3.9)
Then, Vrr can be written as:
Ver = /2R PuvyvsGru, (3.10)

where Gy is the transducer gain of the modulator two-port network model Sy;. In
the most general case, G is function of frequency, but we assume it to be constant.
Equation (3.10) is demonstrated in section 3.4. If VLWVRF — 0

WVRF ’/TVRF
~ A1
h ( 7 ) 2V, (3-11)
and (3.8) can be written as:
2R\ Py v sG
Qger (1) ~ R%Pzaser sin (') (W\F M2V v TM) cos (27 frrt) . (3.12)

Now, the power delivered at the end of the link to R, can be written as: .

RjD iidet‘Q

e (3.13)

PL:GTD
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where G'rp is the transducer gain associated to the detector two-port network model
Sp, and R;p is the detector junction resistance. Hence, the whole link transducer gain

1S:

P , ™ G 2
Glink = Pav,LVsA = sin® () <4V7r Z-Plaser> GrpRipGrym R (3.14)

This small-signal model of the link gain clearly shows that the ideal gain is dependent
on the square of the average optical power at the link end, i.e., %Plaser. This means that
optical amplification is exceptionally effective in increasing the RF signal power: 30dB
of optical amplification correspond to 60 dB of electrical amplification! The gain is also
dependent on the square of sin (I'). This clearly shows that in links featuring an optical
gain (G constant with bias, the best choice for the modulator bias is the “quadrature
point”, i.e., I' = 7. This is the case for links with unsaturated optical amplifiers, as we
see in the next section. :

Note that if the modulating signal is large, so that VLWVRF > 0, the link gain G
saturates due to the nonlinear behavior of the Bessel function in equation (3.8). This
goes with distortion from the modulator. Hence, to conserve link linearity we must
limit the modulation signal within the small signal regime defined by v Vrr — 0. In
these conditions, the link OMD is poor and most of the optical power transmitted over
the fibre is lost as unmodulated carrier.

The link gain model described above is known in the literature. In the next section,
we present our contribution to this topic, first published in [88]: we introduce a more
realistic model for the link gain, which includes saturation of the amplifier. Then, we
show that the best choice for the modulator bias may no longer be the quadrature point:
moving the bias off quadrature can improve link gain and OMD without introducing
unwanted distortion. The theory and measurements presented here assume a linear
non-dispersive response from the fibre. The impact of dispersion and fibre nonlinear
effects will be treated in chapter 5.

3.2 Optical links with saturable amplifiers

In many wideband optical links, the MZ modulator bias is set at the quadrature point
in order to increase modulation efficiency and reduce second order distortion, as shown
by equation (3.8) and in [89]. This bias setting gives maximum spurious-free dynamic
range (SFDR) and minimum distortion in wideband links [90]. We define narrowband
systems, or sub-octave systems, those with signal bandwidth much smaller than the
frequency of the RF carrier. In contrast to wideband systems, sub-octave systems
show no superposition between the bands occupied by the fundamental transmitted
frequency and the harmonics generated by nonlinear effects. Thus, sub-octave systems
are mostly affected by third order intermodulation distortion (IMD3), because second
order harmonic distortion terms are out of band and can be filtered in the RF domain
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(more on this topic will be developed in chapter 5). Furthermore, we know from the
theory of MZ modulators, and we demonstrate in appendix B, that the IMD3 is not
affected by the bias but it is fixed by the amplitudes of the modulation voltage and the
modulator halfwave switching voltage ([89] and equation (B.20b) in appendix B). Hence,
in the hypothesis of negligible fibre distortions, nonlinearity-induced transmission errors
in sub-octave links are only affected by the modulation amplitude and not by the bias,
which becomes a free parameter for optimization. In this section we explicitly consider
the case of linear non-dispersive fibre, i.e., a simple attenuator.

In the following, we define the modulator bias as:

77-Vzn'as

I =
Va

(3.15)

where V. is the modulator halfwave switching voltage. Without loss of generality, we
assume that Vj;,s = 0 at the modulator minimum transmission point (see Fig. 3.3).

Pout,MZ
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s optimization
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Figure 3.3: Transfer function of the MZ modulator with Vj;,s = 0 at the minimum transmission
point.

Early published works on bias optimization of narrowband ROF signals include [91],
where the authors show that bias out of quadrature can improve the signal-to-noise ra-
tio and SFDR of shot noise limited links. In [92], Bulmer and Burns investigated the
intermodulation distortion and SFDR for an external modulation link, but did not pre-
dict superior performance resulting from a modulator bias voltage out of quadrature.
In [90], Ackerman and coworkers study gain, noise figure and SFDR as a function of
many link parameters, including the modulator bias. Their conclusion is that, unless
high optical power is available, optimum bias is at quadrature where the link offers high
gain. Recently, Ackerman [93] and Roussell [94] demonstrated very low noise figures in
low-biased links without optical amplification. In [95, 96], low-biasing the modulator
has been proposed in MZ based radio frequency downconverters in order to lower the
conversion losses. In [97, 98], Farwell and Nichols showed that in narrowband high op-
tical power links, the modulator bias can be moved towards the minimum transmission
point in order to increase the SFDR. Farwell’s work is interesting because he states
that SFDR is increased only if enough excess optical power is available in the link. This
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is important because availability of excess power (or, in other words, optical gain) is
needed in low-biased links to compensate for excess losses due to modulator low-biasing
(described by the term sin? (T') in the (3.14)).

The link excess power may come from a high power laser source or from an EDFA.
The EDFA option is interesting because the amplifier can potentially be shared between
many channels, thus reducing the link cost in a WDM environment. However, Farwell’s
analysis does not assume any limit on the availability of excess power coming, for
example, from EDFA gain saturation, which prevents full compensation of low-biasing
losses. Furthermore, available gain of an EDFA depends on its input power and thus
varies with the modulator bias. To our knowledge, the published literature previous
to our work did not explore the interaction between the EDFA operating point and
the modulator bias in narrowband ROF links. Thus, we analyzed theoretically and
experimentally the link RF gain achievable when a low biased modulator and an EDFA
amplifier are used together. Contemporary to our work, Urick et al. reported an
“optically amplified link with more than 40dB gain and 6 dBm output power at 1dB
compression, based on a low-biased MZ modulator [69] and a specially designed high
power detector. Urick did not present any analytical justification to the observed gain
improvement at low bias. However, his work is important to us because it proves that
high output power levels and good linearity can be achieved in the kind of link studied
here, provided that the detector is properly designed to respect the assumption of linear
response of the optical-to-electrical conversion.

In ROF links, potential sources of distortion are the fibre and the detector. In order
to avoid both without sacrificing the detected signal power, the OMD should be as high
as possible. We show here that the OMD can be optimized when moving the modulator
bias to the minimum transmission point, and we identify under which conditions it is
possible to have maximum link gain and OMD simultaneously.

Later, the analysis is extended to the case of many low biased signals amplified by
the same EDFA.

3.2.1 RF gain with saturable amplifiers

Let us take the link shown in Fig. 3.4 as reference: the link is built using a DFB
laser that is intensity modulated by a MZ modulator after polarization control. The
modulator output is amplified by an EDFA and propagated over 10km of standard
fibre. The fibre is assumed to be linear, so in the experimental setup it is replaced
by a 2dB attenuator. An attenuator is also added at the link end in order to control
the detector saturation, and observe gain curves unaffected by the detector nonlinear
behavior. Total link attenuation after the amplifier, including fibre losses, is set to 20 dB.
The detected RF power is observed on a RF spectrum analyzer. The modulating signal
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Figure 3.4: Experimental setup for measuring the RF gain of a ROF link with a saturable optical
amplifier.

is a simple tone at frr = 5 GHz, which is the carrier frequency of interest for 802.11a/g
based ROF links. A saturating unmodulated optical signal can be coupled to the EDFA
input through a 3dB coupler. The function of the saturating signal is described later.
Other details on the experimental link are given in table 3.1.

Table 3.1: Details on the hardware used in Fig. 3.4 and in the simulation code.

Device Model Settings and Comments

Length: 10km

Losses: 0.2dB/km

Pump current: 100 mA
Laser DFB HP LSC2500 | Output power: 7dBm
Max. power at EDFA input: -2dBm
Bandwidth: 10 GHz
Extinction ratio: > 35dB
Insertion loss: 5dB

Vi 335 £0.07V

Go: 37dB

Pout,maz: 17dBm
Bandwidth: 15 GHz
Detector Agilent 11982A | Responsivity: 300 V/W
Gain: 20dB

Fibre SMF-28

Modulator MZ JDS 0C-1

EDFA JDS 0AB1552+1FA0Q

As seen in the preceding section, the RF gain (Ggrp) of the link is proportional to:
Grr X [Ggprasin (W\/bms/\/w)]2, (3.16)

where Gppra is the amplifier available optical gain. The proportionality sign is due
to the dependence of gain on system -parameters, such as optical losses and detector
responsivity, which are kept constant in the experiments and theoretical developments
presented below.
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Without loss of generality, we assume that Vj,,s = 0 at the modulator minimum
transmission point, and we assume Vizp < %

The EDFA saturated gain can be modeled by [99]:
G
GEpra = - as
1 + <G0<P0ut,1\/!Z>)

(3.17)

Pout,mar

where G is the small signal gain of the amplifier, F,,; pz is the modulator output opti-
cal power, Pyt mar 15 the saturated maximum output optical power from the amplifier,
and « is an empirical parameter with values close to 1. The EDFA saturation level is
fixed by the input mean optical power (P apz), which depends on Vies as described

in [89]:
P(LSGT‘ V Vias
<Pout,MZ> = 12 |:1 - Jo (WVRF) COS (W‘/(: )] , (318)

where P4, is the unmodulated optical power from the DFB and J; is the zero-order
Bessel function of the first kind. Equation (3.18) is also derived in appendix B.

Inspection of (3.16) and (3.17) suggests that if the mean optical power from the mod-
ulator at the quadrature point is high enough to saturate the EDFA, the RF gain can
be maximized by moving the bias away from the quadrature point toward the minimum
transmission point. This may appear surprising because the (3.16) implies that such a
bias shift reduces the MZ modulation efficiency. However, the lower EDFA input power
at low bias reduces its saturation level and increases the EDFA available gain. This
effect may dominate over the reduction in MZ modulation efficiency and the bias which
gives maximum overall gain may not be at the quadrature point. Gain optimization has
been confirmed through numerical simulation, as well as verified using the experimental
setup in Fig. 3.4. Note that moving the bias towards the minimum transmission point
is not equivalent to simply adding losses before the amplifier: an attenuation reduces
the average optical power and the amplitude of the detected RF signal (i.e., the MZ
modulation efficiency) by the same amount, whereas moving the bias towards the zero

transmission point decreases the average optical power as 1 — cos <V1,Vbia8>’ and the

amplitude of the detected signal as cos (%%ias). This is demonstrated in appendix B
by developing mathematically the instantaneous optical power at the modulator out-
put. The variations of average optical power and amplitude of RF signal detected at
the output of the MZ as a function of bias are shown in Fig. 3.5: the average optical
power decreases more quickly than the RF signal amplitude.

Some notes on the experimental values for the parameters used in the calculations
are given in the following. The values for «, Pyt mar and Gy are given in table 3.1 and
derived from experimental characterization of the EDFA used in the experiments, as
reported in Fig. 3.6.

The DFB provided a power Fjys., =7dBm. However, the value to be used in (3.18)
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Figure 3.5: Normalized variations of average optical power and detected RF signal amplitude (i.e.,
MZ modulation efficiency) at the output of the MZ as a function of bias. Small signal modulation.

40 v v - v v
35¢F .
30F 1
x
=,
o 25F GoP;,, @
8 1 + (Pou?t,mam )
20¢

15} == Measure

Fit
= = = = : Small signal gain
10— : ' ' '
—40 -30 =20 -10 0

Pin [dBm]

Figure 3.6: Saturated EDFA gain as a function of input optical power
must include the total insertion losses of all the devices inserted between the laser and
the EDFA, including the losses of the MZ (at maximum transmission point), given in

table 3.1. Hence, the modulator V, was estimated at (3.35 £ 0.07) V. Details on the
estimation of V are reported in section 3.3. '

Simulations and measurements are compared in Fig. 3.7, where we show the link RF




Chapter 3. RF gain in ROF links 49

—-10 —

= Measured RF gain

O Simulation gk A " A

|
—_
W

G, @S5 GHz [dB]
o
o

I
[\
9

quadrature
point

_30 M Pl A
—0.6 —0.4 —-0.2 0 0.2 0.4
vV

bias m

Figure 3.7: Comparison between measured and simulated RF gain for the reference link as a function
of Viins. In a): Ppp = 0dBm (estimated Vip/V,; = 0.038+£0.001) and |Vyias, Gmaz/Va| = 0.083+£0.001.
In b): Prp = 10dBm (estimated Vrp/V, = 0.119 + 0.002) and |Viigs,Gmaz/Vx| = 0.114 £ 0.001.
Go = 37dB, Poyt,mer = 17dBm and Fjgser = —2dBm. For numerical simulation: o = 0.973 and
extinction ratio: 42dB. For analytically calculated values of Vg5, Gmaz: @ = 1 and extinction ratio is
infinite.

gain for RF modulation powers Pgrp of 0dBm (curve a, estimated Vgp/V; = 0.038 +
0.001) and 10dBm (curve b, estimated Vgp/V; = 0.119 £ 0.002). Note that Vgr is
related to Pgrr as described by equation (3.10), which we rewrite here as:

Ver = V2R Prp - Gru (3.19)

where R is a 50§ resistance, and Gy, is the modulator transducer gain experimentally
estimated in this link at -8dB for 5GHz, and is function of frequency and of the
impedance matching level. Pgrp is the power read on the screen of the signal generator
used as source, and represent the available power P,, v, defined by the (3.9).

In this link, the RF gain is negative because of losses induced by the optical at-
tenuator, but we observe in Fig. 3.7 an improvement in gain by moving the bias from
|Viias/Vz| = 0.5 to an optimum bias Vias emar at |Viias,emaz/Ve| = 0.083 £ 0.001 for
curve (a) and at |Viias.gmaz/Ve| = 0.114 £ 0.001 for curve (b). The gain improve-
ment reaches about 12dB for curve (a), with Prr = 0dBm, and 9dB for (b), with
Prr = 10dBm: it decreases with higher modulation power due to the increase of the
mean optical power with Vpp for a given Vs < V3 /2, as described by the zero-order
Bessel function in equation (3.18).

In order to identify the conditions at which maximum gain is attained for a given
link, we differentiate with respect to Vi, an analytical expression for Grp based on
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(3.16)-(3.18), with @ = 1. The V};,s that maximizes the gain is defined by:

GoPuserJo (VrE/Vy
COS (W%ias,Gmax/Vﬂ) = 0 faser Ofi RF/ ) s (320)
where A = GoPuser + 2Pyt maz- Equation (3.20) gives the bias values identified by
dotted vertical lines in Fig. 3.7. Note that the o = 1 approximation has a negligible
effect over the Viigs gmaz calculation. With Vies = Viias Gmaz, the maximum gain is:

Jl (WVRF/VW):I ? [GOBaserpout,ma:r]Q (3 21)
[A]” - '

GRF,m.ax x 2 |: ’
Vrr [GoPiaserJo (TFVRF/Vw)]Q

where Jj is the first-order Bessel function of the first kind.

Equation (3.20) shows that Viias.amer approaches the quadrature point if Vpp in-
creases because, for very high values of Vg, the bias does not affect much the average
power at the modulator output. Variation of Viies Gmaer With Prp is shown later in Fig.
3.11. Also, if Pyt maz > %, i.e., if the EDFA is never saturated for any value
of bias, then Viigs Gmas 18 near to the quadrature point: the Viigs Gmae 1s far from the
quadrature only if the EDFA saturation conditions vary with the bias setting.
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Figure 3.8: Simulation of the normalized link gain versus bias, for different values of
2Pout,maz/ (GOIDlaserj- '

The link gain as a function of bias and GoPFjgser is shown in Fig. 3.8. The F,y: maq 18
constant at 17dBm. Hence, when increasing GoF,se the optimum bias moves nearer to
0, with greater advantage with respect to quadrature bias setting. Also, a higher value
of GoPyser permits a higher RF link gain. In practice, there is always a gain advantage
in using a high power laser as signal source, even if the EDFA is used to boost the
signal after the modulator: for a given EDFA, the higher the laser power, the lower the
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optimum bias and the higher the RF link gain (see Fig. 3.9). For GoPiser > Pout.maz,
the optimum bias is fixed by Vgp:

Ve i
%ias’(:maz|GOPlaser>>2Pout,maI - :l:_acos I:JO (VRFV):I . (322)

™

The position of the optimum bias as a function of GoPFlgser, With Pyt mes as in table
3.1, is shown in Fig. 3.10

Normalized link RF gain [dB]

25k | —e—7F,, =15dBm
—e— P, = 5dBm

=30 . . . . . . .
-0.5-04 -03-02-0.1 0 01 02 03 04 05
bias T

Figure 3.9: Simulation of the link gain versus bias for increasing values of Pj,.r. Assumptions:
Prr = 0dBm, a = 0.973.

Ultimately, for large values of G Fjgser, the RF gain is limited by Pyt ma.. Hence, the
higher the P,y maa, the larger the achievable gain is. This confirms that the maximum
advantage in moving the bias is obtained when large excess power is available from a
powerful laser and a high saturation EDFA.

In order to evaluate the impact of the gain saturation effect observed in Fig. 3.7, we
calculated the variation of gain improvement at Viiqs Gmar With respect to the quadrature
point as a function of Prp for the values of Go, Paser and Pyt mar of table 3.1. In Fig.
3.11 we show the result (curve a), along with the corresponding curve of Viias Gmaz
(curve b). This calculation shows that, even at a modulation power corresponding to
Verp = %, a small improvement in RF gain of about 2dB is accessible for an optimum
Viias.cmaz = 0.27V;. However, in such a case, simulation has shown that the bias
control is much less critical to link gain performance, as very low variations of RF gain
are observed for a relatively wide span of bias values.

The calculations and theory developed here, and in particular equation (3.18), are
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valid for high extinction ratio modulators. The extinction ratio is defined as:

)

Extinction ratio = 10 - log,, (

P opt,mazx

P opt,min

(3.23)

where Py mar and Pyt min are the modulator output power at maximum and minimum
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transmission points. With proper polarization control, the modulator used in our setup
showed an extinction ratio higher than 35dB.

3.2.2 Conditions for simultaneous improvement of gain and
OMD

The OMD is fixed uniquely by the modulator and is not influenced by the EDFA.
For a MZ, considering Vrr < V,/2, the definition of OMD given by (3.4) can be
approximated by:

Sin(7Visias/Va) sin(nVerr /Vr)
1—COS(7TI{/bia5/V7|—)COS(ﬂ'];/ZF/Vﬂ—) - 100 |mes| > VRF

100 |%ias| < VRF .

OMD = { (3.24)

The condition for maximum gain given by (3.20) does not necessarily correspond to a
high OMD. From (3.24), OMD = 100% if |Vjius| < Vrr, or equivalently:

08 (T Viias/ V) = cos (nVrp/Vi) . (3.25)

Therefore, to attain OMD = 100% and maximum Ggp, the link parameters must satisfy
the following inequality, obtained by developing (3.25) for Vyias Gmaz from (3.20):

COS (WVRF/VW) GOPlaser

Jo (’R’VRF/VW) = A (326)

This relation can be used to guide the design of a link with optimized RF gain and OMD
= 100%. Solving equation (3.26) with respect to0 GoPgser and Py maz gives the space
of solutions shown as gray areas in Fig. 3.12. This calculation shows that for a given
GoPser value, the higher the EDFA saturation power, the higher the Vgzr must be to
respect the (3.26). This is because the optimum bias point moves near the quadrature

point if Py mae > %

The combination of Gg, FPaser and Py maez Of our experiments are shown by the
bold dot in Fig. 3.12: for Ppr =10dBm equation (3.26) is respected, but not for
Prr =0dBm (OMD = 75%).
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Figure 3.12: Space of GoFlaser a0d Poytmax values that allow simultaneous optimization of the link
gain and the OMD. In light grayed region, condition (3.26) is respected only for Pgrr = 10dBm,
whereas in dark grayed region the (3.26) is respected for both Prr = 10dBm and Prr = 0dBm.
Color lines are the simulated received power at link end, for PrF =0dBm and o = 1.

3.2.3 Gain behavior with multiplexed signals

We extended our model to include the case of an EDFA used to amplify many wave-
length multiplexed signals, all with bias control, as could be the case of a real multi-
plexed link. In order to check the validity of our model, we measured and simulated
the behavior of Ggrp for different EDFA saturation levels. We coupled at the EDFA
input an unmodulated laser acting as a controlled saturation signal with power Py, as
shown in Fig. 3.4. Thus, the (3.17) is transformed into:
Go

1 + [GO (< Pout,MZ > +Psat)/Pout,maac]a .
By following the same mathematical derivation that leads to equations (3.20) and (3.21),
we can calculate new expressions for Viies gmaezr ad G grmaz. They have the same form
as equations (3.20) and (3.21), but the parameter A is now expressed as:

A= Gof)laser +2 (Pout,ma:c + GOPsat) - (328)

In this case, the small signal EDFA gain may not be accessed anymore by adjusting the
bias. Thus, a solution for the (3.26) exists only for:

2Psat < Baser [SGC (WVRF/Vﬂ) Jo (WVRF/VW) — 1] , (329)

However, equations (3.20) and (3.21), with (3.28), are still valid and can fully predict
Viias.omaz and the corresponding value of Grp. Measurements, simulation and predic-
tion by the (3.20) and (3.21) are compared in Fig. 3.13 for Prp = 0dBm.

(3.27)

C;'EDFA =
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Figure 3.13: Link RF gain with external saturation signal. Comparison between measured gain
curves as a function of bias, numerical simulation and predictions by (3.20) and (3.21), with (3.28).
Prp =0dBm. From (b) to (f), power of saturation signal before coupler in dBm is Py, =-15, -10, -5,
0, 5. For (a), the saturation signal is off. Other parameters for numerical simulation are as in table
3.1. For analytical solution: @ = 1 and modulator extinction ratio is infinite.

We observe a reduction of Grpme, and a displacement of Viigs gmaer towards the
quadrature point with an increasing saturation signal power. A good fit is obtained for
G rFmaz a0d Viiasgmaez between the analytical solutions and the measured values, thus
confirming the validity of equations (3.20) and (3.21). Note that, when the saturation
signal is added, the mean optical power at the input of the EDFA cannot reach very low
values and the bias optimization is much less effective. In Fig. 3.13, the small differences
between the numerical simulation and the analytical solution are due to o = 1 and the
infinite extinction ratio approximations used in the analytical development.

Having verified the validity of our model, we simulated the behavior of Ggp for N
modulated signals coupled at the EDFA input, all with optimized bias. In this case, the
power at the EDFA input is equal to N (P, z) and equation (3.18) is transformed
into:

Go

GEDFA - 1 + (NGO < Pout,MZ >/Pout,maz)a ' (330)
A becomes: op
out,max
A= GoPBiaser + T’ (331)
and GRF,max at Vbias,Gmax:
- Pout,maz 2
' VRF A? — [GoplaseTJO (7ﬂ/11?.F/Vvﬂ’)]2
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Note the dependence on the N factor, which comes from the fact that N signals
must share the same available P, .. at the EDFA output. Note also that the same
G RrFmax accessible to one signal with an EDFA with given P mq, is also accessible
to IV signals using an EDFA with maximum output power equal to N - P,y ma.. The
RF gain as a function of bias and N is calculated and presented in Fig. 3.14. This
- calculation is valid if each signal has the same P, = —2dBm, taking into account
the insertion losses of all the components placed before the EDFA.
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Figure 3.14: Simulation of Gy versus bias and number of intensity modulated lasers coupled to the
EDFA. The bias control allows the amplification of up to 8 signals with the same EDFA with, for each
signal, a higher Ggp than the value observed at quadrature for only one signal. In this simulation the
modulator has infinite extinction ratio.

When the number of signals is greater than one, the maximum Ggp for each signal
decreases because the EDFA is more saturated. However, it is possible to amplify up
to 8 signals and still obtain an RF gain for each signal higher than the gain that only
one signal would show at quadrature. This observation is important because, in these
conditions, the bias optimization allows the reduction of the number of amplifiers to
be used in a wavelength multiplexed ROF link without loss of RF signal gain. In
other words, bias optimization allows EDFA sharing among the wavelengths fed to and
antenna array, so that the cost of the amplifier is shared among all the antennas in the
array.

We now seek a general expression for the maximum number of signals that can be
amplified with the same EDFA, while maintaining the RF output power to the same
level that one single signal would experience with the modulator bias set at quadrature.
This is found using Grr = Grr (Vhies, N), considering Go and P,y ma, constant for all
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the N signals, and solving:

Vi
GRF (7, 1) - GRF (%iaS,Gmaxa N) ) (333)

where on the left side is the RF gain for 1 laser at quadrature and on the right side is
the gain for /V lasers with optimized bias. If we use again the o = 1 approximation, we
can find an upper bound for the maximum N, equal to:

1 .
Nipaz = \/k2 + 2k + L= o (xVar V) —k (3.34)
. 2Pyt ma
GoPuaser (1 = [Jo (WVRF/VW)]Q)
This expression can be used to identify under which conditions the bias optimization
is most effective as a function of the system parameters. In Fig. 3.15 we show the

(3.35)
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Figure 3.15: Number of signal that one EDFA can amplify without decreasing the RF gain. Each
signal RF gain at Viies Gmae 1S equal to the RF gain experienced by only one signal at EDFA input
with bias at quadrature. Dotted lines represent numerical calculations with o = 0.973, filled lines are
upper bound given by (3.34), with a = 1. Bold dot represent the case simulated in Fig. 3.14. In this
simulation the modulator has infinite extinction ratio.

variation of Ny, calculated numerically as a function of GoPiaser/ Pout.maz and Prp
with a = 0.973, along with the upper bound given by (3.34). Not surprisingly, the
bias optimization is most effective for low RF powers and when the EDFA is strongly
saturated at quadrature. Note that the a = 1 approximation may cause some over-
estimation of N,,.,. The maximum number of signals that can be amplified with the
same EDFA is also affected by the modulator extinction ratio, which actually limits the
minimum mean power at the modulator output.
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The dependence of N, on the modulator extinction ratio is shown in Fig. 3.16.
Note that, for Prr = 0dBm and considering an extinction ratio between 40dB and
45 dB, the value of N,,,, is 5 instead of 8, as calculated with infinite extinction ratio in
figures 3.14 and 3.15 (bold dot).
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Figure 3.16: Number of signal that one EDFA can amplify without decreasing the RF gain, as a
function of the modulator extinction ratio. As in Fig. 3.15, each signal RF gain at Viies,cmaz 1S
equal to the RF gain experienced by only one signal at EDFA input, with bias at quadrature. This
simulation takes into account the effect of finite extinction ratio. o = 0.973.

3.3 Estimation of the Mach-Zehnder parameters

It is well known that Lithium Niobate (LiNbO3) MZ modulators are affected by drift
of the bias point over time scales ranging from tens of seconds to thousands of hours
[100, 101, 102, 103, 104]. This drift is caused by different mechanisms: temperature can
affect the bias point and the modulator V, through the pyroelectric effect and trough a
change in the LiNbO3; temperature-dependent electrical conductivity [105, 103]. Also,
the modulator bias setting changes the amount of input optical power that is dissipated
inside the modulator, changing its temperature. Yamada [104] reports two kinds of DC
bias drift: one is a short time DC drift with several seconds relaxation time and the other
- is a long drift, whose relaxation time is several hours. Yamada showed that the former
originates from current leakages from the bias pads. For the latter, he proposes that
the main origin is a photorefractive effect. Beaumont [106] found that the environment
humidity can strongly affect the bias stability. Our modulator was hermetically sealed
in its package, so humidity was not a concern.
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For the measurements like those presented in figures 3.7 and 3.13, it was important to

be able to precisely measure V‘b/—:, VVLWF and the V, itself. A very good way to measure

the values of V, and V{’/—;” is based on the dependence of the second order harmonic
distortion (HD2) with bias:

cos (7r V{’}“) Jo (W%)
HD2 = i _7( . (3.36)
sin (W%) gy (W%)

Hence, the HD2 nulls are in Vg/#: = 40.5 and HD2 maximum is in Vﬁ” = 0. V; is im-
mediately defined by the voltage difference between the two HD2 nulls. This definition
has the advantage that the HD2 extrema are easy to measure with high accuracy. A
good way to measure the Vv%f is based on the third order harmonic distortion (HD3),
because it is not bias dependent:

HD3 = @ (3.37)
J1 (WVVL;F)

Another possible way is based on the measurement of the minimum mean optical power
at the modulator output. From equation (3.18) at Vj,s = O:

PGSET‘ V
(Poapiz) = — {1 —Jo (W RFH . (3.38)

This method is not preferred whenever a good HD3 signal is measurable, because its
accuracy depend on the accuracy of P, which depends also on the polarization
matching between the laser source and the MZ. However, it allows the measurement of
VVL;F if the HD3 reading is affected by the detector bandwidth, other link nonlinearities,
or is below detection noise. Equations (3.36)-(3.38) are demonstrated in appendix B.

We first characterized V. We noted that, when measuring the HD2 as a function
of bias, the bias point drift after each bias change was affecting our characterizations
of the modulator V,. The measurements were taken at regular intervals using a com-
puter-controlled setup, so that the net cffect of the bias drifting was a stretching of
the measured curves on the bias axis. This affects the measurements where Vi;,s 1S
scanned from negative to positive values by making the collected data not symmetrical
with respect to the minimum transmission point (Vj,s = 0), unless the measurement
is completed in less than a couple of minutes. In order to avoid temperature related
component of the drift, we mounted the MZ modulator onto a Peltier cell and fixed the
temperature to 16°C. This increased the modulator V. from about 2.7V (at uncontrolled
room temperature) to about (3.35 £ 0.07) V, and stabilized its value. The increase of
V, at lower temperature agrees with the measurements shown in [103]. In Fig. 3.17 we
show the measured second order harmonic distortion (HD2) before and after the instal-
lation of the temperature control setup. Note that the measured HD2 with controlled
temperature is much more symmetrical with respect to Vs = 0. We characterized
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Figure 3.17: Measured HD2 as a function of bias for temperature controlled and uncontrolled MZ.

the modulator V, twice during our research, using the same controlled experimental
conditions (laser input power, polarization control, modulator temperature). We found
that the value of V, drifted slightly with modulator aging, but the drift was within
the measurement error: the first characterization gave V, = (3.35 £ 0.07) V. About
one year later we found V; = (3.37 £ 0.07) V. Data from this second measurement is
shown in Fig. 3.18. The measurements (about 300 samples) have been taken over three
days, using a a computer controlled voltage source and by measuring the voltage values
that null the HD2. Even with temperature control, some residual drift was present and
contribute to the spreading of the data points.

In measurements like those shown in figures 3.7 and 3.13, the ‘—/{i/m values on the
abscissa axis had to be properly calibrated to minimize the effects of the bias drift.
For this reason, for each single measurement function of Vj;,s presented in this thesis,
we collected data on the harmonic distortion or the optical power at the modulator
output. Hence, after thermal stabilization, any residual (first order) bias drift have
been corrected by using the HD2 minima and maxima to identify the quadrature and
minimum bias settings. When HD2 is not available, the power at modulator output can
be used to identify the minimum and maximum transmission points. If the measurement
is fast (less than a couple of minutes), the bias drift along the measurement is negligible
and the identification of the minimum transmission point using the link transmitted
power is sufficient to properly plot the collected data. Higher order bias drifts have not
been corrected, but this does not appear to affect much the fitting between theory and
measurement in figures 3.7 and 3.13, and others.

The packaging of the modulator used in our experiments has some filtering effect.




Chapter 3. RF gain in ROF links 61

I Histogram

| (Gaussian fit

o
i

Frequency
— .
W ()

—_
=)

0
3.3 332 334 336 338 34 342
4

Figure 3.18: Histogram of measured values of V. Measurement over 3 days, based on distance
between HD2 nulls (about 300 samples). MZ temperature: T' = 16°C; Prr = 0dBm frr = 5 GHz.

The modulator itself is characterized by a frequency dependent efficiency factor (i.e.,
the transducer gain Gr,), and its internal impedance matching is not perfect at all
frequencies. Hence, the RF power fed to the modulator is not all available as effective
modulation voltage at the MZ arms, and we have defined:

Prrefrective = Grm (f) - Prr, (3.39)

2
where Prreffective = %, R = 50, and Prp is the RF power read on the screen
of the signal generator that feeds the MZ. Calibration of the efficiency factor, i.e.,
calibration of effective %, has been done using both the distortion and mean optical

power methods, at 1GHz7r, 2.5 GHz and 5 GHz.

We found Grp = —8dB at 1 GHz, Gry = —7.25dB at 2.5 GHz, and Gy, = —8dB
at 5 GHz with MZ at room temperature, using a HP 83731B signal generator (see Fig.
3.19). Later, we found Gy = —5.4dB at 5 GHz and Gy = —5.2dB at 1 GHz at 16°C
using an Agilent E4438C VSG. The variations of Gy, are not completely explained,
but indeed the different temperatures of the modulator may explain them partially.
The calibration of Grps has been performed every time we started a new’ series of
measurements, in order to have well calibrated data. This procedure appears to have
given good results, always well fitting with simulations based on the numerical values
of V; and G given here.
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Figure 3.19: Calibration of ‘/‘5# (a) 2.5 GHz. Signal source: HP 83731B, detector: Agilent 11982A.
(b) 5 GHz. Same signal source and detector as in (a). The detector frequency response at 15 GHz has
been taken into account by a correction factor measured using a HP optical component analyzer (model
HP 87034).

3.4 Impact of impedance matching on link gain

In the literature, some papers present the RF gain of an optical link considering perfect
impedance matching at the modulator and the receiver (see for example [107] and
[56]). In this section we discuss a more general approach to take into account imperfect
matching at the modulator and the detector. The concepts discussed are well known
to microwave engineers and have already been applied to optical link gain and noise
figure calculations by, among others, Cox and Daryoush [108, 85]. We report here the
calculations of link gain to justify our formulation, which is somewhat simpler than
Daryoush’s work. This analysis will also help us to explain why perfect match of the
modulator and detector is impossible in real systems. In practice this is not a problem
for the modulator, but it is a significant source of loss at the detector. However,
imperfect matching at the detector is useful to assure that the link gain is almost flat
over the bandwidth of the OFDM signal.
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Figure 3.20: Circuit model for a MZ modulator and a detector

For reference, we repeat here Fig. 3.2. We will also refer to Fig. 3.21, which
shows the general model for a two-port network inserted between a generator (Norton
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Figure 3.21: power flux model for a two-port network.

equivalent) and a real load.

In the case of the modulator without impedance matching, the power transferred to
Ry is given by the transducer gain Gy [109, 110]:

P 1— D)) [Sar]” (1 — [T ?
Gy = L ( ITs| )| 2 ( T ) ok (3.40)
Pav,Vs l(l — SnI‘S) (l — SQQFM) — 512521F5F]V[|

where I's and I'j; are the generator and load reflection coefficients with respect to the
reference impedance Z:

_ Rs— 2

[¢g=—"—~ 3.41
ST Re ¥ Zo (3.41)
Ry — Zy
'y =——, 3.42
M Ry + Zg ( )
and the scattering matrix Sy, is written as:
St Siz
Sy = ) 3.43
M ( Su Sn ) (3.43)

Maximum power transfer to the two-port network is obtained if the generator impedance
and the input impedance Z;, of the network are conjugate matched. Assuming a trans-
mission line with impedance Zy, length | and propagation phase factor e *#! between
the generator and the network, the conjugate matching condition becomes:

Fin,SM = FgeiQﬁl
1—\- o = Zin,SM - ZU (344)
M, ON T
Zinsy — 2o '

where [y, g, is the reflection coefficient at the input of Sy;. Typically, the generator is
impedance matched to the transmission line, with Zy = 50§2. Then, I'¢ = (. Hence, the
maximum power transfer condition imposes I';,s,, = 0, or Z;, 5,, = Zo. A matching




Chapter 3. RF gain in ROF links 64

network is included in the modulator two port network to match Z;, s,, to Zy. If I's = 0,
the transducer gain reduces to:

_ |So1|* (1 = [Tas[*)
(1 — Spol'ar) [

that is only dependent on the impedance matching at the load.

(3.45)

TM

In the case of the modulator, in order to calculate the optical modulation amplitude
for a given input RF power, we need the voltage levels on the arm of the modulator.
In the modulator microwave model these are given by the amplitude of the voltage on
Ry, which can be written as [109, page 414]:

|VR1\/[| é VRF =YV ZO ’a& + b2|27 (346)

where as and by are the incident and reflected normalized waves on R;;. Equation
(3.45) allows us to calculate the total power dissipated on Ry, [109, page 417]:

1
Py = 3 (b2]® — |asf?) = (3.47)

Sorl” (1 = [T
= Pave- [Saa (1~ | ML). (3.48)
. [(1 — Sael'as)|
By recalling that, by definition, ay = ['jsb9 [109, page 419], from (3.47) we obtain:

2Py

|bal® = TP (3.49)
|ag+b2|2 — |b2|2|1+FM|2. (3.50)
and so:
Sorl? 1 + Ty ?
Vir = 2ZOPM,,VS| af |1+ MJ : (3.51)
|1 — Sool'a/]

This is the expression given by Daryoush in [85, eq. 41]. However, recalling that Ry, is
real, from the definition of I'j); we can easily show that I'y; is real and:

Zo|l+Twl* = R (1 — Tarl?) . (3.53)

Hence, equation (3.51) can also be simplified:

|So1|* (1 = T |?)
VRF = \/ZRMPav,Vs ; (354)
11— Syl |
that is:
Vir = /2Ry Py sGru- (3.55)

We retain this last expression because of its simplicity and its validity for any condition
of matching, as long as R, is real. This formulation is simpler in form than Daryoush’s,
from which it differs for two reasons:




Chapter 3. RF gain in ROF links ‘ 65

o If the general expression for Gy is used, it does not imply that the generator is
perfectly matched to the modulator, as it is in (3.51).

e We state the hypothesis that the load (Ras) is purely resistive, which is well the
case if we include all reactive elements of the modulator model in S),.

Daryoush uses a somewhat different electrical model for the modulator, without R,;, so
that the load to Sy is Cy;. This is the case in some modulators where R, is very high.
However, in most commercial models, as well as in those we worked with, Ry, = 502
to match the MZ input as much as possible to 502 over the modulator bandwidth.

Note that if Sy is lossless, the conservation of energy imposes that perfect impedance
matching of Z;,, s,, to Zy implies also perfect conjugate matching of the load. In fact, all
power entering Sy must be eventually transferred to the load and nothing is reflected
back to the source. The load being a real valued resistance, conjugate matching means
'y = 0. Also, the Sy, assumes a very simple form with S;; = Ss = 0 and Gy =
S51|> = 1. However, the modulator and the detector are not lossless, and (3.45) must
be used to calculate the power dissipated into the load.

In the presence of loss, |521\2 < 1 and it is impossible to perfectly match both sides
of the scattering matrix Sy, to both the source and the load using only one matching
network on the signal source side®. This statement, demonstrated in appendix C,
justifies the form we chose for the Gy in equation (3.45), with perfect impedance
matching only at the source.

Note that any imperfection in impedance matching and any internal loss in the
modulator will affect the link gain by decreasing the effective Vg,, on the modulator
arms. However, a real link is also impaired by nonlinear distortion from the modulator,
which also imposes a limit on Vg,,. We assume that the maximum Vg,, fixed by the
modulator distortion can always be met by the signal source, even taking into account
the losses and impedance mismatch. In fact, the modulator is at the central station,
where high power modulator drivers can be used.

3.4.1 Impedance matching at the detector

The detector can be described using the model shown in Fig. 3.22: the photocurrent
amplitude ip is generated by a current source with output impedance R;p, which
represents the junction resistance. Cjp is the junction capacitance. Rpp and Lgp
represent series resistance and inductance parasitics, including the effect of packaging.
This kind of model is adopted by various authors in the literature [85, 90, 111]. In

3We have physical access only to the source side of Sy, because Ry is embedded in the modulator
as part of its electrical model.
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Figure 3.22: Circuit model of p-i-n photodetector.

the case of the detector, we can not assume that any impedance mismatch or internal
losses are compensated by an external amplifier because we want to avoid using RF
amplification stages after the detector. Hence, we have to ensure the maximum power
transfer from the generator (the active region of the diode) to the load Ry, which
models the antenna. In this case, following a reasoning similar to the one developed in
the previous section for the modulator, the power P; delivered to R; can be written

as:
;2

Z.
P, = RjDJTDGTD, (3.56)

where Grp is the diode transducer gain. Note that R;p is typically on the order of
1 M or more [85]: this makes it very important to achieve good impedance matching
with Ry, which is typically 50 €2, or link losses may increase dramatically. For example,

2
Rip-Ry|* _ .
RjD+RL‘ ~ —37dB in the

region of frequencies where the reactive part of Sp can be neglected.

if no impedance matching is used at all, then Grp = 1 —

Most detectors, optimized to be used in wideband links, employ wideband lossy
impedance matching: the matching circuit is a resistor network that ensures matching
on a 502 load over the bandwidth of the detector, where the reactive elements of the
diode circuit model in Fig. 3.22 can typically be neglected. As shown in appendix C,
the resistive matching network can be a significant source of link losses. This is a well
known fact that reactive matching using stubs (see Fig. 3.23) or matching transmission
lines provide much lower RF losses than wideband resistive matching. The problem
is that there exists a general limit on the bandwidth over which an arbitrarily good
impedance reactive match can be obtained: this is the so called Bode-Fano limit [112].
Also, the larger the match bandwidth, the more complex the matching circuit has
to be. For a simple circuit, a perfect reactive match is valid only at one frequency.
Theoretically, this is the situation encountered in the laboratory, where the easiest way
to reactively match a photodiode to its load is to use matching stubs. However, we
tested and verified experimentally that the bandwidth of the stub-matched detector
available in our laboratory is much larger than 20 MHz: the bandwidth of an OFDM
signal. In Fig. 3.24 we show a typical example of loss spectrum for an experimental
link employing a reactively matched photodetector. This is explained by the presence
of losses in within the diode circuit model, which are modeled by the Rgp is Fig. 3.22,
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Figure 3.23: Matching triple and double stubs: devices rarely seen in a photonic laboratory. Theory
of operation of these devices is well explained in [109)].
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Figure 3.24: Typical loss spectrum of a link using a Discovery Semiconductors DSC-50 photode-
tector and reactive matching at 5 GHz.

and in the stubs. We simulated the optical link losses and bandwidth for different
values of Rpp, taking into account the detector circuit model and matching. We did
not measure the circuit model elements of the detectors in our laboratory: instead, we
used the values Rjp = 1MQ, Cjp = 0.19pF and Lgp = 0.29nH given in [85] for a
high speed InGaAs p-i-n photodiode. The simulated link losses and link bandwidth as
a function of Rgp are shown in figures 3.25 and 3.26.

In Fig. 3.25, we simulated both resistive and reactive impedance matching to com-
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Figure 3.26: Bandwidth of lossless matched link as a function of Rgp.

pare the loss performance: with a low diode internal loss Rgp = 12, reactive matching
can provide more than 20dB link gain improvement over resistive matching. However,
the improvement decreases quickly with higher diode resistive parasitics. Typical values
of Rgp encountered in the literature are around 10 ). Note that the Rpp also decreases
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the maximum achievable gain for each frequency, which is calculated by finding the
peak values of lossless matched gain for each frequency. This can be explained by the
considerations discussed in appendix C. In Fig. 3.26 we show that even with Rgp as low
as 1€, the link bandwidth is larger than 100 MHz (precisely: 115MHz). In this case,
on a 20 MHz bandwidth around the carrier, the variations of link gain due to matching
is lower than 0.15dB. Hence, the losses in the photodetector ensures that the reactively
matched link bandwidth is wide enough to accommodate for the OFDM signal.

3.5 Signal fading due to dispersion

The chromatic dispersion arising from propagation over standard fibre or through
chirped fibre Bragg grating (FBG) is a well known source of RF signal fading in ROF
links. A general analytic treatment of the dispersive propagation over ROF links is
given in [113] and in [114]. For small OMD, the detected RF power Pgp after disper-
sive propagation is proportional to:

2
7T[’D)‘lgaserf]%%F):| (357)

C

Prr [COS (

where D is the dispersion coefficient, L is the fibre length, A, is the optical carrier
frequency, frr is the RF modulation frequency, and c is the speed of light. A similar
equation can be written for dispersion from chirped FBGs replacing the LD term by
the total grating dispersion at Ajgser. In low OMD links, (3.57) can be easily proved by
writing the baseband equivalent of the electric field £ as the sum of three components:

E (t) — Cel¥c 4 SLej(*wRFtJrsOSL) 4+ SUej(wRFH"PSU), (3.58)

where C and pc are the amplitude and the phase of the carrier, S, Sy, vrv, Ysu
are the amplitudes and the phases of the modulation sidebands. At the input of the
dispersive element, in the absence of sideband filtering, we can assume: S; = Sy and
oy = wsy = we. If the dispersive element is a fibre, after propagation the three
components accumulate different phase retardations:

pc=0(0)L (3.59a)
psp =P (~wrr) L (3.59b)
wsu = B (wrr) L, (3.59¢)

where [ (w) is the fibre mode propagation constant, which is expanded in a Maclaurin
series as:

B(w) = P+ fiw + %ﬁgoﬁ + ... (3.60)

After detection at the fibre end, the detected photocurrent g4 () is proportional to
|E (t)|2. The, photocurrent detected at frp is proportional to:

Gdet,frie () OX COS <gpc — E&?'ﬂ> Cos (wRFt — w> . (3.61)

V4
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Inserting (3.59) gives:

it grr (£) o kip €08 [wrp (¢ + LBy) (3.62)
L 2
kp = cos <%Fﬁg> , (3.63)

where we recognize a propagation delay term and a fading term kp, which can also be

written as: s o
kp = cos (—WDLfRF/\’“S”> .
A c

From the equations above, the action of dispersion can be interpreted as follows: it
causes the upper and lower electric field modulation sidebands to accumulate a phase
difference. At the fibre input the optical carrier is amplitude modulated, so that the
modulation sidebands are perfectly in phase. Along the fibre, the modulation sideband
phase variations caused by the dispersion gradually transforms the amplitude modula-
tion into a phase modulation, which is characterized by a phase difference of = between
the sidebands [71, page 236]. Hence, the detected photocurrent fades out. Note that,
for a fixed dispersion, the fading is periodic with fibre length and f2,. Assuming
D = 17ps/nm/km, the value of kp varies for different fibre length and frp as shown
in Fig. 3.27: the periodic behavior of kp is clearly revealed and we note that the nulls
repeat more often for long fibre lengths and high frequency.

(3.64)
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Figure 3.27: Signal power fading due to dispersion as a function of signal frequency and fibre length.
Assumptions: D = 17 ps/nm/km. Red lines are the loci of kp nulls.

We also present in Fig. 3.28 the interesting case of the propagation of a 5 GHz signal
on a fibre with length up to 100 km: this is a relatively low frequency and no nulls in kp
are present in this fibre length range. Also, for fibre length lower of 10km, the fading
due to dispersion is lower than 0.05dB: negligible in most situations.
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Figure 3.28: Power fading of a 5 GHz signal. Assumptions: D = 17 ps/nm/km.

In links where the dispersion induced losses are larger, typical countermeasures
include:

e Dispersion compensation by using FBGs and/or dispersion compensating fibre
modules. :

e Optical phase conjugation [115].

e Generation of SSB modulation format instead of DSB.

The latter method is probably the most widely used when dispersion in a ROF link is
an issue. SSB format can be generated by filtering a sideband with a narrowband FBG
[116], or by properly biasing a dual-electrode MZ [117]. However, compared to the DSB
modulation format adopted in this work, it requires a relatively complex and expensive
modulation stage. Also, DSB modulation has a 3dB advantage in both gain and NF
over SSB modulation [60].

3.6 Conclusions

In this chapter we discussed the gain of ROF links with external modulation, with
and without a saturable optical amplifier. We found that the use of an amplifier can
greatly enhance the link gain, especially if the modulator bias is optimized near the
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minimum transmission point. The gain enhancement is a consequence of the fact that
in saturated EDFAs, a lower input power reduces the saturation level and increases the
available gain, up to a maximum that is the unsaturated or small signal gain. Moving
the bias off quadrature towards the minimum transmission point reduces the average
optical power at the EDFA input by suppressing the optical carrier and enhancing the
signal OMD. However, moving the bias off quadrature also reduces the MZ modulation
efficiency, decreasing the link gain. The two effects compete and there is an optimum
bias values Viigs Gmaz that provides maximum link RF gain. Decreasing the bias reduces
the average optical power at the EDFA input quicker that the MZ modulation efficiency,
SO Vbias,Gmax 18 always below the quadrature point.

Vbias.cmaz depends on several parameters:

e the laser power: higher laser power and lower losses before the EDFA increase the
maximum link gain and shift the Viias gmaer towards the minimum transmission
point. This is because the laser power increases the EDFA saturation level and
the maximum amplifier gain is accessed only for an attenuation of the average
power, which is reached for a smaller modulator bias.

e the modulation power: a higher modulation increases the average optical power
for modulator bias values near to the minimum transmission point. Hence, a lower
amplifier gain is typically accessible for high modulation power, and the Vi;as cmax
moves towards the quadrature.

e the EDFA saturation level: if the amplifier is not saturated with the modulator
at the quadrature point, this is the optimum bias. The higher the saturation
level of the amplifier, the lower is ‘//bias,Gma:m down to a limit that is given by the
modulation amplitude.

The bias optimization allows either to increase the link gain or to increase the
number of signals amplified by the same EDFA, while keeping the same gain that
would be observed at quadrature for one signal only. This opens the way to amplifier
sharing in links supporting antenna arrays. We also noted that bias optimization can
increase the link OMD, which is useful to reduce the optical power propagated over the
link.

In the second part of the chapter, we examined briefly the impact of impedance
matching onto the link gain, and we described the advantages of reactive match versus
resistive match in narrowband link. We showed that proper narrowband impedance
matching at the detector is mandatory to improve the link output power. Finally, we
discuss the impact of fibre dispersion on link gain, finding that, for the RF frequency and
fibre length considered in this work, the dispersion induced power fading is negligible.

The link gain is an important design challenge, and we will show in chapter 5 that the
distortion from the modulator fixes a severe limit on the received OFDM signal quality.
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Consequently, the modulation power cannot be increased indefinitely in the hope to
improve the output signal power while maintaining a good signal quality. Maximizing
the link gain allows to reduce the modulation power while maintaining the same link
output RF power, so that the signal quality is improved. A significant limitation to
the maximum link output RF power is the photodetector linearity. With the detectors
available commercially, it was not possible to reach a RF output power higher than
-3dBm (without RF amplification) while maintaining a good OFDM signal quality.
We reached as much as 9dBm of output power from a JDS EPM 745 diode at 1.51 GHz,
before (smelly) failure of the device, but the signal was heavily distorted by the detector.
This is a significant limit for the realization of optically amplified links that do not use
an electrical amplifier after the detector. In the introduction we discussed that the link
should be able to provide about 7dBm per antenna in an array with 7 antennas to fulfill
the maximum power limits for the 802.11a protocol: such output power levels require
specially designed high power RF detectors as the one proposed by Urick in [69].

In the next chapter we examine the noise performance of ROF links.
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Noise in ROF links

In this chapter, we discuss the impact of optical noise sources on the CNR and NF of a
ROF link. We start with a description of the noise in unamplified and amplified links,
and we discuss the impact of thermal noise, shot noise and ASE on NF and CNR. Then,
we describe how these noise terms vary in links where the modulator bias is moved out
of quadrature. We also detail the dependence of noise related to stimulated Brillouin
scattering (SBS) on the modulator bias.

Later, we present a general noise model in optical modulated links, which leads to a
rigorous expression of the detected noise variance in links with high optical modulation
depth, and we apply this model to the description of noise due to ASE, shot noise, RIN
and SBS-induced noise. We show that in links with high modulation depth the statistics
of RIN noise and SBS-induced noise are not stationary, even if bandpass filtering follows
the detector, and they depend on the modulation depth. This discussion leads to a
novel description of the SBS-induced noise, which is supported by experimental work
on SBS in links with optimized modulator bias. Finally, we present experimental results
comparing the impact of RIN from a type of fibre laser and from distributed feedback
semiconductor (DFB-SC) lasers on CNR and EVM of IEEE 802.11a signals.

As described in chapter 3, we are mostly interested in links with high gain and
high RF output power. Hence, more often the signal quality is distortion limited than
noise limited. However, this is not always the case: for example, noise sources other
than distortion may dominate for very low values of bias or in the presence of strong
stimulated Brillouin scattering (SBS).
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4.1 Noise in amplified ROF links

Among others, Cox [56, 108, 84] and Ackerman [118] described the noise characteristics
of externally amplified analog optical links. Ackerman [90], Betts [119], and Daryoush
[85] showed that shifting the modulator bias towards the zero transmission point can
reduce the link NF in unamplified links, because shot noise and RIN contributions are
minimized. Recently, Ackerman [93] and Roussell [94] demonstrated noise figures lower
than 7dB (with a record of 3.4dB) in low-biased links without optical amplification.
In [83], Betts briefly describes the impact of optical amplifiers on the link NF. In
general, in the assumption! that the amplifier does not add distortion to the RF signal,
any improvement of the NF is reflected in an improvement of the link SFDR. In [82],
Sabido explores the impact of EDFAs on SFDR as a function of the link losses.

For the sake of completeness, we study here the link NF and CNR, taking into
account the effect of variations of the modulator bias on the link received mean optical
power and ASE power. This is a immediate extension of some of the literature cited
above. The NF can be written as:

Niingk
NF =10 - log, (1 + NmGRF> , (4.1)
where Ny, is the excess link noise PSD dissipated onto the link load, N;, = KT is the
input available noise PSD, K is Boltzmann’s constant, 7" is the room temperature in
kelvin, and Grp is the available RF gain. The NI expressed in linear units is referred
to as “noise factor”. In the case of passive lossless reactive impedance matching at
transmitter and receiver, Ackerman [118] gives Ny, (on unitary bandwidth) as:

1Z,|?
iR,

(4.2)

LRIN shot

Niing = kT (1 + Grp) + (02 +07 )

®

The part marked ® is the noise PSD contribution associated to RIN- and shot-noise-gen-
erated photocurrent, transferred to the load Zp, with R, = Re{Z.}. Note that we
consider a unitary electrical bandwidth, and we assume all the noise sources are white.

We add to (4.2) the noise components introduced by the optical amplifier:

1Z,|?
AR;

(4.3)

IRIN Ishot lsig-ASE lshot, ASE LASE-ASE

Niing = KT (1 + Ggrr) + (02 +02 402 + 02 + o2 )

IThis assumption is valid, as we will show in chapter 5.
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The photocurrent noise variances or one-sided PSD terms on unitary bandwidth are:

O-i2$hot = 2e R (Pet,sig) (4.4a)
Ot = (R(Paetsig))’ 7 (4.4b)
Uz’QSlvg,AsE = 4% (Piet,sig) Sdet,asE (4.4c)
UZMMSE = 4eRSqet, AsE D, (4.4d)
07 spnse = AR Siet,a55Bo (4.4e)

where e is the elementary charge, B, is the ASE bandwidth, X is the detector re-
sponsivity, (Pgesig) 1s the average signal optical power on the detector, r = 1075 is
the two-sided optical relative intensity noise, the RIN is expressed in decibels relative
to 1/Hz (dB/Hz), and Syt ase is the ASE PSD on the detector for one polarization.
We neglect the dark current noise contribution at the detector. Equations (4.4) are

demonstrated in section 4.2.

Recalling (3.18) and (3.17), the signal average optical power on the detector can be
written as:

GoPser [1 — Jo (A) cos (T)]

<Pdet,sig> = 97, 1+ K (4-5)

G PCLSGT’ “ ~

K= 2225 11— gy (A)cos ()] ) (4.6)
2Pout,ma:t

where L are the link propagation losses, A = ”‘Ki, I'= %, and the other parameters
are the same as defined in chapter 3. For all p}actical Cages, moving the bias towards
the minimum transmission point decreases the average signal power at the amplifier
output. Hence, lowering the bias reduces the signal shot and RIN noise contributions
to Njng. In the case of a saturated amplifier, the ASE power also varies with bias: ASE
is high when the amplifier saturation level is low. Hence, ASE increases at low bias,
and so does ASE-related detected noise. The ASE power of the EDFA used in chapter
3 and average amplified signal power as a function of bias are shown in Fig. 4.1.

In order to identify how the noise terms in (4.4) vary with the modulator bias setting,
we measured Ny, for the link presented in chapter 3, Fig. 3.4. Note that we set the
total optical losses L to 20dB, in order to avoid fibre nonlinearities, to ensure a linear
response from the detector and to keep the received mean optical power and RF power
identical to the measurements reported in chapter 3, Fig. 3.7. The Ny, shown in Fig.
4.2, is measured using an RF spectrum analyzer (model HP 8565E). The measurement is
taken 1 MHz aside a 5 GHz RF carrier (Pgr = 0dBm) to avoid the analyzer oscillator
phase noise, which is dominant near the carrier. In this measurement, we used no
optical filtering after the EDFA: the ASE spectrum was measured for each modulator
bias setting. Sget asp Was calculated from the ASE noise level near the optical carrier,
and B, was calculated as the noise equivalent bandwidth of a rectangular spectrum
with amplitude Sy.; asp and the same total area as the measured ASE spectrum. As
may be expected, near the minimum transmission point the ASE-induced noise levels
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Figure 4.1: Measured signal power and ASE PSD at amplifier output. Measurement using an optical

spectrum analyzer (OSA) ANDO AQ6317B with resolution bandwidth (RBW)= 0.2 nm.
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Figure 4.2: Ny, as a function of the bias. (a) is the measured noise, (b) is the sum of all the
calculated noise contributions, in red are all ASE-related noise contributions: (c) is displayed average
noise level (DANL) of the spectrum analyzer (RBW = 10 Hz), (d) is ASE signal beat noise, (e) is
ASE-ASE beat noise, (f) is ASE shot noise. In blue: (g) is signal shot noise, (h) is noise from laser
RIN. The received mean optical power at quadrature is about 1 dBm. No optical filtering was used.

increase. The ASE-signal beat noise is a somewhat special case because, moving the
bias from 7/2 to 0, its PSD first increases with ASE to a maximum and then sharply
decreases following the average signal power. Far from the minimum transmission point,
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the thermal noise dominates in this link with high losses. Fig. 4.2 can be generalized to
links with any loss L by recognizing in (4.4) that the ASE-ASE beat noise, ASE-signal
beat noise and the RIN are proportional to L2, while the signal and ASE shot noises
are proportional to L. However, if the link losses were lower, ASE-ASE and ASE-signal
beat noises would be higher than other noise contributions, because they both scale
quadratically with 1/L. In such conditions, ASE-signal beat noise would be dominant
for a large range of bias values. Also, an optical filter with band B, may be used
to filter out some ASE power, thus decreasing the ASE-ASE beat noise but not the
ASE-signal beat noise. Hence, ASE-signal beat noise can be made dominant for all
practical values of bias. In the literature, ASE-signal beat noise is typically considered
the dominant noise contribution of amplified ROF links (see, for example, [120, 121]),
and bias optimized links are no exception.

120

Detected RF power [dBm]

[| == Measured CNR -30
| = = = Calculated CNR
Det. RF power
100 . - —40

-06 —-04 -02 0 02 04 06

bias m
Figure 4.3: Link CNR and gain versus bias. The measured CNR is compared to CNR calculated
from Np;nr and received signal power. The CNR is measured using a HP 8565E spectrum analyzer and
reading the signal power and the noise power (in noise measurement mode) in 1 Hz bandwidth, 1 MHz
aside the carrier to avoid the analyzer (and generator) phase noise.

In Fig. 4.3 we show the CNR and gain of the link under test, with input signal
Prr=0dBm. The CNR is defined as the ratio between the power of the received RF
signal and noise level over 1 Hz bandwidth. At the bias which gives maximum gain
(Vbias.Gmaz ), the link CNR is about 125dB/Hz with an improvement of about 7dB
with respect to the quadrature point, where CNR is about 118 dB/Hz. Hence, even if
the noise level worsens near the minimum transmission point, the link CNR, improves
because of the better link gain.

The link NF has the same behavior: assuming a thermal noise limited input CNR .
of 150dB/Hz, the link NF at Viigs.cmaex can be evaluated at 26 dB, against 33dB at
quadrature. If the link loss is reduced and optical filtering is added to decrease the
detected ASE power, the NF can be improved to a maximum value of about 24 dB,
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limited by ASE-signal beat noise.

If we consider an ASE-signal beat noise or thermal noise limited link and a real 7,
R NF .
the noise factor F' = 10710 can be written as:

1 R
F=2+ G—RF (1 + T <Pdet,sig> Sdet,ASERL) . (4.7)

The 2 factor represent the well known passive match F'limit [108, 118]. This expression
shows that the NF can be improved by the bias optimization technique we presented in
chapter 3, because it allows to a simultaneous increase in the link gain and reduction in
the (Pye sig). Fig. 4.3 demonstrates that these two effects more than counterbalance the
increase in ASE power (and EDFA noise figure) due to the EDFA reduced saturation
level.

4.1.1 Comparing optically and electrically amplified links

Prr —’—%—w—@f
@Lé—@— o

f . et > S Zload |

Figure 4.4: Link with optical or electrical amplification.

In the introduction to this thesis we suggested the possibility of using optical amplifi-
cation instead of electrical amplification in ROF links, in order to simplify the electrical
chain near the antenna at the link end. In chapter 3, we showed that the optical ampli-
fication can be very effective in increasing the link gain, and that in some situations one
optical amplifier can be shared among several WDM links. Here, we want to compare
the noise performance of an optically amplified link with that of a link with electrical
post-amplification. The two links are shown in Fig. 4.4.

For the noise factor comparison, we assume that ASE-ASE beating noise and ASE
shot noise are negligible because the optical bandwidth B, of the bandpass filter after
the EDFA is small. Also, we assume standard operating conditions for the EDFA:
GEDFA <Popt> > SaspBo, and Ggpra > 1, where Ggpra is the amplifier optical gain.
The noise factor of a link without optical or electrical amplification is given by:

1
Funampiisiet = 2+ = [L+ a (Pig) + (Pr)’], (4.8)
RF



Chapter 4. Noise in ROF links &80

where Pj,, is the average detected optical power in the unamplified link, G5y is the
unamplified link RF gain and:

R
o= ey
2KT 4
b= r. (W
4KT
Note that the C—;F term is related to.the thermal noise contribution, agi;“) is the
o RF

2
. . . b( P} . . . .n . .
shot noise contribution, and <(fi—”> is the RIN contribution. If the unamplified link is
“RF
followed by an RF amplifier of noise factor Frr, we can calculate the total noise factor

F* by using the Friis’ formula [71, page 612]:

FRF -1
Ghr

F*= Funamplified =+ (410)

Hence,

— [Fre +a(Pi) +b(Pi)°] (4.11)

Ghr
If the EDFA is used in the link instead of the RF amplifier, the resulting noise factor F
is derived from (4.3) and (4.1), neglecting ASE-ASE beating noise and ASE shot noise:

1 S
F =24 —— |14 a(Pu) +b(Pet)’ + ¢ (Prg) 22221 | (4.12)
where Sysp is the ASE PSD at the amplifier output for one polarization, L are the link
optical losses after the amplifier and:

R*Ry,
= 4.1
“T kT | (4.13)
Gprr = GrrGEDFA, (4.14)
(Paet) = (Pjet) GEDFA- (4.15)

The most common definition of the EDFA noise factor is [122, page 222, equation 7.76]:

1 - 2RSasE
Frppa = 14 , 416
Bpra GEDFA ( ne ) ( )

where 7 is the detector quantum efficiency and ® = n;5. For Ggpra > 1, we can
simplify (4.16) and express Sasg in terms of Fgppa. Then, (4.12) becomes:

1 ‘ G F
F:2+* 1+G<Pdet>+b<Pdet>2+d<Pdet> M] ) (417)
Grr L

where:

eRRL

4=

(W] (4.18)
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Recalling (4.15) and (4.14), we can rewrite F as:

1 1 a<Pget>

* 2
GRF GEDFA GEDFA

FEDFA

F=2+ 7

+b(Pp)" +d (P, (4.19)
This is the noise factor of the optically amplified link. Note that the optical gain Ggpra
decreases the thermal, shot noise and ASE-signal beating noise contributions, and has
no effect on the RIN. Equation (4.19) should be compared with the expression of F*,
which is the noise factor of the link with electrical post-amplifier, given by (4.11). The
use of an optical amplifier is advantageous in terms of link noise factor if F* > F', that

1s:
a <Po t> 1 a <Po t> Fepra
F GRS d d{P,
T Gipra i LGEpra +d (Fop) L?

where (F,) is the average power at the modulator output (see Fig. 4.4) and we used
the relation:
<Popt>

(Ph) = 22 (.21)

We can further simplify the relation (4.20) by recalling that Ggpra > 1 and by as-
suming 1 = 1, so that a = d. Then, F™* > F' if:

(4.20)

F 1
}%F>d(ﬂw>(lmﬂ4——>. (4.22)

Note that Frp must clearly be greater than 1. To give some feeling for the behavior
of relation (4.22), we calculated F* = F as a function of Fgppa, Frr and L: this
gives the boundary of relation (4.22). We chose & = 0.7A/W, R, =500, T'= 300K
and (P,) = 1.5mW, giving d(P,,;) ~ 1. The result is shown in Fig. 4.5: note
that the curves shown in this figure do not give the absolute value of the link noise
factor, but divide regions where F* > F and F* < F. If the curves are below 1, the
optically amplified link has better noise factor than the electrically amplified link, even
if the electrical amplifier is noiseless. This is because, with the parameters chosen in
this example, the thermal noise and shot noise contributions are dominant. In these
conditions, (4.19) shows that optical amplification can reduce the link noise factor. If
the link uses a noisy EDFA with Frpra = 7dB and there is no optical loss after the
amplifier, than an RF amplifier with noise factor lower than 4 (6 dB) will provide better
noise figure than the optical amplification.

In lossy links, the optical amplification appears to be particularly advantageous with
respect to electrical amplification, as those typically used for distribution of wireless
signals in ROF networks, because the NF of such links is dominated by the effect of
optical losses. Remember that 1 dB of optical loss corresponds to 2 dB of electrical loss.
In this situation, the Friis’ formula implies that an electrical amplifier at the link end
cannot help in improving the link NF. Instead, an optical amplifier can decrease the link
loss and improve the link NF, until its own noise contribution becomes dominant. Also,
note that if the EDFA is at the beginning of the link, the input optical signal power is
higher, the amplifier is more saturated and the the ASE is lower. Hence, intuitively, the
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noise factor improves if the amplification is placed early in the transmission link, that
is: in the optical domain at the beginning of the link, before as much optical losses as
possible. A similar conclusion is given by Betts in [83], where the author calculates de
NF of optically amplified links but makes no comparison with electrical amplification.

Note that an electrical pre-amplifier feeding the modulator RF input would be effec-
tive in reducing the link noise figure [84, page 277]. However, this solution is impractical
if link performance is limited by distortion from the modulator itself.
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Figure 4.5: Boundaries of relation (4.22) as a function of Fgppa, Frr and link losses L. For values
of Frp above the curves: F* > F. Parameters of the simulation: d(P,p) = 1.

4.2 Some considerations on detected noise in nar-
rowband ROF systems with high optical mod-
ulation depth

When optical modulation depth is small, it is possible to calculate the impact of optical
noise sources on the total detected electrical noise by considering the optical signal as
almost constant in power. This kind of approximation is used, for example, in [122]
to calculate the power spectral density RF noise due to EDFA ASE. In systems with
high optical modulation depth, this approximation is not valid, and this gives rise
to questions on the validity of the noise expressions given in (4.4). In this section,
we discuss this problem taking large inspiration from [123], where the authors give
a general derivation of photocurrent noise associated with the detection of optically
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amplified signals. However, we will adjust the general model to take into account the
bandlimited nature of the RF modulating signal. Then, we will extend the analysis to
explain some peculiar characteristics of RIN noise and the RF noise generated by the
stimulated Brillouin scattering.

The optical signal is band-limited over a band By. Hence, it can be treated using
the analytical representation:

V() =V, (t) + Va (1) (4.23)

where V (1) is a complex stochastic process corresponding to the baseband complex
equivalent representation of the optical field on the detector, written as the sum of
the optical deterministic signal V; (t) and optical noise V,, (t). V, (¢) is assumed to
be a complex, stationary, circularly symmetric [124, 125] gaussian process with zero
expected value. The two field quantities are independent and normalized so that |V (t)|?
represents the instantaneous optical intensity.

The optical signal is detected using a photoelectric detector with responsivity K
and filtered by a filter h (¢) with bandwidth By, which includes the detector impulse
response and any other filter following the detector. For example, in a ROF link followed
by a signal receiver, the h (t) would include the channel selection filters at the input of
the receiver. Hence, in bandlimited transmission links, the filter A (¢) typically has a
bandpass response.

The detector is sensitive to instantaneous optical intensity, that is |V (¢)|>. The
detected and filtered signal is a non-stationary stochastic process named i (¢):

1(t) = [RIV ()] + fghor (1)] * 1 (2) . (4.24)

The igp (t) term is the shot noise intrinsically generated by the photodetection process,
and * indicates convolution. Hence, the variance of i is ([123] and, for a stationary
- optical signal, [126, p. 455]):

o2 (1) = Ci (t,1) = R?//CMZ (0, B)h(t—a)h(t— B) dadB +

(a)
+Re [V ()*) * h? ()], (4.25)
(b)

where Cy 2 (t1,t2) is the autocovariance of |V (t))?, and (z) represents the expected
value of the random variable . The part (b) in (4.25) is due to the shot noise, which
is white with zero expected value and autocorrelation:

Ri,. (t,7) = Re ([V (£)*) 6 (7). (4.26)
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The R;,, ., (t,7) is time dependent because the instantaneous intensity is not stationary.
The h (t) being a linear filter and the shot noise being white, the filtered noise contri-
bution to of (t) can be written as o® (t); = Re (|V ( )|2> x h? (t) [127, p. 312]. The

part (a) in (4.25) is the general expression of the variance of stochastic process |V (t)|?
filtered by a linear filter ® - h (¢).

Simplification of (4.25) is based on the assumption that V,, (¢) is gaussian. Hence,
we can write:

of (t) = U?,vs shot (B) T 02y shot (1) + UiQ,ann bear (1) + UiZ,VsVn beat (1) (4.27)

In appendix D we show that:

Ty, shot (£) = Re [|Vs (0)[° = B (¢)] (4.28a)
TPy, shot (t) = [<|Vn( %)+ h? (1) (4.28b)
v et (1) = R / / (Vo (@) VE (B)Eh(t—a)h(t—b) dadB  (4.28¢)

02y o (1) = 287 Re{ / / V(@) Vi (8) (Va () V()

< h(t—a)h(t—p) dadﬁ} (4.28d)

Note that for a stationary V, (¢):
(V,(a) V5, (3)) = Ry, (a = ), (4.29)

where Ry (7) represent the autocorrelation function of the stationary stochastic process
x (t). Let’s now examine in detail each noise variance term in (4.28).

Signal shot noise o7y, ., (t)

This is the convolution of the deterministic functions |V; (¢)|> and h? (). The latter
can be calculated using the convolution of the spectrum of h (t) with itself. The con-
volution can also be calculated in the spectral domain as multiplication between the
spectra of |V (t)|* and hZ (t), as graphically shown in Fig. 4.6. The spectrum of |V, (t)|*
must reveal its bandlimited nature, so we depicted it as three Dirac delta functions at
+ frr and at zero frequency, the latter representing the signal average detected optical
power P,. If h(t) has a lowpass response, as it is often the case, the oy, ., (£) is de-
pendent on time because it follows the modulated instantaneous signal optical power.
Hence, a description of ai%vs shot (1) as a simple function of average power is not strictly
valid. Choosing Bj, < 2frr will average out the fluctuations of the variance, but also
the transmitted signal. This problem can be eliminated by choosing a bandpass & (t)
with a narrowband spectral response centered around frp. As shown in Fig. 4.6b, the
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Figure 4.6: Graphical solution for the convolution integral in JEVS shot (1). P, is the signal average
detected optical power.

h2 (t) of such a filter selects only the average signal power P, automatically giving a
stationary one-sided shot noise variance equal to:

O—iQ,Vs shot — 2?{6 Bhpo (430)

Hence, assuming bandpass filtering, we can correctly use (4.4a) in narrowband ROF
systems with high optical modulation depth. The same conclusion for signal shot noise
is also exposed in a work by Fernando [128].

ASE shot noise o7y ., (t)

Let us assume that V,, (t) represents ASE noise with bandwidth B, and power
spectral density Sger asg. If B, > By, then V,, (t) can be treated as white stationary
gaussian noise. Hence, (4.28b) loses the dependence on time and can be written as:

Oi2,Vn shot — Re [<|Vn‘2> * h2 (t)]

+o0

— Re <|Vn|2>/h2 () dt

—0C

(4.31)

= Re (<!an2>/lH(f)l2 df |,
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where H (f) is the Fourier transform of h (¢), and the latter equation is based on Parseval
theorem. This is clearly a stationary variance, equal to (one-sided, considering ASE
noise on two polarizations):

TPy, shot = 4R € Saer, a5 BoBh (4.32)

ASE-ASE beat noise oy v, peq (t)

1 Boszdel,ASE
Sqet,ASE
|
> < >
B, 2B,
(@) (b)

Figure 4.7: (a) ASE power spectral density and (b) its convolution.

From (4.29), the [(V,, (@) VX (8))|° term in (4.28¢) can be written as:
(Vi () V3 (O)F = Ry, (0= 8)- By, (a = 8). (4.33)

By using the Wiener-Khinchin theorem, this can be interpreted in the spectral domain
as the convolution between the power spectrum of V,, (¢) and the power spectrum of
its conjugate. If V,, (¢) represent ASE noise with bandwidth B,, the power spectrum
of V,, (t) and V7 (t) both have the rectangular shape shown in Fig. 4.7a, which after
the convolution gives the two-sided spectrum shown in 4.7b. In a rather simple way,
we found the well known ASE-ASE beating spectrum with triangular shape, 25, band-
width and B,Sj,, 4¢p maximum two-sided power spectral density [122, p. 210]. Since
B, > By, we can assume that the ASE-ASE beating noise is white and calculate the
0Py, beat (t) I @ similar way as for the ASE shot noise in (4.31), giving a one-sided
stationary variance:

vV beat = AR Sger, aspBoBh (4.34)
The ASE-ASE beating noise and ASE shot noise do not depend on the signal, hence it
is not surprising that equations (4.32) and (4.34) are not influenced by the signal OMD.

ASE-signal beat noise o7y v .. (t)
Simplification of the double integral in (4.28d) is based on the assumption of white-

ness of ASE noise over Bj,. Then, the ASE autocorrelation is a Dirac delta and the
one-side detected variance is:

07V beat (1) = 2R Saer s [|Vs (O] x B (1)] (4.35)

which is non-stationary. As for signal shot noise, simply taking the average signal power
for calculating the o7y, v 4eq () is not strictly correct, unless a bandpass h () is chosen.
Then:

T2V, beat (B) = 4R2Suer, a5 FoBh, (4.36)
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as expected. Note that for a noise which is not white, this simplification is not possible
and the integral in (4.28d) should be evaluated. This is the case of Brillouin related
noise as described in the next section.

4.3 A special case for V,(¢): noise from Stimulated
Brillouin Scattering

In ROF systems, when the optical power launched over a SMF is increased, the SBS is
typically the first fibre nonlinear effect that is found to limit the system performance
[129]. The SBS can be considered as a power dependent loss mechanism which limits
the power injected in the fibre by reflecting part of it in the backward direction. In ROF
links, this forbids any improvement of the link gain and NF by increasing the system
launched optical power. Furthermore, the backward SBS is noisy [130] and induces
noise in the transmitted signal due to the variable and noisy power transfer from the
forward propagating signal wave and the backward propagating Brillouin wave. The
presence of SBS alters the detected signal noise floor in two ways. First, excess noise
appears around 0 Hz and around harmonics of the acoustic wave frequency fgp for
both backward and forward propagating fields [131, 132]. Second, the SBS induces a
phase change in the optical carrier, which causes a partial conversion of the laser phase
noise (and chirp, in the case of direct modulation) into excess intensity noise at low
frequencies [131]. SBS induced intensity noise on the transmitted wave has been shown
to be the dominant detected signal noise in the frequency band lower than 1 GHz [132].

Most literature about the effects of SBS on ROF links focuses only on baseband
SBS noise because it results in substantial CNR degradation in cable TV (CATV)
systems [133], which typically employ modulation frequencies below 1 GHz. Little work
is reported for Brillouin induced excess noise around a multi-gigahertz RF carrier [134];
the deleterious influence of SBS noise also affects high frequency narrowband ROF
links. In the measurement presented in [131], Peral used a directly modulated laser at
frr = 300 MHz and the noise contributions at frp is clearly visible, even if partially
hidden by the baseband SBS noise contribution. We measured a similar behavior with
external modulation at 5 GHz, as shown in Fig. 4.8. For the moment, let us focus on
curve (a) to note the structure of the SBS noise with the baseband noise bell 1 GHz
wide, and the much narrower noise peak around the modulation carrier.

The interpretation of the Brillouin induced noise spectrum following the theory of
section 4.2 is non-trivial because, as discussed above, SBS noise cannot be considered
white but is band limited. We assume that the SBS induced noise can be described as
a narrowband (baseband) stochastic complex modulation of the optical carrier. This
assumption is justified by the Brillouin backscattering mechanism, which couple some
carrier power into a backreflected Stokes wave, thus modulating the carrier itself. We
assume also that the spectrum of the signal V; is such that only the optical carrier has
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Figure 4.8: Detected RF power spectral density in SBS-impaired ROF link. In (a) the modulator is
set at quadrature; 3dB bandwidth of measured noise peak is 80 MHz. In (b): |Viias| = Viias.Gmaz =
0.083 V. Resolution bandwidth: 1 MHz. Prr = 0dBm.

power above the SBS threshold, and not the sidebands. In this case, since the spectrum
of the Brillouin gain is very narrow (typically about 15 MHz), it can be assumed that,
for modulation frequencies of the order of gigahertz, only the optical carrier is affected
by the SBS noise and not the sidebands?. Under these assumptions, the SBS noise
can be described by a stationary stochastic process V,, (t) with narrowband (baseband)
PSD Sy, (f). The signal V; is assumed periodic with fundamental frequency frp, and
can be described by its Fourier series:

+00
Vol(t)= ) cae?minrt, (4.37)
n——00
where ¢, are complex coefficients. Then, the total SBS-induced detected noise will
be composed mainly by two components: a V,, — V,, beat noise and a V; — V,, beat
noise. The former is a baseband contribution whose PSD Sy, _v, can be calculated in
a similar way as we did for ASE-ASE beating noise:

Sv,-v, () = R [Sv,, (f) * SV, (N] 1H (). (4.38)

The latter is more complex and can be described by a cyclostationary stochastic process?

y (t) = V7 (t) - V,, (t). Rigorous determination of statistics of such a cyclostationary

2This condition is typically encountered in low OMD links: for example, Williams in [134] measured
no SBS noise around the second harmonic of the RF modulation signal in a low OMD link, even in
presence of strong SBS excitation. Noise around the second harmonic is mainly given by beating
between optical noise around the upper and lower optical modulation sidebands: in the link studied
by Williams the SBS does not contribute significantly to the noise in these bands.

3For a definition of cyclostationary stochastic processes see [127, page 373].
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process is laborious and beyond our need here, but common practice [135, 136] is to
characterize the process by its time averaged autocorrelation over one cyclostationary
period. This averaging is equivalent to modeling the time reference or phase of the
process as a random variable uniformly distributed over one cycle [136]. By taking
this approach, we can express the term V¥ (¢) Vi (¢t +7) (V, (t) VX (¢ + 7)) in (4.28d)
as the product Ry (7) = Ry, (7) Ry, (7) between the autocorrelation of V,, (¢) and the
autocorrelation of V¥ (t). The latter is defined as:

to+T

1 +o0 +oo +00
in - 2 _jn :
Ry, (1) = T / g che Imenrt g ¢ €™ RF ) gy — E len|” e™RET(4.39)
tO n—-—oe m——00 n——oo

where the two summations collapse into one, because of the averaging integral. Hence,
the noise-signal beating term is now stationary and is described by the convolution

+oo .
between the spectrum of 3. |e,|* €777 and the power spectrum of V, (t), as shown

n——0Q
in Fig. 4.9. This latter statement can be easily demonstrated on the basis of the theory

of modulation of stochastic processes given by Papoulis in [127, pages 363-365].

Spectrum of V(7) Vu(t)-V.(f) beating
A A

a1 t 2

Power spectrum of V,(f) V(6)-V,(¥) beating

an s
B

(a) (b)
Figure 4.9: SBS noise contributions. In (a): the signal spectrum and the noise PSD. In (b):
noise-noise and signal-noise beating for high OMD modulation. In blue, the spectrum of A ().

In the limit of the assumptions and within the approximation of averaging the
statistics of the cyclostationary process, the derivation proposed above justifies the
contribution of SBS detected noise around the RF carrier presented in Fig. 4.8: this
noise comes from beating between the signal spectrum and the narrowband stochastic
modulation of the optical carrier caused by the SBS.

To complete the calculation of the integral in (4.28d), the noise process should be
filtered by a narrowband h (t). From (4.28d), the 0{y v e 1S equal to:

vy bt (1) = 287 Re{ / / Ry (a—B) h(t—a)h(t—B) dadﬂ}. (4.40)
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The double integral represents the variance of z (t) = y (t) * h (), which has been
made stationary by the averaging in (4.39). Hence, from standard theory of filtering of
stationary stochastic processes:

+00
o? = / Suy (F) | H () df (4.41)

where Sy, (f) is the Fourier transform of Ry (7). The o7 is positive and real, and can
be also expressed by R, (0). Remembering that we assumed a bandwidth of Ry, much
lower than frp, and that H (f) is centered on frr, R, (7) can be expressed as:

R, ()= (|c_1[2 e IMIRFT 4 o) P €2 IRFT) x Ry (), (4.42)

and the o2:
o2 = (leo1]* +|er?) 0% . (4.43)

Assuming |c,1\2 = \Cl|2, the UﬁVsVn pear Variance given in (4.28d) becomes:
; 2
OV bear = AR a1 0 (4.44)

Note that equation (4.44) is proportional to |c;|°, which is related to the power of
the modulation sidebands in the optical spectrum. Hence, increasing the modulation
sidebands will increase also the variance of the detected noise around the RF carrier.

Unluckily, it is virtually impossible to directly measure the optical spectrum of the
V,, generated by the SBS, because its bandwidth is of the order of tens of megahertz.
However, in the following section we will present some experimental work on SBS in
ROF links with modulator bias optimization, which well fit the model of SBS noise
presented here.

4.3.1 The CNR of SBS-impaired ROF links

~ Optical phase modulation is often used to counteract the SBS effects in ROF links [137],
but the main disadvantages of this technique are the higher bandwidth occupied by the
phase modulated signal and the greater complexity of the modulation stage. We show
that the bias optimization technique, in addition to link gain improvement, can lead to
suppression of the SBS and associated noise, thus significantly improving the CNR of
SBS-noise-limited links, without the complexity of an additional phase modulation.

The reference link for this work, first published in [138], is shown in Fig. 4.10. A
DFB laser is intensity modulated by a MZ modulator, after polarjzation control. Then,
the signal is amplified by an EDFA, coupled to the fibre using a circulator with 1.5dB
losses, used to observe the backscattered SBS power, and propagated over 10km of
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Bias control SBS analysis 10 km

Polarization

RF spectrum Attenuator

analyser

Detector Power meter

Figure 4.10: Experimental setup for measuring the impact of SBS on ROF links. A DFB laser is
intensity modulated by a MZ after polarization control, amplified by an EDFA and propagated over
10 km of standard fibre. An attenuator controls detector saturation. The detector is connected to a
HP 8565E RF spectrum analyzer. The backscattered SBS power is monitored using a circulator and a
power meter.
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Figure 4.11: The Brillouin reflected power Psps as a function of the fibre input power. The analytical
threshold is given by equation (4.46). For fiber input power below 6 dBm, the measured reflected power
is dominated by Rayleigh scattering.

standard SMF. An attenuator helps to control detector saturation. The detector is
connected to an RF spectrum analyzer. The modulating signal is a simple tone at
fo =5 GHz. The link is very similar to the one used in chapter 3 for the link gain
study, except for the circulator and SBS analysis setup, constituted by either a power
meter or an OSA. Further details on the hardware used in this setup are given in
table 4.1. In Fig. 4.11 we report a measurement of the backreflected SBS power versus
input fibre power that can be used to identify the SBS threshold for this link. This
measure is taken with signal modulation active, but the presence or absence of chirp-less
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Table 4.1: Details on the hardware used in Fig. 4.10

Device Model Settings and Comments

Pump current: 100 mA

Laser DFB HP LSC2500 | Output power: 7dBm

Max. power at EDFA input: -2dBm

Length: 10 km

linear losses (a): 6.9-107°m™!

fibre core area (A): 52.8um?

Brillouin gain coefficient (y): 2-107'm/W [133]
Bandwidth: 10 GHz

Extinction ratio: > 35dB

Insertion loss: 5dB

Ve: 335007V

Small signal gain (Gp): 37dB

Max. saturated output power (Poytmqz): 17dBm
Bandwidth: 15 GHz

Responsivity: 300 V/W

Fibre SMF-28

Modulator MZ JDS 0C-1

EDFA JDS 0AB1552+1FA0Q

Detector Agilent 119824

Circulator ~ Insertion losses: ~ 1.5dB

modulation does not affect significantly the SBS threshold and the ratio between fibre
injected power and backscattered power [133].

A typical detected RF spectrum in the (0-5.5) GHz band is shown in Fig. 4.8. The
low frequency noise is clearly visible in curve (a) as an important increase of detected
power spectral density for frequencies below 1 GHz. Also, a noise bell with about
80 MHz bandwidth around 5GHz is shown. Curve (b) shows the same measurement
after bias optimization: we observe a reduction of the noise at low frequency and around
5GHz, with and increase of the noise floor due to the contribution of EDFA amplified
spontaneous emission, as seen before.

The SBS-induced noise contribution affects the detected noise floor as shown in Fig.
4.12, which can be compared with Fig. 4.2 measured with the fibre replaced by an at-
tenuator. In Fig. 4.12, SBS-induced noise is dominant for |Vj;,s| > 0.2V}, increasing the
received noise floor up to 17dB with respect to the linear link. For |[Vj,s| < 0.2V}, we
observe a decrease in SBS-induced noise. For |Vj;,s] < 0.1V}; the ASE beating noise be-
comes dominant. Note that the SBS noise contribution actually increases when moving
the bias from 0.6V, to 0.2V, and this cannot be simply explained by the increasing ASE
noise contribution because the ASE PSD is always well below the measured noise level.
This is rather better explained by observing the evolution of the sideband and carrier
optical powers with bias, as shown in Fig. 4.13 along with the measured backscattered
Brillouin power Psgg: for bias values in the 0.6V,-0.3V, range, the optical carrier power
at fibre input is almost constant, and so is the Brillouin backscattered power, which
decreases only by about 3 dB. Hence, recalling the interpretation of the SBS noise as a
narrowband complex random modulation of the optical carrier V,, (t), we can assume
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Figure 4.12: Detected Noise PSD in SBS-impaired ROF link, as a function of modulator bias. Curve
(a) is the measured noise with 10 km of standard fibre, (b) is the measured noise with the fibre replaced
by a 2dB attenuator, (c) is the sum of all the calculated noise contributions (d-i), (d) is DANL of
the spectrum analyzer (RBW= 10Hz), (e) is signal shot noise, (f) is noise from laser RIN, (g) is ASE
shot noise, (h) is ASE-ASE beat noise, (i) is ASE-signal beat noise. As in Fig. 4.2, no optical filtering
was used and noise is sampled using an RF spectrum analyzer in noise marker mode, 1 MHz aside the
5GHz tone with Prr = 0 dBm.

that its power spectral density decreases also of about 3dB. To the contrary, the mea-
sured optical modulation sidebands power at fibre end increase by more than 10dB.
Then, the model given by (4.44) predicts an increase of detected noise contribution of
about 7dB, due to the V;, — V,, beating between the optical modulation sidebands and
the SBS-induced noise on the optical carrier. This is in very good agreement with the
observed increase in the measured noise within the 0.6V,-0.2V, range, thus further con-
firming the validity of the model proposed in the previous section. Actually, it appears
that the variance of the SBS V,, can be considered proportional to the detected Pspsg:
this is reasonable because it is a common observation that the more SBS is excited in
the fibre, the more noise is observed at the link end. Recalling (4.44), we express the
detected link noise PSD limited by the SBS noise, shown in Fig. 4.12 curve a, as:

Sv,-v, = kleil® Psgs, (4.45)

where Sy, _vy, represent the PSD of the V; —V,, beating noise and £ is a constant value.
The comparison between the total received noise at the link end and (4.45) is given in
Fig. 4.14: the two curves fit well until the Brillouin noise is dominant. We think that
this can be considered another confirmation of the validity of the model and of (4.44).

Note that this model of the Brillouin-induced RF noise is novel and has never been
published before. Another experimental demonstration of its validity is reported in
appendix E.
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Figure 4.13: Power of the optical carrier, modulation sidebands and backscattered SBS power as a
function of MZ bias. Optical carrier power (a) and modulation sidebands power (b): in blue, measured
values at EDFA output; in green, measured values at fibre output; (c) measured SBS reflected power
Pspg. The spectrum measurement are taken using an ANDO AQ6317B OSA with 0.01nm RBW. The
power of the sidebands is corrected to take into account the fraction of carrier power falling over the
sidebands, due to the limited resolution of the OSA. Modulation frequency: 5 GHz.

With bias lower than about 0.2V, the carrier power and the Brillouin noise are
strongly suppressed. Moving the bias to Viigs.gmaer =~ 0.083V; suppresses the carrier
power at EDFA output from about 17dBm down to 13.8dBm, and the backscattered
SBS power decreases rapidly from about 9dBm down to -12.6dBm. Note that the
sideband power is always lower than the SBS threshold, usually calculated as*:

Py =21Aa/[y (1 — e *")] = 8.85 dBm, (4.46)
where the parameters are given in table 4.1.

Fig. 4.12 demonstrates that the impact of Brillouin on the link noise can be reduced
by optimizing the bias, and we remember from chapter 3 that bias optimization can
also lead to optimized link gain. Combining these two effects, we expect to observe
a significant improvement in link CNR. The measured CNR for a complete link with
10km of standard fibre is shown in Fig. 4.15: for bias values near the quadrature point,
the CNR is relatively low because the detected RF power is low (curve b) and the
noise floor is affected by SBS-induced noise. However, when the bias moves towards
Viias,Gmaz, @ steep rise in CNR is observed. At this point, the CNR is more than 20dB
higher than at quadrature. For |Viias| < Vbias,Gmaz, the detected REF power falls due

4From [81]; assuming the absence of pump depletion and pump linewidth much smaller than Bril-
louin gain bandwidth.
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Figure 4.14: Comparison between detected noise limited by SBS and equation (4.45). The linear
fibre noise floor and the measured noise level with SBS are a zoom of curves given in Fig. 4.12.

to the lower modulation efficiency of the MZ at such values of bias. Curve (c) is a
similar measurement with the fibre replaced by a 2dB optical attenuator: the CNR is
not affected by SBS noise and its shape follows curve (d), calculated from the detected
RF power and the noise floor of curve (c¢) in Fig. 4.12.
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Figure 4.15: CNR and detected RF power versus the modulator bias in SBS-impaired link. Curve
(a) is the measured CNR with 10km of fibre. Curve (b), (¢) and (d): detected RF power, calculated
and measured CNR with fibre replaced by a 2dB attenuator. Curve (e) is the measured CNR with
complete link and phase modulation to reduce the SBS. Dotted lines identify Viias.cGmaz-
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In order to confirm that the source of CNR degradation is SBS, we added a phase
modulator and a polarization controller before the MZ modulator. We applied a si-
nusoidal phase modulation on the signal (frequency: 80 MHz, amplitude: 10V, ) to
increase the SBS threshold and reduce the SBS-induced noise. In this case, measured
CNR is shown in Fig. 4.15, curve (e): the shape is similar to curve (¢) and this con-
firms that SBS-induced noise causes the observed CNR degradation. For this test, we
adjusted the DFB laser power in order to counterbalance the additional losses from the
phase modulator and tried to have the same mean power at the EDFA input, as in all
other measurements. However, at maximum laser power, the mean power was still too
low by 1.5dB, which explains the difference between curves (e) and (c) in Fig. 4.15.

The measurement shown above demonstrates that the bias optimization technique
may be useful in suppressing the SBS, hence improving the received signal CNR. Note
-~ however that total SBS suppression with bias optimization is only possible if the SBS
threshold is higher than both the minimum optical carrier power and the maximum
optical sideband power at the fibre input, which are found when Vj,,s = 0. Also, the
bias which makes the SBS-induced noise negligible over other sources of noise in the
system may not be the bias that gives, for instance, maximum link gain. However,
moving the bias towards the zero transmission point is an attractive technique for its
simplicity and may surely assist other classical methods for SBS suppression, including:

e Optical phase modulation [137]
e Carrier suppression by filtering [139]

e Link segmentation with different fibre spans [140]

In the system under test, the minimum carrier power is about —12dBm < P, as
defined by (4.46). Hence, in the system under test, the bias optimization technique
leads to SBS control without the need for additional SBS countermeasures, thereby
reducing the link complexity.

4.4 Impact of laser RIN on narrowband signals

Another noise contribution that may give unexpected results in high OMD links is
RIN, which we omitted in the analysis in section 4.2. In fact, the RIN is much easier to
analyze in the instantaneous optical power domain, instead of the electric field domain,
as we did in section 4.2. The modulated instantaneous optical power P (¢) can be

described as: _
P(t)y=[1+ms(t)] [P+ P(t)], (4.47)

where s (¢) is the modulating signal with frequency frr, m is the optical modulation
index, F, is the average optical power and P (¢) is the instantaneous fluctuation of the
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optical power related to the RIN. Note that the optical fluctuation P (¢) multiplies
with the signal, and thus represents a multiplicative noise term. Following the same
approach as in section 4.2, the detected photocurrent can be defined as:

i(t)=RP(t)*h(t), (4.48)

where h (t) represents the frequency response of the photodetector and is defined as a
passband filter centered around frr. The variance of the photocurrent is given by an
expression similar to (4.25). Then, the variance of the photocurrent due to the RIN is:

o2 (1) = C (£1) = &2 / Crla@h(t—a)h(t—F) dadd,  (4.49)

where Cp (a, 3) is the autocovariance of P (t). We define P (¢) as a white stationary
stochastic process and s (t) as a deterministic periodic signal. Hence, the autocorrela-
tion of P is a Dirac delta:

Rap(@,8) = P58 (a—B), (4.50)

where 3 is the double sided RIN power spectral density. After a few simple steps
developing Cp, we get:

400

o (1) = RS / 1+ ms (P2 h2 (¢ — ) dr. (4.51)

i
— o0

If we define s(t) = Acos (27 frrt), assuming mA < 1 to avoid clipping, the last

equation can be solved in the frequency domain as shown in Fig. 4.16: note that the

signal [1 +ms (7)]” has some components at 2fpp that are not filtered away by h? (t).

Hence, the o7 () is not stationary but cyclostationary, even if we used a bandpass h (1):

7

ol (t) = RQPOZg 2By, (1 4+ m*Py) + m*PyBy, cos (2m - 2fgp - t)] (4.52)

where P = ATZ is the average power of s (t). Again, we can stationarize the variance by
taking the average over one period of cyclostationarity [136]. Hence, the stationarized
variance is simply:

o7 = R*P;rBy, (1+m*P,) (4.53)
and is dependent on the average power of s (t). The same result have been reported by
Fernando in [128], with a different demonstration. The importance of (4.53) is twofold:
first, it shows that the standard definition of RIN variance being simply proportional
to the square of the average detected photocurrent is not valid in high OMD links:
(4.53) reduces to (4.4b) only if m?P; < 1. This has been demonstrated experimentally
by Fernando in [128]. Second, (4.53) suggests that in RIN limited links increasing the
power of the modulation signal will not improve unlimitedly the CNR at detection, even
if the modulator is perfectly linear. This important detail will be shown experimentally
in the following section.
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Figure 4.16: Graphical solution of (4.51).

4.4.1 Comparing DFB-SCs and fibre lasers in high OMD nar-
rowband links

In the group where we have had the privilege to work, significant efforts have been spent
to develop a new type of multiwavelength fibre laser, based on fibre Bragg gratings
written in photosensitive Erbium-Ytterbium codoped fibre (Brochu et al. [141], Slavik
et al. [142]). So there was strong interest in comparing the performance of these
lasers to more widely used semiconductor DFB (DFB-SC) lasers in the context of
ROF transmission links based on WDM. An example of the potential application
of multiwavelength fibre lasers is given in chapter 6: the laser is used as an optical
source for an all-optical beam-former, which is designed to address each antenna in an
array by using a different laser emission wavelength in a WDM configuration. We will
show in chapter 6 that multiwavelength lasers are particularly well adapted for this
application because all the wavelengths are modulated by the same RF signal using a
single modulator.

One relevant difference between the fibre lasers proposed in COPL and DFB-SC
lasers is the RIN PSD: the fibre lasers feature a RIN relaxation frequency on the order
of a few megahertz, while typically this is on the order of gigahertz for semiconductor
lasers. Also, the RIN peak of multiwavelength fibre lasers is typically higher compared
to DFB-SC lasers. In Fig. 4.17 we compare the RIN PSD of a HP LSC2500 DFB-
SC laser and a fibre laser fabricated by Brochu [143]. The spectrum of the latter is
given in appendix F. Note that, even if the fibre laser tested here has a single emission
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wavelength, its RIN is representative of the RIN of single lines of a multiwavelength
distributed Fabry-Perot fibre laser [144].
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Figure 4.17: Comparison of semiconductor DFB RIN and fibre laser RIN (a) Semiconductor DFB:
HP LSC2500, for two bias current settings. (b) Brochu’s fibre laser RIN. Pump laser: JDS 27-BCB-794,
980 nm. Pump bias current: 330 mA. Laser temperature: 17°C (thermistor: 14 k().
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Figure 4.18: RIN measurement setup. The amplified detector is an Agilent 11982A optical con-
verter, the DC block is a MCL BLK-18, the spectrum analyzer is an HP 8565E.

These RIN measurements have been obtained using the setup shown in Fig. 4.18:
the laser under test is attenuated to avoid detector saturation and its average power
is recorded. Then, we measured the PSD of the signal detected by an amplified pho-
todetector using a spectrum analyzer in noise measurement mode. The thermal noise
contribution, read on the analyzer without input optical signal, and shot noise, esti-
mated from received optical power, are subtracted from the total noise PSD to obtain
the RIN PSD. The main limitation of this measure is that we estimated the detector
responsivity (® = 300V/W) and considered a flat detector bandwidth response. How-
ever, the errors on the RIN measurements due to these approximations do not affect
the validity of the discussion following here. More precise measurements of RIN of the
type of fibre laser used here are shown in [144].

Equation (4.53) raises some questions about the application of fibre lasers in ROF
links with narrowband, high OMD signal modulation: intuitively, the laser RIN is mod-
ulated along with the average optical power by the signal. In the frequency domain, this
corresponds to a convolution of the laser spectrum (with its RIN) with the modulating
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signal. Hence, if the modulation RF signal is a simple RF tone at frp, after detection
an image of the low frequency RIN peak of a fibre laser may be observed around frp.
This is pictured in Fig. 4.19.
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Figure 4.19: Cartoon of the detected noise in a RIN limited link with a fibre laser and a DFB-SC
laser. ‘
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Indeed, the RIN peaks around the RF carrier are measurable. We modulated the
fibre laser with RIN shown in Fig. 4.17b using a MZ modulator and a 2.5 GHz tone;
we measured the detected spectrum shown in Fig. 4.20, which clearly exhibit the RIN
peaks about +2.5 MHz aside the carrier. A similar measurement has been presented by
Betts in [83, figure 14] using a diode-pumped Nd:YAG laser.
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Figure 4.20: Detected RF power spectrum with fibre laser as optical source. The fibre laser signal
is externally modulated by a 2.5 GHz tone at 5dBm. The signal is then attenuated and detected with
an HP 8565E amplified detector. The spectrum is observed on a HP 8565E spectrum analyzer with
RBW =100 KHz. ‘

We also simulated the shape of the detected noise floor in a system with a perfectly
linear modulator and RIN as the only source of noise. The instantaneous laser power is
simulated as a stochastic process with a power spectral density that has the shape given
in Fig. 4.17, and an expected value equal to the average laser power. After a linear
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modulator driven with a 5 GHz tone, the detected photocurrent exhibit the PSD shown
in Fig. 4.21: the PSD using a DFB-SC laser source or a fibre laser source is estimated
using an FFT from one realization of the detected stochastic process representing the
photocurrent. We properly simulate the RIN peaks around the RF carrier when the
source is a fibre laser. In this case, neglecting other sources of noise, the noise floor far
from the DC and the RF tone is lower than the noise level given by a DFB-SC laser.
However, near the DC and near the RF tone, the noise contribution from the fibre laser
RIN is higher than the noise generated by the DFB-SC laser, and noise peaks emerge
above the noise level given by the DFB-SC laser RIN. Also, in Fig. 4.21 the DFB-SC
laser exhibits a single RIN peak around 10 GHz, as in the measurement shown in Fig.
4.17a for a drive current of 120mA, which is the maximum allowed for the laser model
used here (HP LSC2500).
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Figure 4.21: Simulated estimation of photocurrent PSD in presence of RIN for a DFB-SC laser and
a fibre laser with 5 GHz linear modulation. Estimation is based on FFT (periodogram). Shot noise
and thermal noise are neglected. Prp = 10dBm. Average detected optical power: 0.5 mW, optical
modulation dept: 50%.

Fig. 4.21 suggests that the fibre lasers are better adapted to the transmission of
large bandwidth signals than DFB-SC lasers. In fact, the variance of the detected
photocurrent is the estimated noise PSD integrated over the signal bandwidth: for a
laser fibre, if the band is large enough, the variance may be lower than for a DFB-SC
laser. For example, considering a link bandwidth of 15 GHz, the instantaneous optical
power at the laser output assumes the shape shown in Fig. 4.22: the power from the
DEB-SC laser exhibits a larger variance, whereas the power from the fibre laser shows
a low variance, and a dominant low frequency oscillation pattern due to the RIN peaks.
For a narrowband signal the situation is different because within the signal bandwidth,
around the RF carrier, the RIN floor from the fibre laser is higher, thus limiting the
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detected signal CNR.
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Figure 4.22: Simulated instantaneous optical power emitted by semiconductor and fibre lasers.
Simulation over 8 GHz bandwidth. Lasers power: 1 mW.

Now, we can interpret in a new way the meaning of (4.53): the RIN average variance
is determined by two terms: one (the 1 factor) is the RIN contribution related to
the average power, which in the spectral domain is centered around the DC and it is
dominant for low OMD. We will call this term: DC RIN. The second term, called here
AC RIN, is proportional to the square of the OMD (that is to m?A?) and is related
to the contribution of RIN centered on the RF carrier. If the RIN noise floor near the
RF carrier was only determined by the average optical power, as it is usually assumed,
increasing the modulation power should alleviate the impact of the RIN noise on the
detected CNR. But, as we suggested before, (4.53) states that increasing the modulation
power does not improve indefinitely the CNR, which is also affected by the AC RIN
noise contribution centered around the carrier and proportional to the modulation power
itself. Equation (4.53) is strictly valid only for the DFB-SC laser RIN, which can be
assumed white over the signal bandwidth. However, the spectral interpretation can
be extended to the fibre laser RIN. To prove this fact, we measured and simulated
the detected CNR for a 2 GHz modulation as a function of the modulation power. The
CNR is calculated and measured integrating the noise floor over 20 MHz bandwidth and
calculating the ratio with the detected RF carrier power. We chose a 20 MHz bandwidth
to include the RIN peaks of the fibre laser and to match the transmission bandwidth
of an IEEE 802.11a OFDM signal. Fig. 4.23 shows two simulations: one with RIN as
the only source of noise and the other with RIN, thermal noise and shot noise. The
modulator is a MZ at quadrature. The results show that increasing the modulation
power actually improves the CNR in as much as this is limited by shot noise, thermal
noise and DC RIN. With the fibre laser, above about -5dBm of modulation power
the CNR saturates because it is dominated by the AC RIN peaks around the carrier,




Chapter 4. Noise in ROF links 103

within the 20 MHz bandwidth. If only RIN is considered as source of noise, there is
no saturation effect because the AC RIN dominates over DC RIN for all modulation
powers: the DC component of the fibre laser RIN is very low around the 2 GHz RF
modulation carrier because the RIN decreases as f~! after the relaxation frequency
[145], which is at about 2.5 MHz for the fibre laser tested here. The DFB-SC laser CNR
only saturates at much higher modulation powers because DC RIN dominates. Note
that if a linear modulator were used and mA < 1 is respected to avoid clipping, the
maximum impact on the CNR due to AC RIN predicted by (4.53) for a perfectly white
RIN PSD is about 1.7dB. At 15dBm, we measured a CNR degradation of about 3 dB
when using the DFB-SC laser, whose RIN can be assumed white: the difference is due
to compression from the MZ modulator.
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Figure 4.23: Comparison between measured and simulated CNR considering thermal noise, shot noise
and RIN. Modulation frequency: 2 GHz. MZ bias at quadrature. With semiconductor DFB: detected
average optical power is -0.4dBm. With fibre laser: detected average optical power is -1.1 dBm: the
fibre laser has slightly lower output power than the DFB-SC laser. RF signal source: HP 83731B.

We demonstrated that the RIN of fibre lasers may have a significant impact on the
CNR of narrowband signals in high OMD links. In the next section we will examine
how this affects the EVM of OFDM signals. -

4.4.2 DFB-SCs and fibre lasers transmitting OFDM signals

We simulated the impact of RIN on the EVM of 20 MHz wide IEEE 802.11a OFDM
signals, with several RF carrier frequencies, using a perfectly linear modulator and
considering RIN as the only noise source, so as to isolate its effect. We compared the
DFB-SC and fibre laser sources with 10%, 50% and 100% optical modulation depth.
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Figure 4.24: RIN-limited EVM. Linear modulation, detected average optical power: 1 mW. Only
RIN is considered as source of noise.

As shown in Fig. 4.24, the fibre laser has essentially constant EVM for all fre-
quencies and all optical modulation depths, because AC RIN is always dominant and
proportional to the optical modulation depth. Note that, as we described in chap-
ter 22 EVM ~ —CNR, and CNR is given in Fig. 4.23 (simulation with RIN only).
This value of EVM is very near to the minimum measurable EVM of the vector signal
analyzer Agilent E4440A, so we were not able to perform a reliable and trustworthy
measurement of EVM to confirm the predictions of Fig. 4.24. Anyway, the fibre laser
modeled in the simulation does not appear to be a significant source of EVM and the
measurements confirmed that EVM of about -42.9 dB can indeed be reached when using
a fibre laser and RF carrier frequency at 2.5 GHz®. At the same carrier frequency, the
simulation predicts a lower EVM from the DFB-SC laser, and we measured -44.8 dB,
limited by the test equipment.

The simulation in Fig. 4.24 also shows that increasing the frequency worsens the
EVM given by the DFB-SC laser because the DFB-SC RIN has a peak around 10 GHz.
Finally, with a DFB-SC laser, the EVM improves with the OMD following the CNR,
as shown before in Fig. 4.23.

In conclusion, the DFB-SC laser RIN noise is lower than the RIN noise from a fibre

SExperimental conditions: Prr = 3 dBm to avoid distortion form the MZ, MZ at quadrature point,

output laser power: 5.7dBm, pump laser current: 330 mA, Laser temperature: 17°C (thermistor:
14kQ).
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laser for modulation carrier frequencies far from the RIN peak and for high OMD links.
However, both fibre laser RIN and DFB-SC laser RIN can be considered negligible
sources of EVM impairment. Multiwavelength distributed Fabry-Perot fibre lasers ex-
hibit a RIN behavior similar to the fibre laser tested in this section [144]. Hence, they
can be used as multiwavelength sources for beam-forming applications with OFDM
signals.

4.5 Conclusions

In this chapter we described the impact of several optical noise source on the NF and
CNR of a link. We introduced a stochastic model to describe the optical noise, which
allows to justify the behavior of Brillouin noise contribution in links with modulator bias
optimized for maximum link gain. On the basis of this theoretical work, we showed
experimentally that the SBS noise can be suppressed by moving the modulator bias
towards the minimum transmission point. The noise model is also applicable to the RIN
and permits the derivation of the expression of RIN noise variance in links with high
OMD. We used these results to evaluate experimentally and numerically the impact
of RIN on link CNR. We also evaluated its impact on the EVM of OFDM signals,
and we found that it is very low, and almost non measurable. Finally, we compared
the NF of optically amplified links and links with an electrical amplifier placed after
the detector. We found that optical amplification is typically less noisy than electrical
amplification, following the well known rule that low noise figure is obtained if the
amplifier is placed as near as possible to the link source. An electrical amplifier placed
before the modulator would be even more effective on reducing the noise figure, but it
would increase the distortion from the modulator. The effects of link distortion on the
OFDM signal are examined in the next chapter.



Chapter 5

Nonlinear effects

As opposed to the wireless transmission channel, the optical channel features a signif-
icant nonlinear behavior, which may lead to unacceptable levels of signal distortion in
improperly designed ROF links. Nonlinearities may come from all optical link compo-
nents, as the modulator, the optical amplifier, the fibre and the detector. In our ex-
perimental tests with the commercial detectors, conducted in collaboration with Irina
Kostko! and Mohammad E. Mousa Pasandi, the detector linearity proved to impose a
strong limit on how much RF power can be provided by the ROF link [50]. In particu-
lar, in [50] we showed no evidence of improvement in the link linearity when comparing
an electrically amplified link and an optically amplified link with a commercially avail-
able low power photodetector. We chose not to study the design of a linear detection
stage: a few other research groups are working on this problem to meet the need for
high RF power photodetectors with gigahertz-range bandwidths. Some solutions have
been proposed [68, 65, 66, 67]. Noteworthy is the work of Urick and Williams [69], who
reported a link employing a high power detector that yields a maximum linear output
power of 6dBm on a 6 GHz bandwidth. Hence, a properly designed detector would
be capable of handling high photocurrents and would provide high RF output power
without distortion. However, no high power photodetector has reached the market as
commercial component yet, and none was available to us for testing. Hence, in this
work we assume the detector as linear by properly attenuating the optical power right
before detection. This has the only consequence of reducing the output power of the
detector but does not limit the validity of the results of this work, in which we focus
on the characterization of the impact of the external modulator, optical amplifier and
fibre nonlinearities on the transmission of OFDM signals.

A problem rarely discussed in literature is the influence of the modulator bias point
on the nonlinear behavior of a ROF link. We focused our attention on this problem,
in order to understand if the advantages of bias optimization presented in the previous

'Dr. Kostko was with the department of electrical and computer engineering, McGill University,
Montreal, QC, Canada.
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chapters come with an acceptable link linearity or not. We proceed step by step: first
we discuss the distortion introduced by the electro-optical MZ modulator. A detailed
understanding of the MZ modulator nonlinearities is important as a reference to which
to compare the distortion observed after propagation through other components of the
link. Then, we discuss the distortion coming from the EDFA: we show that variations
of the average optical power due to bias optimization in the presence of framed or
burst-like OFDM signals cause fluctuations of the EDFA gain along the frames, and
that results in heavy signal degradation. This problem appears to be the main limit
of the bias optimization technique, but we propose two simple and effective methods
to circumvent this limitation. Finally, we present a detailed characterization of the
distortion at the end of a complete ROF link including the modulator, the amplifier
and the fibre. We show that if the modulator bias is properly set out of quadrature, the
fibre nonlinearity can partially compensate for the modulator distortion, so that at the
link end the total distortion is lower than at the modulator output. We experimentally
demonstrate the improvement of IMD3 and EVM, and we quantify them as a function
of link parameters like the fibre length, the fibre input power and the modulator bias.
We also show that the same value of bias can provide low link losses and low link
distortion, thus significantly increasing the link SFDR and maximum output power.

5.1 Methodology, and some considerations on the
relations between BER, EVM, HD3 and IMD3

The goal of our study is to identify the link nonlinear effects that most impair the signal
EVM and BER, and to find the link operating point that minimizes this impairment.
In this section we present our approach to this problem.

Modeling nonlinear systems may be a complicated task, which often requires some
simplifications [146, chapter 5]: a common one is to assume a memoryless nonlinearity,
as opposed to nonlinearities with memory. The term “memoryless” implies that the
output of a device is a function of the input signal at the present instant only, or a
function of the input at some fixed delay. This implies also that the transfer charac-
teristics are frequency independent. Memoryless models are very popular and they are
fairly accurate to characterize a great variety of devices, generally under the condition
that the input signal has a bandwidth sufficiently smaller than the band of operation of
the device. Further model simplifications come by recognizing the bandpass nature of
the transmitted signal, as opposed to a wide-band system description. Then, the non-
linearity is assumed to be “bandpass”: Jeruchim [146, chapter 5] defines a bandpass
nonlinearity as one whose output spectrum is concentrated around a carrier frequency if
the input spectrum is itself concentrated around a carrier frequency. A standard model
for a bandpass nonlinearity is a memoryless nonlinearity followed by a filter centered
on the signal RF carrier and wide enough to accommodate for the signal bandwidth.
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In presence of a bandpass memoryless nonlinearities, the BER and EVM of OFDM
signals can be estimated using analytical or semi-analytical methods. These methods
are based on the fact that the OFDM signal is described by a stationary gaussian
stochastic process [147]. Then, the received distorted signal can be described as an at-
tenuated replica of the transmitted signal plus a distortion generated noise [148], whose
power and PSD are dependent on the specific nonlinear system and on the transmitted
signal power. This additional distortion noise is demonstrated to be uncorrelated to
the signal [149]. Hence, the receiver BER and EVM can be estimated for a given input
signal power as is done for linear system impaired by AWGN. In this case, the EVM
and the BER are directly related through the signal to nonlinear noise ratio. This
method has been applied by Horvath [150] to calculate analytically the impact of the
MZ modulator distortion on OFDM signals. Bo [151] proceeded in a similar way to
study the nonlinear response of a laser diode to direct current modulation, which is
modeled as a third order polynomial memoryless nonlinearity. In [76], Shi calculates
the BER and ACPR for amplitude clipping nonlinearities, and Banelli and Cacopardi
[148] calculate the BER stemming from PAs nonlinearities.

These analytical estimations of the signal quality after a nonlinearity are of great
interest, but they are hard to extend to more complex nonlinearities that do not re-
spect the memoryless assumption. Hence, the analytical models given above cannot
be applied to the nonlinear propagation over a fibre span, whose proper description
requires a (bandpass) model with memory, given by the nonlinear Schrédinger propa-
gation equation®. Also, the analytical BER estimations are rigorously valid only if the
signal has stationary gaussian statistics. In section 5.2, we will show that the analytical
model of the MZ distortion underestimates the BER because the IEEE 802.11a frame
cannot be assumed to have stationary statistics. For these reasons, in this work we
adopted an experimental and numerical Monte Carlo approach to explore the impact
of propagation through the nonlinear ROF link on a standard-compliant OFDM signal,
and to estimate the EVM and BER as a function of signal power. Indeed, the Monte
Carlo approach is known to be time consuming, because a high number of data frames
should be transmitted over the link to ensure a good level of confidence on low level
of BER. Measurement and simulation times are even greater in the presence of non-
linearities because the data frames transmitted during the test must all be unique and
not repeated: the nonlinear noise is waveform dependent and its statistics are biased
if a reduced set of test frames is used for the BER and EVM tests. For this reason,
the estimation of BER by simulation and measurement becomes impractical for a low
amount of distortion. In this case, we preferred the estimation of EVM, which is faster
because it does not require the counting of rare error events but evaluates the distortion
of the received signal constellation. This is also common practice in the literature, so
that our results are readily comparable to other works.

In addition to BER and EVM estimations, useful information on the linearity of

2The coupling between dispersion and nonlinearity produces memory in the optical channel, so that
the received optical power in a given instant depends on the evolution of optical power before that
instant. An optical channel with low dispersion can be assumed memoryless [152].
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a link can be extracted by observing the third order harmonic distortion (HD3) and
third order intermodulation distortion (IMD3). The test signals for HD3 and IMD3
measurements are much easier to treat analytically, numerically and experimentally
than the complete OFDM frame needed for EVM and BER estimation. Still, the HD3
and IMD3 help in revealing the nature of the nonlinearity under test: intuitively, in a
nonlinear link, a deterioration in BER and EVM and an increase in HD3 and IMD3
are just different manifestations of the same nonlinear behavior. Indeed, the relation
between BER, EVM, HD3 and IMD3 is strictly dependent on the specific nonlinearity
under test, and may be very hard to quantify precisely. Hence, in general, a simple
HD3 or IMD3 test cannot give the full information on the EVM behavior. Nevertheless,
some useful trends on EVM can always be pointed out by observing the IMD3, as
supported by the fact that, in a memoryless bandpass nonlinear system, the EVM is
impaired by the total in-band noise power contribution from the odd-order nonlinear
beating of the signal spectrum with itself. This is shown by Blachman [153], Shi [76],
Banelli and Cacopardi [148], and Rodrigues [154]. Hence, odd-order distortion affects
the EVM, and the IMD3 is a measure of odd-order in-band distortion generated when
the system is driven with two RF tones. Indeed, the IMD3 test gives no information on
the statistics of the received signal, but if the IMD3 is low we can reasonably expect to
find low EVM also (if the system is distortion limited). As a confirmation, in the simple
case of memoryless bandpass nonlinearities, Ku reports a technique that attempts to
estimate the EVM using two-tone IMD3 measurements [155]. Throughout this work,
we often take advantage of the information derived from simple IMD3 testing as hints
to the behavior with complex OFDM signal. For example, IMD3 tests first revealed
the possible compensation of MZ third order distortion when the modulator is properly
biased and followed by a nonlinear fibre, as explained in section 5.4.

The works of Blachman et al. cited above are the basis of a very important observa-
tion: the EVM of a narrowband OFDM signal is not affected by even-order distortion
beating terms because they fall out of the OFDM bandwidth and are suppressed by
the filter included in the bandpass nonlinearity®. This is the basis for the whole idea
of bias optimization of a MZ modulator, along with the fact that the IMD3 generated
by a MZ modulator is not dependent on the modulator bias. This was first reported
by Kolner [89], and in the next section we present an experimental verification. Hence,
the EVM is not dependent on the modulator bias, in as much as the signal is distortion
limited. We repeat and verify this statement in the next section: moving the bias out
of quadrature does not affects the signal quality at the output of the modulator, so the
bias is a free parameter that can be used, for instance, to increase the link gain, as we
showed in chapter 3.

3Tn a real system, this filter is physically included in the receiver.
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5.2 Distortions from a Mach-Zehnder modulator

5.2.1 Harmonic and intermodulation distortions

The baseband equivalent of the bandpass memoryless model of a MZ modulator is
given in appendix B, equation (B.1). This MZ model is relatively simple and allowed
Hilt [156] and Kolner [89] to calculate analytically the harmonic and intermodulation
distortion generated by the modulator as a function of driving signal amplitude and
bias. In appendix B, we also calculate the harmonic distortion in a more general case
than Hilt’s work. Odd-order distortion terms (harmonic and intermodulation) from the
modulator are well understood to be constant with bias and only dependent on the
driving signal amplitude. From equation (B.20b) and from [89], we have the following
expressions for HD3 and IMD3:

HD3 = s (VLV) (5.1a)
()

IMD3 = (1"%) (5.1b)
Jo (vav)

The IMD3 formula is valid for a driving signal with two tones of equal amplitude. These
formulas are easily confirmed by measurements, in as much as the system is modulator
distortion limited, and they can be used to calculate the minimum distortion levels
exhibited by a system employing a MZ modulator, unless some distortion compensation
occurs, as we will show later. Note that figures 3.19, reported in chapter 3 (page 62)
demonstrate that HD3 is constant with bias, and Fig. 5.1 demonstrates the same for
IMD3. The measurement setup used in this experiment is shown in Fig. 5.2. All
simulations and testing with high power signals presented in this section have been
performed with an RF carrier frequency of 1 GHz, because the PA available for the
experimental setup had limited bandwidth and could not operate at 5 GHz. However,
the bandwidth of the modulator was about 10 GHz so we do not expect any difference
in the modulator nonlinear behavior between 1 GHz and 5 GHz, both frequencies being
well within its bandwidth. This is confirmed by later tests at RF power up to 10dBm,
which can be reached without PA.

In Fig. 5.3, we show the simulated and measured harmonic and intermodulation
distortions as a function of modulation power: it is interesting to note that the difference
between IMD3 and HD3 is almost constant for all practical values of modulation power
and only diverges for very high distortion values, as also shown in Fig. 5.4. Hence,
in the range of practical values of modulation power, for which IMD3 and HD3 are
much lower than 0dB, the IMD3 can be calculated from the HD3 by adding 4.77dB.
Also, note that both IMD3 and HD3 increase twice as fast as the input RF power, as
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Figure 5.1: Measured IMD3 as a function of the modulator driving power and bias. Modulator
efficiency factor Gy = —5.2dB, signal frequency 1 GHz. Black horizontal lines are predicted values

from equation (5.1b).

Mach-Zehnder
g Polarization C>

Amplified detector

DFB laser  controller Attenuator
Sinusoidal signal A
generator
OFDM generator EVM/BER || RF spectrum

Bi analyser analyser
ias
Computer control I I l

Figure 5.2: Experimental setup for the measurement of the HD3, IMD3 and EVM at the output of a
MZ modulator. Orange lines: optical connections; black lines: electrical connections; blue lines: general
_purpose interface bus (GPIB) connections. Laser: DFB EXFO; PA: Minicircuits ZHL-1000-3W;
amplified detector: Agilent 119824; EVM/BER analyzer and RF spectrum analyzer: VSA Agilent
E44404; sinusoidal and OFDM signal generator:VSG Agilent E4438C.

expected from their definition.

The curves in figures 5.3 and 5.4 are not dependent on the specific MZ measured in
our tests, but can be extended to any LiNbOs-based MZ by referring to the axis scale
reported on the top of the graphs, labeled (Vgp)/Vy;. This scale represents the ratio
between the average effective voltage amplitude (Vgr) on the modulator arms and the
modulator V. The former is defined as the amplitude of a sinusoidal signal with the
same average power of the OFDM signal, reported on the arm of the modulator to take
into account its electrical losses.
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Figure 5.3: Measured and simulated HD3 and IMD3 as a function of the RF modulation power Prp
at the output of a MZ modulator biased at quadrature. Modulator RF losses: 5.2 dB.
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Figure 5.4: Difference between IMD3 and HD3 as a function of the modulation power.

5.2.2 BER characterization

The impact of the MZ distortion on the OFDM BER has been studied theoretically
by Horvath [150]. His work is an application of the more general theory developed by
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Blachman [153], which allows the calculation of the signal and distortion noise PSD
at the output of a bandpass memoryless nonlinearity, assuming a stationary gaussian
distribution of the input stochastic process. In bandpass systems, Blachman’s theory
confirms that the distortion noise within the signal bandwidth is generated only by
odd-order intermodulation terms. Blachman’s works have been applied to OFDM by
Banelli and Cacopardi [148], who first calculated the SNR and BER at the output of
a PA modeled with Bessel functions series. Since the MZ output is also described by
Bessel functions, it is possible to apply the same theory to estimate the modulator
performance with OFDM signals, as is done by Horvéth in [150].

Horvath’s technique is indeed powerful and noteworthy, but we found some signifi-
cant discrepancies between its predictions and the BER measured using IEEE 802.11a
compliant test signals. We characterized experimentally the MZ distortion limited EVM
and BER in the link shown in Fig. 5.2. The source signal was synthesized by a computer
controlled vector signal generator (VSG) (Agilent E4438C), programmed to generate
sequences of standard compliant OFDM frames with random data. The frames were fed
to a quadrature biased MZ modulating a 7dBm DFB laser (by EXFO). Some attenuation
was added before the detector to avoid saturation and the detected signal was fed to
a computer controlled VSA. For each frame, the computer was programmed to com-
pare the sent and received signal constellations and data bits, so to estimate EVM and
BER. The measurement results for BER are shown in Fig. 5.5, compared to numerical
simulations and theoretical predictions for 64-QAM constellation data distributed on
48 OFDM subcarriers. Note that we were able to predict the BER performance by
numerical simulation, whereas the theoretical predictions from [150] underestimate the
BER. This is explained by the structure of a standard compliant OFDM stream, which
cannot be fully described by a gaussian stationary stochastic process: each frame starts
with a training symbol, which is not stochastic and does not have the same PAPR as
the data symbols. Also, any distortion noise generated by the training symbol affects
the channel compensation algorithm in a way that may increase the probability of error
detection along the frame (depending on the performance of the algorithm in presence
of noise). Unlike our numerical simulator, Horvath’s theoretical predictions do not take
into account this effect, and give results similar to a system without training-symbol-
based channel compensation. This assertion is supported in Fig. 5.5 by comparing the
theoretical BER curve with the numerical simulation of a transmission link where the
training symbol is not used to compensate for the channel response but only signal
delay and average power loss are compensated (black curve).

To complete the experimental characterization of the MZ limited BER, we report
in Fig. 5.6 the measured BER for 64-QAM, 16-QAM and 4-QAM OFDM frames as a
function of the modulation power Prp. For each constellation, we report two curves,
named coded and uncoded: the former is the BER of an OFDM link employing the
convolutional code (rate 3/4) supported by the IEEE 802.11a protocol; the latter is
the BER calculated for an uncoded sequence of bits. We take this last as reference
because we seek the conditions that allow the optical link to be transparent to OFDM
transmission, without exploiting any error correction algorithm.
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Figure 5.5: Comparison of the measured BER at the output of a MZ with: (1) a numerical simulation
of a standard compliant OFDM signal and training symbol based transmission channel compensation;
(2) a numerical simulation of an OFDM signal without training symbol, and channel compensation
limited to delay and losses; (3) the analytical predictions from Horvath’s theory.
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The curves in figures 5.6 can be extended to any LiNbOs-based MZ by referring to
the (Vgp)/V, axis. The (Vgg)/V, must be lower than about 16% to ensure an uncoded
BER lower than 1079, for the most demanding 64-QAM constellation. Note that this
result is not dependent on modulator bias, in as much as the system is limited by
modulator distortion.

5.2.3 EVM characterization

We measured and simulated the EVM as a function of the modulator bias and input
RF power. As we discussed before, one important feature of the MZ nonlinear behavior
is that the EVM is constant with bias, in as much as it is distortion limited. This is
confirmed by Fig. 5.7 EVM is constant over a large range of bias values. However,
at the minimum and maximum transmission points, the signal becomes noise limited
because it is suppressed by the modulator.
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Figure 5.7: Measure of EVM at the MZ output as a function of bias and modulation power PrF.

Measured and simulated EVM as a function of modulation power are shown in Fig.
5.8: note that EVM is not dependent on the order of QAM modulation adopted by the
signal. The most important result given in this graph is the maximum (Vgp)/V, that
allows to respect the maximum EVM imposed by the IEEE 802.11a protocol: for 64-
QAM OFDM modulation, the maximum acceptable EVM is -25dB: reached for about
10 dBm of average power at the input of the tested modulator, corresponding to about
(Vrr)/Ve = 16%: the same value providing uncoded BER lower than 107°.
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Figure 5.8: Measure and simulation of the EVM as a function of the modulation power Prp.
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Figure 5.9: Difference between EVM and IMD3 values as a function of the modulation power Prp
and the constellation type.

We already discussed that EVM and IMD3 are related, so that a decrease in IMD3
can be taken as a hint that EVM is also decreasing. Quantitatively, this relation depends
on the nonlinearity and on the signal power. For a LiNbOj3-based MZ, the EVM-IMD3
difference is reported in Fig. 5.9 as a function of signal power and QAM order. For
all practical modulation powers, the EVM is about 9dB higher than the IMD3. This
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graph, along with Fig. 5.4 is useful for the link designer to estimate the MZ-limited
EVM from the HD3 or IMD3 values, which may be easier to measure if the OFDM
signal generation and analysis equipment is not available.

To our knowledge, a complete experimental characterization of the impact of a MZ
modulator on EVM and BER of a IEEE 802.11a compliant OFDM signal has never
been reported in the literature. Kurt [157] gives curves of BER for QPSK OFDM
in a system with a MZ modulator, multimode fibre and additive phase noise on the
signal, but does not extend his work to 64-QAM signals. Islam [158] and Singh [159]
both give a simulated curve of EVM versus MZ modulation index, but their results are
not exactly coincident and are underestimated with respect to our measurements; and
they do not report BER measurements. Mitchell [34] also gives one measured EVM
curve at quadrature for 1I6QAM OFDM signals, but the curve is given as a function
of modulator input power and not as a function of (Vgr)/V;, so that it is not easily
comparable with other results. Hence, to our knowledge the measurements reported
in this section are the first complete characterization of the performance of 802.11a
compliant OFDM signals limited by MZ modulator distortion.

In appendix G, we briefly report on the behavior of electroabsorption modulators
(EAMs) and SOA used as modulators: we focus on the dependence of their behavior
on voltage (or current) bias to understand if a bias optimization technique can be used
with these modulators.

5.3 Distortions from the erbium-doped fibre amplifier

In the experimental links presented in chapter 3 and 4, the MZ modulator is followed
by an EDFA. We have already discussed that EDFAs may be used in ROF links to
increase the RF gain and to improve the noise figure. We have also shown that the
performance of amplified ROF links used with narrowband RF signals take advantage
of the optimization of the modulator bias. In this section, we give details on the impact
of the EDFA on the link linearity, particularly if the modulator bias is shifted out of
quadrature to optimize the link gain.

In the literature, the EDFAs are a known source of second order distortion when
fed by a chirped optical signal [160, 161, 162]. This is explained by the fact that the
EDFA features a gain that varies with wavelength, i.e., a gain tilt. When the EDFA
is fed by a chirped signal, the combination of chirp and gain-tilt causes generation of
second-order distortion. Third order nonlinearities form the EDFA are rarely discussed
in the literature, and found to be negligible in [160]. In the absence of signal chirp, the
other possible source of EDFA nonlinearity is gain variation as a function of the input
power. However, the gain does not respond to input signal variations at speeds faster
than a few hundreds of kilohertz because of the long EDFA gain saturation time and
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gain recovery time (100 ps—350 ps) [163, 164]. Hence, no impact of the EDFA on the link
third order distortion is expected when using unchirped modulators and transmitting
analog optical signals with carrier frequency in the gigahertz range. Indeed, this is
confirmed by our experimental tests, whenever the power of the modulating signal is
kept constant. However, in this section we will show that the bias optimization may
couple power fluctuations of the RF modulating signal to the mean optical power at
the MZ output. Slow variations in optical power interacts with the gain dynamics of
the EDFA and degrades the quality of the transmitted signal. We illustrate this effect
for 802.11a/g signals, whose framed or burst transmission strategy implies a difference
between the power levels used when transmitting a frame versus waiting in the idle
state. It is shown that, in an amplified ROF link used for transmission of such signals
to a remote antenna, the bias optimization may cause a heavy signal quality penalty due
to the dynamic response of the EDFA. We also show that the penalty is significant even
if the idle time between frames is much shorter than typical gain saturation/recovery
time of EDFAs. This appear to be a serious disadvantage of the bias optimization
technique. However, we propose and verify experimentally two simple electrical and
optical compensation schemes, based on mean power clamping at the modulator output,
which are capable of restoring the transmission quality. This work has been published
in [165].
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Figure 5.10: Setup of the experimental link for the measurement of distortion at the output of an
EDFA. Orange lines: optical connections. EDFA: JDS 0AB1552+1FAO0.

The experimental link used in this work is shown in Fig. 5.10, where the output
of a DFB laser is intensity modulated by a MZ and amplified by an EDFA. As it
was not our goal to study the effects of fibre dispersion or nonlinear response, the
signal was propagated over only 3m of SMF. A detector is connected to an RF VSA
(Agilent E44404). The received optical power is fixed at -6dBm by an attenuator
to avoid detector saturation. The modulating signal is a 64-QAM OFDM modulated
carrier at 1 GHz. The carrier frequency is limited by the amplifiers used in the signal
generation setup, but we do not expect any difference in the link behavior for higher
carrier frequencies, as long as we stay within the modulator bandwidth. Apart from
the carrier frequency, the signal complies with IEEE 802.11a protocol, and its structure
is shown in Fig. 5.11: it is divided in frames with a synchronization symbol, a training
symbol, and an OFDM payload. Between two frames, the transmitter is in idle state
and the RF carrier is suppressed. In this work, the idle time ¢4, between the frames is
varied between 0pus and 500 ps.

We measured the EVM and RF power after detection versus modulation power
Prp, with bias optimized for maximum RF gain and t;4. = Ops, as shown in Fig. 5.12.
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Figure 5.12: Variation of EVM and detected RF power versus modulation power Pgrp. EVM is

measured for ¢;4;e = Ops and ¢;4;. = 500 ps. Frames are 500 ps-long. Bias is optimized at each point in

order to maximize the detected RF power. Dotted line represents the EVM target value at -35 dB, and

dash-dotted line indicates the maximum detected RF power at target EVM. Pgser = 4dBm. Other

link parameters are given in table 4.1, page 92.

At low modulation powers, the EVM is limited by the CNR at the receiver, which is
kept constant by fixing the received optical power. At high modulation powers, the
EVM is limited by the third order distortion from the MZ. This is confirmed by the
observation that EVM increases two times faster than Prp, and that for Prr > 0dBm
the EVM follows the curve given by Fig. 5.8. While the 802.11a protocol fixes the
maximum EVM at -25dB, a 10 dB margin is desirable and an EVM of -35dB is chosen
as a target. Thus, if t;5. = Ops, Fig. 5.12 suggests an acceptable modulation power
range from -12dBm to 5dBm, with a maximum detected RF power of -10dBm. If
tiqle = 5001s, the EVM target is only approached at much lower received RF power
levels, and the benefits of bias optimization and optical amplification on the link RF
gain are greatly reduced.

The EVM penalty with long ;4. is a result of the interaction between the framed
nature of the 802.11a/g signal and the MZ bias optimization, and does not occur if
modulator bias is fixed at quadrature. In order to demonstrate that no penalty is
observed at quadrature, we show in Fig. 5.13 the measured EVM as a function of the
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Figure 5.13: EVM versus bias for increasing idle time. Curve (a) is without EDFA and it is the
reference for minimum measurable EVM with Pgrr = 5dBm.

modulator Vs at Prp = 5dBm. The curve (a) in Fig. 5.13 represents the EVM
measured after the MZ without EDFA. This is a reference level because the EVM is
fixed by the third-order distortion from the modulator itself, and we already discussed
that only odd-order terms can affect narrowband signals such as those used by IEEE
802.11a. Odd-order nonlinearities are constant with bias, and so is the EVM. Curve (b)
in Fig. 5.13, measured using the EDFA and ¢;5. = Ops, is indistinguishable from curve
(a), thereby confirming that EDFAs do not add signal distortion. With t;4, > Ops we
obtain curves (c)-(e), for which the EVM at quadrature stays around 35dB. With bias
approaching zero, the EVM grows up rapidly due to the high optical carrier attenuation
from the low biased MZ, which degrades the link CNR. At Vj;,, = 0.08V 7, which in this
test is the optimum bias for maximum link RF gain, the EVM reaches the maximum
value accepted by 802.11a/g (-25 dB) with a t,5. as low as 25ps. This is at least
four times lower than typical gain saturation time for EDFAs (1001s-350 ps). This
phenomenon is explained by the dynamic response of the EDFA to slow variations of
the mean optical power at its input. This is a known source of errors in packet-based
and WDM digital optical networks [166].

In a ROF link with bias optimization, the mean optical power < P,z > at
the EDFA input depends on the modulating voltage Vzr as given by equation (3.18),
reported here for convenience of the reader:

Pase'r V Vias
(Poutmz) = 12 [1 - Jo (W RF) Ccos (W—b>} , (5.2)

Vi Vr

where Plgqer 15 the power at MZ input and Jy is the zero-order Bessel function of the
first kind. Thus, the EDFA gain depends on the presence of a frame, when Vgpp is
fixed by the modulation power Pgp, or absence of a frame, when Vgp = 0. Note that
in chapter 3 we showed that bias optimization is most effective when the laser power
heavily saturates the amplifier at quadrature bias. Then, the link gain is optimized
for a relatively narrow range of bias values, far from quadrature. In these conditions,
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the negative impact of gain dynamics is also most evident because the dependence of
(Poutmz) on Prp, modeled by the Jy (%) term in equation (5.2), are amplified by

coS ( W%) approaching the unity.
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Figure 5.14: (a) Normalized envelope of the detected OFDM signal at the beginning of a frame. (b)
Evolution of EVM along the frame. (c) Detected constellation for the whole frame. The location of the
8 ps-long training symbol is identified by dotted lines.Time and OFDM symbol number are in scale.
OFDM symbols are 4ps-long.

The influence of the dynamic response of the EDFA at the beginning of a frame is
shown by Fig. 5.14, curve(a), where the envelope of the detected RF signal is plotted for
Viias = 0.1V and ¢4, = 500 ps. With such a long idle time, the beginning of the OFDM
frame is amplified by an unsaturated EDFA with high available gain. As the frame pro-
gresses, the gain is depleted and the power of the received signal decreases, leading to
an EVM dominated by amplitude (not phase) noise. Note that with ¢;4. = Ops, the
EDFA is always saturated because the modulation signal has constant nonzero power.
Hence, the signal sees constant gain. The EDFA gain variations at the beginning of each
frame cause high EVM penalty because the 802.11a/g protocol uses the training symbol
to calibrate the decoding process and to remove the transmission channel phase and
amplitude response, which is assumed to be constant along the frame. In this case, this
assumption is not valid, so that the amplitude error on the training symbol is spread
all along the frame and affects the entire payload. This explains the high EVM penalty
observed in Fig. 5.13 for relatively low values of idle time. The evolution of EVM with
the OFDM symbols along the frame (Fig. 5.14, curve b) confirms this interpretation.
The dotted lines in Fig. 5.14 identify the position of the training symbol, which ap-
pears 8ps after the beginning of the frame. The detected constellation also shows that
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there is no significant error on the symbols phase (Fig. 5.14, inset ¢). Mitchell [34]
first observed the distortion caused by the optical amplifier dynamic response in an
experimental analysis of the propagation of 802.11a signals on a 23km ROF link with
external modulation and optical amplification. In his experiment, the constellation at
the link end presents an amplitude distortion similar to Fig. 5.14, inset (¢). However,
he attributed the measured BER degradation to the amplifier noise: we think this is
not correct because EDFA noise would rather spread the received constellation points
uniformly around the optimal value and not compress their amplitude. A comparison
of the effects of AWGN and amplitude compression on the constellation is given in Fig.
5.15.
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Figure 5.15: Example of the effect of AWGN and amplitude compression on the constellation.

Standard gain clamping of the EDFA could be used to counteract the EVM penalty.
However, less optical gain would be available and the effectiveness of bias optimization
would be greatly reduced because gain clamping keeps constant the EDFA saturation
level: from chapter 3, we remember that higher RF gain and detected RF power are
achievable when the bias optimization reduces the EDFA saturation level.

As the signal generator knows when a frame is active, this knowledge can be used
to clamp the optical power at the EDFA input instead of clamping the EDFA gain.
This is implemented by modifying the experimental link as shown in Fig. 5.16a: an
optical switch, controlled by a “frame oft” signal from the generator, is used to provide
a saturating signal to the EDFA when the frame is not active. The power to be added
can be calculated using (5.2) for an infinite extinction ratio MZ. In Fig. 5.17a we
show the calculated variation of the optical power at EDFA input with and without an
active frame. The power difference between these two states is the ”correction power”
to be coupled into the EDFA input. In Fig. 5.17b we show that the power correction
can cancel the EVM penalty, thus confirming that penalty comes from modulation of
the optical power at the EDFA input. Note that the system is sensitive to relatively
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Figure 5.16: Modifications of the experimental link of Fig. 5.10 to clamp the optical power at
EDFA input. (a) A second laser is switched into the EDFA when the packet is inactive. (b) A
low frequency signal is used to modulate the optical power when the packet is inactive. Orange
lines: optical connections. Optical switch: Dicon GP700; electrical switch: Hittite HMC347LP3 on
evaluation board; Low frequency carrier generator: Agilent 33120A.

small variations of optical power: for Vs = 0.1V, and t;4. = 25 ps, a power difference
between the "frame active” and ”frame inactive” states of 1.4 dB is sufficient to give an
EVM penalty of about 20 dB. '

The same results can be obtained without the additional cost of a second laser
by clamping the optical power electronically. We modified the link as shown in Fig.
5.16b: when the frame is inactive, a low frequency RF carrier is routed to the MZ RF
input. We tested this solution for a carrier frequency as low as 1 MHz: if the RF power
of the carrier is equal to the average power of the 802.11 signal, the EDFA does not
sense any variation of optical power at its input and the EVM penalty is also canceled.
The low frequency carrier can be easily filtered out at the receiver. In Fig. 5.17b we
compare the optical and the electrical methods, showing that both are equally effective
in suppressing the EVM penalty.

In conclusion, we proved that dynamic response of the EDFA is a source of EVM
penalty when bias optimization is used. Power clamping at EDFA input by optical or
electrical means can avoid this penalty.

The results presented above suggest that the use of a bias feedback circuit to clamp
the MZ bias at a desired value may cause distortion. In fact, the bias feedback circuits
are usually based on a low frequency ( fyqs) amplitude modulation of the optical carrier.
The harmonics of fy;,s are sensed and locked to a fixed value by the feedback circuit in
order to stabilize the desired bias point. If fy;,s is on the order of a tenth of a kilohertz or
less, the EDFA gain may react to the amplitude modulation and cause some distortion
to the detected signal. Hence, care must be taken to select fyqs high enough to avoid
interaction with the EDFA. The amplitude of the modulation must also be kept as low
as possible to avoid an increase in link distortion [167]. In our measurements, we did
not use a bias feedback circuit.
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Figure 5.17: (a) Calculated (dashed lines) and measured (circles) correction power needed to null the
EVM penalty. Solid lines: Optical power at EDFA input with frame on and off. (b) Variation of EVM
with respect to MZ bias for ¢;4; = 500 ps, with and without correction by optical power clamping.

5.3.1 Simulation of EDFA dynamic response with ¢;;. = Ops

We said that, when the bias is out of quadrature, the envelope of the OFDM signal is
coupled to the average power. Any fluctuation of the average power can cause variations
of the EDFA gain and, consequently, signal distortion. This is true throughout the
OFDM frame and, in principle, could cause some increase of the detected EVM even
when there is no separation between the transmitted frames, i.e., ;4. is equal to 0ps.
Indeed, we never observed experimentally such an increase of EVM at the output of
the EDFA, but we decided to explore this topic by simulating the dynamic behavior of
the EDFA with low biased OFDM signals. The EDFA dynamic simulator is based on
the reservoir model published by Bononi and Rusch in [168]. We adapted the model
parameters to simulate an amplifier with the same steady-state saturation output power
and small signal gain as the one used in our experimental tests. Then, we simulated
the EVM at the output of the EDFA as a function of the modulator bias and OFDM
signal power. In Fig. 5.18 we show the difference in EVM with and without the EDFA.
The results confirm that some worsening of the EVM is observed for low bias, but the
EVM is dominated by distortion from the MZ at all bias values for modulation powers
higher than 5dBm. In particular, the EVM is MZ distortion limited for the values of
bias that give maximum RF gain in our system, unless very low modulation power are
used. However, note that the minimum measurable EVM is limited by the VSA and
VSG, and so it is not possible to properly measure the EVM for very low modulation
powers.

This simulation confirms that the EDFA amplifier has no impact on the link EVM




Chapter 5. Nonlinear effects 125

X

Bias for maximum RF gain

A

Minimum power for reliable
EVM measurement

Limit of 1dB
«<— EVM increase

0.05 0.1 0.15 0.2
v

bias w

Figure 5.18: Difference between EVM after the EDFA and EVM before the EDFA taking into
account the EDFA dynamic response to fluctuations of the input power. Modulation frequency 1 GHz;
modulator RF losses: 5.2dB; maximum EDFA input power: 4dBm; EDFA model parameters: pump
wavelength 980 nm, signal wavelength 1550 nm, pump power 18.4dBm, fluorescence time 10.5 msec,
EDFA length 40 m.

for all practical values of modulation power and bias. However, it also raises interesting
questions about the use of SOAs for amplification in systems with bias optimization.
SOAs exhibit a faster dynamic response then EDFAs, and may react to power variations
which occur along a frame, giving a significant EVM penalty. We did not explore this
topic, but it is indeed open for future work.

In the next section we present original results on the distortion of a complete link
with modulator, amplifier and fibre.

5.4 Distortion from the single mode fibre

The propagation over a dispersive and nonlinear optical fiber is an important source
of signal distortion in ROF links. The early literature on this topic focused mainly
on CATV ROF links, which are sensitive to second order distortion stemming from
the interplay between dispersion, fibre self-phase modulation (SPM) and laser chirp
(169, 170, 171, 172]. In the same context, Phillips [173] gives analytic expressions for
second and third order harmonic distortion, assuming chirped direct modulation of a
laser and a dispersive nonlinear fibre. Externally modulated links with a MZ modulator
have been studied by several authors. For such links, the analytical expression of the
electric field at the output of the modulator allows the calculation of the impact of
fibre dispersion on the link harmonic distortion, including also the modulator bias as
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a parameter (Corral [174], Cheng [114] and Fuster [113]). Cho extended the analysis
to IMD3, giving analytical expressions of the power of the intermodulation distortion
terms from a dispersive MZ-modulated link [175]. Some works also include the fibre
nonlinear effects, but typically assume linear modulation or fixed modulator bias. For
example, Gopalakrishnan [176] reports that fibre distortion limits the linearity of ex-
ternally modulated analog CATV links at propagation distances greater than 90km,
but he uses a linearized optical modulator. Ramos studies the impact of fibre SPM on
the signal power fading associated to dispersion (described in chapter 3), reporting a
decrease in power penalty if the appropriate amount of power is launched on the fibre
[177]. However, he also assumes linear modulation. Again assuming a linear modulator,
Ramos studies the impact of fiber SPM on system second order harmonic distortion,
and he suggests that optical phase conjugation can improve the link linearity [178, 179].
Willems reports measurements of the second order distortion of a CATV 50 km-long
link, but the modulator is biased at quadrature [180].

To our knowledge, the impact of modulator biasing in conjunction with both fibre
nonlinearities and dispersion is still an unexplored topic in the literature. In this sec-
tion, we report our theoretical and experimental work on the linearity of short length
(< 50km) ROF optical links employing a zero-chirp MZ modulator, an optical ampli-
fier and standard SMF. We focus on the effect of modulator bias on the link IMD3.
We also report numerical and experimental results on the link EVM when an IEEE
802.11a signal is transmitted. Part of this work has been published in [181]. We start
by presenting a simple analytical model that can be used to calculate the harmonic and
intermodulation distortion at the link end from the shape of the received optical spec-
trum. Based on this model, we discuss our experimental results on IMD3 minimization
after a 10 km fibre link, observed when the modulator bias is moved off quadrature. Fi-
nally, we report simulation and experimental results to prove that this technique leads
to improved link EVM with respect to a standard quadrature biased link.

5.4.1 Analytical calculation of link HD3 and IMD3 from the
received optical spectrum '

Let us assume that the modulation signal is a pure sinusoidal signal with pulsation
wrp. Then, in the most general form, the baseband equivalent of the electric field at
the detector can be described as the sum of infinite spectral elements at +n - wgp:

E (t) — Cei¥e 4 Z [SL,nei (*anFt-i-sOSL,n) + Sanei (n-wRFt+<PSU,n) , (53)

n=1

where C and ¢ are the amplitude and the phase of the optical carrier, Sy, and ¢s, ,
are the amplitude and phase of the n order upper sideband, and Si, and ¢s, , are
amplitude and phase of the n order lower sideband, as defined in Fig. 5.19. The
photodetector output current i (¢) is equal to:
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i) =R 3 |E ()P, (5.4)

where R is the detector responsivity and the % factor is due to the baseband represen-
tation of the electric field [80, page 152]. When |E (t)|* = E (t) - E*(t) is calculated
from equation (5.3), we find that the detected signal is the superposition of a large
number of sinusoidal terms at frequency n - wgp, with n > 0. Each term at n - wgp is
determined by the beating of two elements of the spectrum of F (t), spaced apart by
n-wrp. The total detected amplitude of a given frequency is then the coherent sum of
all the terms at this frequency. For example, in Fig. 5.20, we show the first three terms
that add up to generate the detected third order harmonic, resulting from the beating
of 6 elements of the optical spectrum. Note that we will maintain consistently this
terminology throughout the text, to avoid confusion: the optical spectrum is composed
of “elements”, whose beating generates “terms”, or contributions to the total detected
signal power at a given frequency.

Typically, in a DSB system we can assume a symmetry in the amplitude of the
electric field spectrum: S, = Sy, = S,, which holds in as much as any optical
filtering is symmetrical in amplitude with respect to the optical carrier. Then, if we
develop the (5.4) for the fundamental frequency wgp, we find *:

Juonp (t) x2CSy cos (p. — ) cos (wrpt + (1) +

- 5.5
+2) " SuSns1 cos (an — ang1) 08 (Wit = B+ Fnsa), R

n=1

4As a verification, we applied this equation to the expression of the spectrum of a MZ modulator
given in appendix B, equation (B.15), and we found the first harmonic of the instantaneous optical
power, given by equation (B.16). The proof is reported in appendix B.
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Figure 5.20: The detected RF third order harmonic is determined by the sum of a number of terms
stemming from the beating of elements of the optical spectrum separated by 3 - wgp. If the optical
spectrum amplitude is symmetrical with respect to the carrier, some beating terms can be regrouped
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beating elements of the optical spectrum are grouped in three terms contributing to the amplitude
detected RF third harmonic.

where:
o, = YLn ;’ PUn (56&)
8, = —SOL,n; Pun (5.6)

A similar equation for the third order harmonic can be found by summing all the terms
at 3wgr, and we find:

fawnp (t) 2C Sz cos (. — as) cos (Bwrrt + O3) +
+25155 cos (a1 — @) cos (Bwrpt + B1 + 52) (57)
+2 Z Sn5n+3 COS (Oén — Oén+3) COSs (3&)Rpt - ﬁn -+ ﬁn+3).

n=1

These equations reveal that the detected power at the fundamental and third order
harmonic, and so the HD3, are changed manipulating the amplitude and the phase
of the electric field spectrum. To clarify this concept, let us consider a simple linear
link with an ideal laser source, a linear optical modulator driven by a pure sinusoidal
RF tone at wgrpr, and no optical filtering. An ideal modulator modulates linearly the
instantaneous optical power, which is proportional to the |E (¢) |2. Because of the square
module operator, the optical field F () has an infinite number of spectral elements, even
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it the RF modulating signal is a pure RF tone at wrp. All these optical spectral elements
of F (t) beat at the detector generating RF tones at all the harmonics of wgr. The total
detected photocurrent is proportional to the instantaneous optical power so that, with
no optical filtering or distortion on the link, it must be an undistorted image of the RF
modulating sinusoid. Hence, the RF tones generated at the detector by the beating of
the spectral elements of £ (¢) sum up in such a way that destructive interference nulls
the power at the harmonics of wgpr, and constructive interference occurs only for the
tone at wrp. However, any filtering of the amplitude or the phase of the electric field
would affect the amplitude and phase of the detected RF tones and prevent a perfect
destructive interference at the harmonics of wg, so that the total detected photocurrent
would be affected by harmonic distortion. We will show that the opposite is also true:
if the modulator is not linear, a modification of the spectrum can compensate for its
nonlinear response and minimize the detected distortion.

This kind of reasoning has been used, for example, by Corral [174] and Cheng [114]
to calculate the harmonic distortion in a dispersive link with a MZ modulator. Cho
extended the model to intermodulation distortion, at the expense of an increased an-
alytical complexity [175]. In this case, the number of beating elements in the optical
spectrum is much higher because the spectrum is more complex. For IMD3 measure-
ments and simulations, in the RF domain we assume a modulating signal composed of
two tones f1 and fy, with |f; — fo| < fi. The IMD3 signals are found at 2f; — f; et
2f1 — fo. If f; and f5 have the same amplitude, the IMD3 signals also have the same
amplitude. In Fig. 5.21 we identify some of the beating elements giving rise to IMD3
terms. The sum of all the IMD3 terms gives the total detected RF power at the IMD3
frequencies.

g - =
NS Sy \::
S s SN

>$ A4

N

: | I ®—|

| R |

_)2f1-f2

el
v

~
&
—
[ \6/ 1

Figure 5.21: Beating elements of the optical spectrum that generate signal contributions (we name
them “terms”) at 2f; — fo. The sum of all these terms gives the total detected RF power at 2f; — f.
Only one side of the spectrum is shown, but the spectral elements placed symmetrically with respect
to the carrier also contribute to the power at 2f; — fs.

In case of the IMD3, it is more difficult to write close forms for the detected fun-
damental power and distortion, as given by the equations (5.5) and (5.7) for harmonic
distortion. However, if the optical spectrum is symmetric in amplitude with respect to
the carrier, we can still calculate each beating term separately. For example, the first
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three terms identified in Fig. 5.21 can be written as:

2

Y1 = QCSQfl_f2 CoSs (@C _ P2fi-f + 99f2—2f1) %

X COS {271‘ (2f1 — fo)

t+

Daf—fr — <sz—2f1}
2

2

Yo = 28f2‘92f1 cos (99f2 + g, - Y21, ‘|’2(,0~2f1> N

X COS [271' (2f1 — f2)

t+

2

Yz = 255, S,—p, cOS

X CcOS {277 (2f1 = fo2)

bn + o-p _ Pri—fs + P x
2 2

Pofy — ¥Y—-2f N Yr — pr2}
‘ 2

¢n — ¢ o ot = Prito

¢
+ 2 2

The strongest detected power at f; can be written as:

2

+_ o
y1 = 405y, cos (‘Pc - M) - COS {27Tf1t + $h—¥-n

2
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(5.8a)

(5.8b)

(5.8¢)

(5.9)

Below, we apply these models to interpret the behavior of both harmonic and inter-
modulation distortion in a link with dispersive and nonlinear fibre (10km of SMF), as

a function of the MZ modulator bias.

5.4.2 HD3 in links with dispersive fibre

DFB laser Mach-Zehnder A B
P laser D x *
Polarization Pou vz
controller Ver Vi
Signal generator Attenuator

Bias control

Detector

RF analyzer

Figure 5.22: Reference ROF link. A polarization controlled DFB laser is fed to a balanced MZ mod-
ulator with adjustable DC bias. The modulator output is then amplified by an EDFA and propagated
over 10km of standard SMF. Before detection, the signal is attenuated to avoid detector saturation.

Orange lines: optical connections.

In this section, we refer to the link shown in Fig. 5.22. In order to understand
the role of fibre dispersion and x® nonlinearities, we first consider the case of a link
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with low optical power transmitted over the fibre (i.e., without an EDFA before the
fibre), so that we can model it as a linear dispersive waveguide. In this case, the HD3
is described by the simple formula given by Cheng [114]:

Js [WVVL: cos (3%)]

Ps,
HD3 = —2orr _ (5.10a)
Forr J1 [W‘%F cos (%)]
D)\Zw%F
p= ————, 5.10b
@ 5 ( )

where P, and P, , are respectively the power of the detected fundamental and third
harmonic, D is the fibre dispersion, A is the optical carrier wavelength, wrp is the RF
carrier pulsation, and c is the speed of light. It is important to remember that all
the optical spectral elements whose beating contributes to the detected third harmonic
are separated in frequency by 3wgr. For this reason, with increasing accumulated
dispersion along the link, the power fading of the detected third harmonic is three-fold
accelerated with respect to the power at fundamental frequency, and the HD3 has a
first null before the first null of the fundamental power. However, for higher dispersion
the HD3 may increase above the value at zero dispersion, as shown in Fig. 5.23, which
compares (5.10a) with a numerical simulation of the HD3 and the power of fundamental

and third harmonic.
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Figure 5.23: Numerical simulation of the HD3 at the end of a link with dispersive fibre, compared
with the prediction of (5.10a). Prrp = 10dBm, i.e., V"j: =0.17.

From (5.10a), we note that for all practical modulation amplitudes (V‘%F < 0.586,
corresponding to Prr < 21dBm), the HD3 nulls occour when the fundamental power
is somewhat attenuated. In Fig. 5.23 the maximum fundamental power attenuation at
HD3 nulls is about 1dB. For very high modulation amplitudes, the fundamental power
is actually increased at HD3 nulls with respect to the zero dispersion value, as shown
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in Fig. 5.24 where % ~ 1. Equation (5.10a) also confirms that, even in the presence

of dispersion, the HD3 is not influenced by the modulator hias.
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Figure 5.24: Numerical simulation of the HD3 at the end of a link with dispersive fibre and Vé“’ ~ 1.

Before moving to the more complex case of a nonlinear fibre, it is useful to interpret
the dependence of HD3 on dispersion on the basis of (5.5) and (5.7). We start by noting
that the two strongest contributions to the detected third harmonic are given, as shown
in Fig. 5.20, by:

1. the beating of the element of the optical spectrum at f_, .. = f. — wgrp with
the element at f5,,, = f. + 2wgp, and the beating of f,., = f. + wrr with

f—QwRF = fC - 2wRF

2. the beating of the optical carrier (at frequency f.) with the elements of the optical
spectrum at fi3,,, = fo+ 3wrr and f_3,,, = fo — Swrr.

If the optical spectrum has the same amplitude at fi,,,, and f_,, .., the contributions
to the detected third harmonic are, from equation (5.7):

Y, = 25155 cos (a1 — ay) cos (Bwrpt + By + (2) (5.11a)
Yo = 2C'S3 cos (p. — az) cos (3wrrt + J3) (5.11Db)
Y3z — 25134 COS (a1 - 054) COs (3WRFt - 61 + ,84) , (511(‘)

where the coefficients are defined on page 127. The amplitude of vy;, y2 and ys are
dependent on the total accumulated dispersion through the cos (a; — ), cos (p, — as3)
and cos(a; — ay) terms. If we assume a linear dispersion, the net phase difference
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Figure 5.25: Numerical simulation of the evolution of the phases of the optical spectrum elements
as a function of the accumulated dispersion. V—‘?ﬂ =0.17.

between the optical carrier at f. and the other elements of the optical spectrum at
fanwgpe 18 described by a parabola, centered on f.. Hence, ¢r, = pu, = ¢, and we
can write: G, = 0 and a,, = ¢,, with ¢, = 0. Also, from the quadratic evolution of
the phase as a function of the frequency we know that @4 increases with dispersion four
times as fast as @1, and @3 nine times as fast. This is confirmed by Fig. 5.25, where we
show a simulation of the phases of the optical spectrum elements at fe, fiwpe, frownr
and fis,.. as a function of the accumulated dispersion. Then, ¢; — o, which affects
the amplitude of ¥, varies three times as fast as 1, and . — a3, which affects y,, varies
nine times as fast. Hence, if we calculate y; and y,, and we compare their sum with
the amplitude of the detected fundamental frequency, we see that the amplitude of the
third harmonic vanishes three times more often than the fundamental, as shown in Fig.
5.26. This justifies the behavior of the HD3 as a function of dispersion as determined
by the evolution of the phase of the optical spectral elements along the dispersive fibre.
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Figure 5.26: The amplitude of the detected RF first harmonic compared with the amplitude of the
first two terms y; and ys, which sum up to give the amplitude of the detected RF third harmonic.

5.4.3 IMD3 in links with dispersive fibre

In dispersive links, the IMD3 is described analytically by Cho [175]:

D3 — P2f1—f2 - COS6 [WLD/\zf%F/C] ‘
Pp cos? [TLDN2 f3r/c]

(5.12)

One important difference between the IMD3 and the HD3 seen before is that the beating
elements in the optical spectrum contributing to the distortion power are spaced by
2f1 — foand 2fy — f1. Since |f1 — fa| < f1, the dispersion causes a similar power fading
to the beating terms contributing to the detected RF distortion and useful signal.
Hence, both detected power at 2f; — f; and f;, named Ps;, and P, in Fig. 5.27, have
nulls for the same values of accumulated dispersion, as suggested by (5.12). The same
equations show that the total detected RF distortion fades out more rapidly than the
useful signal with increasing dispersion, and so the IMD3 decreases. However, for each
dB of attenuation of the detected IMD3, the signal power is attenuated by about 0.5 dB.

Adding dispersion appears to be an interesting method to improve the link linearity.
However, while the HD3 is decreased with minimum power penalty on fundamental
frequency, the IMD3 can be reduced only at the expense of a significant fading of the
detected signal power. If signal fading is excessive, power RF amplifiers must be added
to compensate, potentially causing further signal distortion, systems complexity and
cost. Also, the amount of HD3 and IMD3 reduction depends only on the accumulated
dispersion and RF carrier frequency. The carrier frequency is usually fixed by the
RF transmission protocol, i.e., at 5 GHz for IEEE 802.11a. Dispersion in standard
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Figure 5.27: Definition of IMD3 in the electrical domain.

SMF is also fixed at 17 ps/nm-km, so only the transmission distance is a parameter for
optimizing the HD3. This is impractical for most links for indoor or campus networks,
which are not likely to use very long fibre spans: a reasonable order of magnitude for
the maximum fibre length used to cover a building is about 10km. In a ROF system
employing standard SMF after 10 km of propagation of a 5 GHz, the dispersion alone
can improve the HD3 by only about 1dB, and IMD3 improvement is negligible.

5.4.4 HD3 and IMD3 in links with nonlinear fibre

In this work, we study the HD3 and IMD3 in analog optical links employing a MZ
modulator, an EDFA and 10km of standard fibre, and we include fibre nonlinearities
in the analysis.

In high modulation power narrowband ROF links, the dynamic range and signal
quality are limited by the modulator nonlinear response. As a solution, linearized
modulators have been proposed, but these devices are usually complex and expensive.
As a cheaper alternative, we show that, by controlling the modulator bias, the fibre x®
nonlinearities can help in reducing the link HD3 and IMD3 below the level imposed by
the MZ modulator, effectively providing compensation for the modulator distortion.
This is due to the interaction between the distortion caused by the MZ and the fibre
nonlinearities. First, we apply a 5 GHz sinusoidal test signal to the link and we show
measurements and simulations proving simultaneous HD3 improvement and received
power maximization. Then, we extend the measurements and simulations to the IMD3.
The results for both HD3 and IMD3 are interpreted by studying the evolution of the
optical spectrum elements and beating terms contributing to distortion, as a function of
bias and propagation length of the fibre. In this work, we avoid SBS by adding proper
attenuation at fibre input or by phase modulating the optical signal before amplification.
This work is novel and the results on IMD3 have been published in [181].
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Figure 5.28: Measurement and simulation of the HD3 and the detected RF power at the fundamental
frequency in a link with 10 km of fibre. The simulation includes the fibre x® nonlinearities. Modulation
frequency: 1.51 GHz; modulation power: 0dBm; modulator RF input losses: 8dB; Laser power at
EDFA input (bias at quadrature): -6 dBm; attenuation at fibre input: 2.5 dB; optical power launched
on the fibre (bias at quadrature): 14.2dBm.

We saw before that the HD3 is only slightly improved by dispersion over 10 km of
a linear SMF, for any modulator bias. However, when fibre nonlinearities are take into
account, even for such short fibre length the HD3 can be improved by moving the bias
off quadrature. We measured the HD3 curves using a link as sketched by Fig. 5.22.
The modulation frequency was 1.51 GHz, the modulation power 0 dBm, and there was
about 2.5 dB additional optical loss at fibre input. The fibre roll has been characterized
to measure its length, dispersion, losses and nonlinear coefficient as given in table 5.1°.
With bias at quadrature, the laser power at the EDFA input is -6 dBm. The other link
parameters are the same as table 3.1, page 46.

Table 5.1: Parameters of nonlinear fibre roll used in the experiments.

Fibre type SMF-28
Length 10.56 km
Losses 0.2dB/km
Dispersion 17.4 ps/nm-km
Nonlinear coefficient v | 1 W™ lkm™!

We show in Fig. 5.28 the measurement of detected HD3 and RF power on the
fundamental frequency as a function of bias in a link with 10km of SMF fibre, along

5The nonlinear coefficient was characterized by coupling to the fibre two lasers with equal polar-
ization and measuring the four-wave mixing (FWM) at the fibre output for various combinations of
laser powers. The same setup was simulated with increasing values of nonlinear coefficient, until the
simulated FWM levels showed a good fitting with the measured data.
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with a simulation including a nonlinear split-step fibre model. The HD3 clearly shows a
minimum for values of bias that is, interestingly, near to the maximum value of received
RF power. The physical reason for the presence of a minimum in HD3 can be understood
by observing the amplitude and phases of the elements of the optical spectrum, as we
did for the linear dispersive case. In Fig. 5.29 we report the simulated amplitude
of the spectrum elements as a function of the bias. The solid lines are amplitudes
before the fibre, and the dashed lines are after the fibre. Moving the bias towards
the minimum transmission point changes the ratio of power transmitted in the optical
carrier and modulation sidebands: the carrier at the even sidebands are suppressed
and the odd sidebands are amplified, as suggested by the analytical expression of the
MZ spectrum given in appendix B. Throughout the propagation over the fibre, both
the amplitude and the phases of the optical spectrum elements are affected by y*
nonlinearities: the four-wave mixing (FWM) transfers power from the optical carrier
and the first modulation sidebands (at fi,,,) to the second and third modulation
sidebands (at fioy,, and fisw,,.). Note that the FWM effect is more important when
the bias setting is such that the carrier and the first modulation sidebands have similar
power values. The nonlinear self- and cross-phase modulations (SPM and XPM) also
change the phases of the optical spectrum elements, as shown in Fig. 5.30. Then, at
the detector, the beating terms generating the third order harmonic vary with the bias.
The first three beating terms, namely 41, y» and ys, are given by (5.11), and vary with
bias as shown in Fig. 5.31. Note that the higher amplitude of the optical elements
at fiownr and fis, .. for low bias greatly increases the absolute amplitude of y; and
Yo, With respect to quadrature biasing, where FWM has less effect because most of the
optical power is concentrated in the optical carrier. Also, the SPM and cross-phase
modulation (XPM) contribute in changing the sign of y; at low bias. Then, the sum
of y1, y2 and yz is nulled for Vi, =~ 0.09V 7, and the third harmonic power fades out
at this bias. Under the conditions of this simulation, which fits with the experimental
measurements shown in Fig. 5.28, the nonlinear modulation of the amplitudes and
phases of the optical spectrum elements affects mostly the received RF third order
harmonic, and have negligible impact on the received RF fundamental. The detected
RF tundamental and third harmonic normalized powers as a function of bias before and
after the fibre are shown in Fig. 5.32. Note that the normalized powers of fundamental
and third harmonic superimpose at the modulator output, so that the HD3 is constant
with bias. After the fibre, the fundamental power still has the same dependence on
bias, but the third harmonic has a minimum, which explains the measured minimum
in HD3.

It is interesting to compare the evolution of HD3 along the fibre with bias at quadra-
ture and Vi;ee = 0.09V 7. As shown in Fig. 5.33, at quadrature the HD3 increases
slightly with fibre length, whereas at lower bias there is a distortion minimum around
10km. In Fig. 5.34 we also compare the amplitudes of the optical carrier and the op-
tical spectrum elements at fiy.p, frowpr and fizw,., for the two same values of bias.
At quadrature, the shape of the spectrum at the modulator output is such that the
FWM is inefficient in amplifying the second and third optical modulation sidebands.
Hence, no HD3 null is observed. For V., = 0.09V 7, the relative power of the first
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Figure 5.29: Simulated amplitude of the spectrum elements as a function of the bias. Solid lines:
amplitudes before the fibre; Dashed lines: after the fibre. Total attenuation due to propagation:
2dB; modulation frequency: 1.51 GHz; modulation power 0 dBm; modulator RF input losses: 8 dB;
attenuation at fibre input: 2.5dB.
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Figure 5.30: Simulated phase of the spectrum elements as a function of the bias. Same conditions
as Fig. 5.29.

modulation sideband with respect to the optical carrier is higher, so that the FWM
efficiently transfers power to the other sidebands. Note that the power transfer mostly
occurs in the first kilometers of fibre, where the propagated power is higher because the
accumulated propagation loss is low, and where accumulated dephasing of the optical
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Figure 5.31: Amplitudes of the three strongest beating terms contributing to the total detected
power at 3wrp as a function of bias. Same conditions as Fig. 5.29.
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Figure 5.32: Detected RF first and third harmonics normalized powers as a function of bias before
and after the fibre, compared to the sum of the beating terms shown in Fig. 5.31. The RF first and
third harmonics before the fibre and the RF first harmonic after the fibre have all the same behavior,
so the normalized curves are superimposed. Same conditions as Fig. 5.29.

sidebands due to dispersion is also low.

The optimum bias value for minimizing the HD3 at link end is dependent on the
fibre length, the power launched at fibre input, and the shape of the optical spectrum
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Figure 5.33: Evolution along the fibre of the detected HD3 for two values of bias: Vs = 0.5V 7
(quadrature) and V45 = 0.09V 7. Same conditions as Fig. 5.29.
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Figure 5.34: Evolution of the amplitudes of the elements of the optical spectrum along the fibre for

Vhias = 0.5V 1 (quadrature) and Vies = 0.09V 7. Same conditions as Fig. 5.29.

<o

at fibre input. However, we stop here the study of the harmonic distortion and we
proceed with the IMD3 and EVM, which are more relevant to the behavior of a link
with complex multicarrier signals like OFDM. In the following text we show that, as the
HD3, the IMD3 and EVM can be minimized by moving the bias off quadrature in the
presence of fibre nonlinearities. We will also discuss under which conditions the IMD3
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is achievable simultaneously with detected RF power maximization. For the EVM, we
will present the dependence of optimum bias on fibre length and launched power.

The reference link is the same as used for HD3 measurements but, for IMD3 mea-
surement, the RF modulation signal is composed of two tones of equal amplitude at
frequencies 5 GHz+10 MHz, for a total signal bandwidth of 20 Mhz: the same as that
of an OFDM signal. The signal generator is an Agilent E4438C, which provides both
tones on the same RF output and that can be calibrated to generate very low IMD3
(< —80dB) even for RF powers as high as 10 dBm.
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Figure 5.35: Comparison between measured and simulated IMD3 and detected Prp. (a) Prp =
—5dBm, (b) Pgrr = 0dBm, (¢) Prr = 5dBm. Other link parameters: Gy = 37dBm, Poytmar =
17dBm, Pjyser = 2dBm, fibre length: 10.56km, dispersion: 17 ps/nm-km, nonlinear coefficient ~:
1 W~ tkm~! fibre losses: 0.2 dB/km. For (d) Prr = 10dBm and Pz, = 4dBm. At the output of
the EDFA we added about 2.5 dB of losses.
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Figure 5.36: Comparison measured and simulated IMD3 at test points B and C in the experimental
conditions of Fig. 5.35, curve (d).

We measured the IMD3 at the end of the link shown in Fig. 5.22. Results of
measurement and simulation are shown in Fig. 5.35: unlike the case of a dispersive
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linear link, the IMD3 is now bias dependent and very low values are reached even for
only 10km of fibre. For the sake of clarity, in Fig. 5.36 we compare the curve (d) of
Fig. 5.35, measured at test point C (see the link setup in Fig. 5.22), with the detected
IMD3 after the amplifier, at test point B: in the same experimental conditions, we
clearly observe a reduction of detected IMD3 at test point C with respect to test point
B. In Fig. 5.35, and in chapter 3, we show that by changing the bias we can improve
the link RF gain: as long as the optical detector is maintained out of saturation, we
can have simultaneous improvement of the link gain and linearity.
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Figure 5.37: Comparison between numerically simulated Ps;, along the fibre and sum of the beating
terms calculated from the received optical spectrum. Simulation parameters as in Fig. 5.35, curve (a).
Vbias 1s set to bias that gives minimum IMD3 in Fig. 5.35, curve (a).

Like the HD3, the detected IMDS3 is the result of the beating of many elements in
the optical spectrum. The stronger the system nonlinearity, the higher is the number
of elements that must be considered to precisely calculate the received IMD3. In the
case of curve (a) of Fig. 5.35, the IMD3 is well approximated by summing the 3 terms,
stemming from the beating of 6 optical elements and given by (5.8). As we discussed
before for the HD3, the amplitude of the beating terms varies along the fibre under
the effect of dispersion and x(® fibre nonlinearities: this is shown in Fig. 5.38, where
we compare the evolution of the three beating terms described by equations (5.8) in a
nonlinear fibre (graph a) and dispersive fibre (graph b). For the Vs that minimizes
the IMD3 after 10 km of propagation, the FWM, SPM and XPM modify the amplitude
and phase of the optical spectrum in such a way that at link end the beating terms
adds up in total destructive interference, and the power detected on P;; fades out.
At the same time, the power of P, does not suffer from significant fading, as showed
in Fig. 5.37 where we compare the detected P, and P3; in a nonlinear fibre link and
dispersive link: dispersion alone cannot improve significantly the IMD3 over only 10 km
of standard SMF, but nonlinear effects can compensate for nonlinearity from the MZ
and provide very low IMD3. Note that if the modulator was perfectly linear, the fibre
would create distortion.
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Figure 5.38: Evolution along the fibre of the amplitude of the beating terms described by equations
(5.8). (a) nonlinear fibre and (b) dispersive linear fibre. When the beating terms are in opposition of
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Figure 5.39: Measured optical spectrum at test points B and C. Experimental conditions as in curve
(d), Fig. 5.35. Modulator bias optimized for minimum distortion. The arrows point to FWM peaks
generated by the fibre.

The FWM contributing to distortion compensation can be observed on the optical
spectrum measured at the minimum distortion bias of Fig. 5.35, curve (d): Fig. 5.39
shows the spectrum at test points B and C and confirms an increase in the modula-
tion sideband at two and three times the two-tones modulation frequencies, which are
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separated by 20 MHz and are not resolved by the spectrum analyzer.

5.4.5 Bias for minimum IMD3 and maximum gain

The bias value which gives minimum IMD3, named V;jp3, depends on the power
launched over the fibre, which is affected by the EDFA saturation and other parameters
that also have an influence on the link gain. Thus, it is interesting to find whether it is
actually possible to have maximum link gain and minimum distortion for the same MZ
bias value. We performed this study by varying four parameters, one at a time: the RF
modulation power Prp, the laser power Flqse,, EDFA saturation output power Pt max
and attenuation at test point B. In Fig. 5.40 on page 145, we show the optimum bias
for RF gain and minimum distortion as a function of these four parameters. Note that
the RF gain does not vary rapidly with bias, so in Fig. 5.40 we show gray regions
representing the range of bias which gives a gain within 0.5dB from the maximum.

As we could expect, in Fig. 5.40A Vjpps appears to be heavily dependent on the
power launched in the fibre: a higher power at the fibre input moves the minimum
distortion bias towards the quadrature point. With the amplifier parameters used in
these simulations, a small attenuation as low as 2dB before the fibre input makes the
Vinps go below 0.05V,: an extremely low value that would cause an RF power penalty
of about 4dB. The received RF power decreases more rapidly for a bias below the
optimum value than above (see chapter 3); hence, for 10km of propagation, an EDFA
with high saturation output power should be chosen, which would give also high RF
gain. Note also in Fig. 5.40C that increasing the EDFA saturation makes the Vius ¢maz
(bias for maximum RF gain) and the Vjyp3 both move towards the quadrature. The
Vimps is also heavily influenced by the modulation signal amplitude, as shown by
Fig. 5.40B, because it influences the mean power and the power distribution over the
elements of the electric field propagating on the fibre: the modulation power should be
chosen as a function of the EDFA parameters (and link length, as we will see for the
EVM), so that the minimum distortion is found for the same bias as the maximum link
RF gain. The laser power influence on Vi, ps is relatively low, as shown by Fig. 5.40D,
especially if the EDFA is saturated. However, it goes in opposite direction than the
Viias,Gmaz: for high laser power the Viaps is decreased and the Viias gmae 18 increased.
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Figure 5.40: Simulation of the Vjes/Vr that gives maximum gain (solid bold lines) and minimum ID3 (dashed bold lines) as a function of
the attenuation at fibre input, Var/Vr, Pout.maz and Plgser. Isolines represent the mean optical power at fibre input. (A): Poytimar = 17 dBm,
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Plaser = 2dBm, Prp from -10dBm to 10dBm. (C): Figser = 2dBm, Vgp/Vy = 0.17. (D): Poutmar = 17dBm, Vgp/V, = 0.17. For all simulations:
Gy = 37dB, fibre length 10km, D = 17ps/nm-km, losses 0.2 dB/km, nonlinear coefficient 1 W~'km~!, modulation frequency 5+0.01 GHz, modulator
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5.4.6 EVM improvement with bias
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Figure 5.41: Simulation of EVM and IMD3 as a function of MZ bias for 3 values of modulation Pgp.
Go = 37dBm, Poyut,mazr = 17dBm, Pgser = 2dBm. Dotted lines are EVM at test point B and solid
horizontal line is maximum EVM accepted by IEEE 802.11a protocol (-25dB).
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If the link linearity is improved by moving the bias off quadrature, we may reasonably
expect to observe an improvement in detected EVM of an OFDM frame. To confirm
this, we simulated the transmission of an 802.11a compliant signal over the reference
link of Fig. 5.22. The simulation is performed for each MZ bias point by averaging the
EVM of several signal frames, in order to ensure the statistical validity of the results.
Laser RIN, shot, thermal and ASE-related noises are neglected in the simulation, while
distortion from the MZ and the fibre are included. The resulting EVM curves are shown
in Fig. 5.41, along with the IMD3 calculated for a two-tone signal with the same mean
RF power of the OFDM signal. The EVM indeed shows a minimum in correspondence of
the IMD3 minimum, even if the EVM minima are not as spiked. This in a consequence
of the high signal PAPR: along a given OFDM frame, the instantaneous RF power
can vary over a range of several decibels. The bias which gives minimum EVM is
RFE power dependent, which explains the smoothed shape of the EVM curves. The
curve corresponding to the highest modulation power (Prp = 10dBm) is particularly
interesting because at this modulation power, without fibre propagation, the distortion
from the MZ modulator is high enough to make the EVM of the received OFDM signal
only about 3dB lower than the maximum value accepted by the IEEE 802.11a protocol:
-25 dBm. In this case, by adjusting the bias, the EVM can be much improved and made




Chapter 5. Nonlinear effects 147

lower than -35dB, which allows for high quality transmission.

In the following, we experimentally demonstrate that a significant improvement

of EVM is indeed possible through modulator bias optimization. The experimental
DFB laser Mach-Zehnder _ Phase modulator
])kmer

A

Polarization |
controller %
RF

Brillouin Attenuators
suppression signal

Signal generator

Bias control

Detector B
PrE det
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Figure 5.42: The experimental setup for measuring received EVM after propagation over an optical
link with 10km, 20km or 40km of standard SMF. Maximum optical power at fibre input: 11 dBm;
Brillouin suppression signal: 80 MHz, 10 V},_,, sinusoidal; laser: Phonetics TUNICS-BT; laser output
power: 7dBm; laser output wavelength: 1550 nm; modulator insertion losses: 5.1 dB; modulator RF
losses: 5.4dB; MZ modulator: JDS 0C-1; phase modulator: UTP APE PM-1.5-8.0-1-1-C; EDFA: JDS
0AB1552+1FA0, maximum saturated output power: 17 dBm, small signal gain 37 dB; fibre: SMF;
detector: Agilent 11982A; RF signal generator: VSG Agilent E4438C; RF signal analyzer: VSA
Agilent E4440A.

setup is shown in Fig. 5.42: the optical signal from a polarization controlled DFB
laser is fed to the MZ modulator, modulated by an IEEE 802.11a compliant OFDM
signal with average power Prp. Then, the signal is phase modulated using an 80 MHz,
10V,_, sinusoidal signal to suppress the SBS. The signal is amplified with an EDFA,
attenuated by 6.8dB to set the maximum power at test point A to about 11dBm,
and propagated over 10km, 20km or 40km of standard SMF. A second attenuator
ensures that the received optical power (at test point B) is lower than -3dBm to avoid
distortion from the detector. The detected signal is analyzed using a vector signal
analyzer (Agilent E4440A). SBS suppression is included in the system to ensure that
the signal analysis at link end is not affected by SBS-generated noise. Bias control can
help to suppress SBS-generated noise by reducing the optical carrier power, as shown in
chapter 4. However, with more than 10 km of fibre the bias optimization alone was not
sufficient to fully suppress the SBS-generated noise, which was completely eliminated
by phase modulating the optical signal.

In our tests, the EDFA and the phase modulation did not add additional distortion
noise, so the distortion limited behavior of the EVM at test point A was fully determined
by the MZ modulator. After propagation over the fibre link, the measurements shown
in figures 5.43, 5.44 and 5.45 clearly confirms the EVM improvement suggested by
Fig. 5.41. The results are presented for the modulation power of 5dBm (effective
Vrr/Vy =10.1), 7.5 dBm (Vgr/V,; = 0.12) and 10dBm (Vgg/V; = 0.17). Also shown in
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Figure 5.43: Measured and simulated EVM versus bias for a modulation power Prp = 5dBm. On
the right side of the figures, the lower arrow represent the minimum measurable EVM and the higher
arrow indicated the EVM measured at test point A.

Figure 5.44: The same as Fig. 5.43, with Prr = 7.5dBm.

figures 5.43, 5.44 and 5.45 are the numerical simulations for all theses cases and good
agreement is obtained when taking into account the EVM degradation due to the low
received CNR near Vj;,s = 0, and the minimum measurable EVM due to the limitations
of the vector analyzer (right bottom arrow on graphs). For |Vy.s/V;| < 0.05, ASE-ASE
and ASE-signal beating noise dominate (as shown in chapter 4), and EVM rises rapidly.
In all cases, the EVM tends to the value fixed by the MZ distortion when the bias is near



Chapter 5. Nonlinear effects 149

—28
114 dB
[—44
<
-55 . e et .
0 0.05 0.1 0.15 0.2 025 03
|Vbias V7r|

Figure 5.45: The same as Fig. 5.43, with Prp = 10dBm.

quadrature. In the case of a MZ modulation power of 10dBm (Fig. 5.45), the EVM
improvement at optimum bias versus quadrature is as high as 14dB, being -28dB at
quadrature (near the minimum accepted by the IEEE 802.11a specification of -25 dBm
for 64-QAM constellation) and as low as -42dB (signal analyzer limited) at optimum
bias.

‘To our knowledge, this is the first experimental demonstration of distortion-free
transmission of IEEE 802.11a over a 40 km-long optically amplified ROF link. In [34],
Mitchell reports experimental measurements of EVM with a 40 km-long optically am-
plified link, modulator bias at quadrature, and modulation Pgp lower than 0 dBm:- he
finds a distortion limited EVM as high as -26 dB.

We simulated the attainable EVM improvement (considering only the effect of dis-
tortion), and the corresponding optimum Vs = Vipinpyvar as functions of the attenua-
tion (or power level) in test point A and fibre length, for Prr = 10dBm. The amount
of EVM improvement due to interplay of MZ and fibre nonlinear effects, shown in Fig.
5.46, is very sensitive to peak power levels on the fibre: depending on the fibre length,
an optimum launch power exists to maximize EVM improvement via the Vj;,s. The
best launch power decreases with fibre length and is as low as 8 dBm for 50 km of fi-
bre, corresponding to about 10 dB of attenuation after the EDFA. If a too high power
is launched, the fibre link does not improve the EVM but, on the contrary, makes it
worse. Hence, in long haul transmission, the bias will not help in improving the EVM.
Also, note that very high attenuation will greatly reduce the link gain, nulling the gain
improvement that low bias can offer by decreasing the EDFA saturation level. The
Viminevm as a function of attenuation before the fibre and fibre length is shown in Fig.
5.47: good improvement in EVM is obtained if |Vyneva| < Vi/2, and Viynpyy de-
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Figure 5.47: Simulation of Vp;,, that minimizes the EVM (V. pvar) for fibre lengths between 10 km
and 70km. The bold sections identify the values of V,,;ngv s for which the EVM at test point B is
worse compared to the EVM at test point A. The color shading represents the RF gain penalty as a
function of bias and attenuation. Prr = 10 dBm.

creases with the power launched on the fibre. For short links, the V,,;,gv s can be very
near to 0, which is a disadvantage because the link gain for such bias values is low. The

link gain penalty with bias and attenuation is also shown in Fig. 5.47. Maximum gain
is for Vises = 0.12V/,.
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In conclusion, we explored numerically and experimentally the improvement in IEEE
802.11a EVM that can be observed at the end of an analog optical link with external
modulation and optical amplification. We showed that modulator bias optimization
can greatly improve the EVM in distortion limited links. Simulations show that, de-
pending on link length, there is a trade off between EVM improvement and link gain
when choosing the bias point and optical power on the fibre. Bias optimization for nar-
rowband linearization of a ROF link is an attractive technique for its low cost and ease
of implementation for link lengths (< 40km) of common use in ROF systems. At the
time of writing, the results reported in this section are being submitted for publication.

5.5 Conclusions

In this chapter we presented the results of our study on the nonlinear behavior of the
main components of a ROF link: the MZ, the amplifier and the fibre, and its impact
on the IEEE 802.11a OFDM signal quality. We showed that the MZ is a significant
source of distortion, and imposes a limit on the minimum EVM measurable at the
end of a linear lossy link. However, the MZ distortion can be partially compensated
by the dispersion and fibre nonlinear effects. We interpreted this compensation by
observing the optical spectrum at the detector, and linking its amplitude and phase
characteristics to the RF harmonic and intermodulation distortion. We showed that
the distortion compensation can effectively improve the detected EVM in links with
length lower than 40km. We also studied the distortion stemming from the EDFA,
showing that if the MZ bias is out of quadrature, the envelope of RF modulating signal
is coupled to the average optical power. Then, the EDFA dynamic response to variations
of the average optical power may cause signal distortion. The impact on a continuous
OFDM signal is negligible, but if the signal is divided into frames and transmitted
in bursts separated by few tens of microseconds, the dynamic response of the EDFA
severely degrades the signal EVM. This is a serious limit for the implementation of the
bias optimization technique, but it may be overcome with simple modification of the
modulation stage. This concludes our investigation of the modulator bias optimization
technique.

In this chapter we showed that the spectrum of the electric field propagating over
the link can be manipulated to decrease the detected distortion. This concept can
be extended noting that properly designed optical filters can manipulate the optical
spectrum in order to perform all optical RF signal processing. An example is given in
the next chapter, where we present a novel all-optical beam-former based on optical
filters and capable of controlling the amplitude and the phase of the RF signals fed to
an antenna array.




Chapter 6

An example of all optical
manipulation of RF signals: the
beam-former

One advantage of optical distribution links for wireless networks is the possibility of
integration with optical signal processing functions. One notable example is the optical
beam-former (BF). In this chapter we present a novel solution for an all-optical BF
based on FBGs. This BF allows for remote centralized independent control of both
amplitude and phase of each antenna in an array. It is designed to best integrate in
WDM ROF links based on DSB modulation with 25 GHz-spaced wavelengths, and it
is optimized for IEEE 802.11a 5 GHz signals with 20 MHz bandwidth. The amplitude
control offered by this BF also permits to compensate for dispersion of the ROF link,
which otherwise would cause DSB signal fading. The BF can be controlled by stretching
or by adjusting the temperature of the FBGs. The former method allows for faster
adjustment of the array radiation pattern. This is not a true time delay BF, so one of
the limiting factors on the RF useful bandwidth is the “beam squint” effect. We will
call this new device: two-stages beam-former (TS-BF) because it is constituted by an
arrangement of two cascaded filters.

6.1 Interest of the proposed optical TS-BF and re-
lated literature works

Antenna arrays are becoming increasingly important in mobile communications because
they allow for dynamic and fast shaping of the antenna radiation pattern without the
use of mechanical parts. As described in the introduction to this thesis, page 12, radi-
ation pattern shaping finds applications in both indoor and outdoor wireless networks.
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Drawbacks for widespread application of all-electronic control of antennas amplitude
and phase include cost, bandwidth limitations, size, weight, loss, and sensitivity to elec-
tromagnetic interference. Optical signal processing holds a great promise for alleviating
these problems. For example, the so-called optical true time delay beam-formers (TTD-
BF) feature wideband operation with flat frequency response, potentially limited only
by the bandwidth of photodetectors and modulators. True wideband operation is re-
spected because the TTD-BF acts on the relative delay, and not the phase, of each
antenna signal in the array. Otherwise, the radiation pattern has different shape for
different frequencies over the signal band: this is referred to as "beam squint” and is
a serious problem for wideband systems like radars. However, many modern commu-
nication systems use narrowband signals and do not need a TTD-BF: for example,
we remember that the bandwidth of IEEE 802.11a signals is only 20 MHz. For such
narrowband signals, the beam squint can often be neglected, especially for indoor appli-
cations, and the control of signal phase instead of delay is acceptable. This assumption
is confirmed in [182, page 31], where the 3dB bandwidth of a phased array is calculated
as:

Af =0.836B - (6.1)

Lsing’
B is the beam broadening factor, typically valued between 1 and 2, and equal to 1 for
uniformly illuminated arrays; L is the largest characteristic array dimension and ¢ is
the steering angle. For linear arrays, L can be calculated from the number of antennas
and their maximum separation d, defined by the condition d < /2, where A is the
radiation wavelength. This limit on the antenna separation is needed to avoid aliasing
effects and strong secondary lobes in the radiation pattern [109, page 657]. Hence, for
an 8 element array transmitting a 5 GHz signal (A = 6cm), the maximum L is equal
to 21 cm and the maximum array bandwidth, considering ¢ = 90°, is about 1.2 GHz:
much wider than the bandwidth of interest for wireless communications.

On the basis of these considerations, we proposed for the first time in [183] a novel
optical FBG-based BF (named here TS-BF) that acts on signal phase instead of delay
and is well suited for integration in ROF links for wireless communication systems. For
this application, it offers several advantages over other BF's proposed in the literature,
including simultaneous and independent control over amplitude and phase for each
antenna in the array, high RF carrier frequency operation and compatibility with DSB
modulation systems, good performance/complexity compromise and easy integration
with antenna remoting links. In the following, we describe these features in detail.

Simultaneous and independent control over amplitude and phase for each
antenna in the array

The flexibility in designing the shape of the radiation pattern depends on the num-
ber of degrees of freedom available in the array: simultaneous control of amplitude and
phase of the signal of each antenna in the array (referred to as beam-forming) offers bet-
ter flexibility in designing the radiation pattern than phase only control (beam-steering).
Applications of interest for wireless communications like interferer nulling [43, 184], null
steering [185], and array sidelobe minimization require complete amplitude and phase
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array control. The TS-BF offers this functionality.

Most literature works based on FBGs allow only for beam-steering [186, 187, 188]
by controlling the signals phase/delay. A few works describe independent control [189,
190, 191] of signals phases for each antenna. Simultaneous and independent control of
amplitude and phase have been presented in [192] using a network of amplitude and
phase modulators integrated on a silicon-based photonic circuit.

High RF carrier frequency operation and compatibility with DSB modula-
tion systems

An important feature of the TS-BF is that it is designed to support DSB modulation,
and can be adapted to operate with a broad range of RF carrier frequencies: from IEEE
802.11a 5 GHz to 10 GHz (for some flavors of IEEE 802.16), and even 40 GHz and 60 GHz
wireless communication systems. Such high frequencies are attracting some attention
for picocell indoor networks [193, 29], because interference from adjacent cells is reduced
by high propagation losses [194]. Beam-steering is proposed in 40 GHz-60 GHz frequency
systems to implement SDMA [195, 196].

Some optical BFs proposed in literature cannot reach véry high RF carrier frequency
in DSB modulation systems because they add chromatic dispersion to the signal. As
we saw in chapter 3, fibre and optical components dispersion cause increasing RF signal
fading at higher RF frequency. For example, RF signal fading has been observed in
BF's based on chirped FBGs, due to the chirp-induced dispersion within the modulation
sidebands [186, 197]. Several authors have proposed to solve this issue by using SSB
modulation instead of DSB, but the former requires a more complex modulation stage.
For example, SSB modulation is generated using sideband filtering [116], which is a
conceptually simple technique but it requires the filter to be carefully tuned to sideband
frequency. Other techniques for generating SSB signals include those based on a dual
electrode MZ modulator [117], a Sagnac structure [198], or hybrid modulator structure
[199]: all require non standard devices such as the dual electrode MZ, or elaborated
arrangements of components. Also, the SSB modulation format does not allow the
use of potentially low cost modulators, such as those based on the electro-absorption
effect. Finally, the DSB modulation has a 3dB advantage in both gain and NF over
SSB modulation [60]. The TS-BF is not only compatible with DSB modulation, but
can also be used to compensate for fibre dispersion and reduce the consequent DSB
signal fading.

Another interesting BF solution is proposed by Roeloffzen [200], based on an as-
sembly of ring resonators with periodic spectral response. This is a T'TD-BF and it is
dispersion-free, but its operation bandwidth is only a few hundred megahertz and it is
not compatible with wireless network frequency ranges.

Good performance/complexity compromise

The TS-BF offers a good compromise between scalability with the number of anten-
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nas and the number of components or beam-former complexity. It employs few optical
components: 2N cascaded FBGs (that can be seen as two long FBGs) and a 4-port
circulator (or two 3-port) for independent complex control of N antennas. In [190],
independent control of signal phase only is obtained with N FBGs and N circulators
for N antennas. In [188] and in [191], the beam-former is simpler (one FBG and one
circulator) but the signal phases are not adjusted independently or there is no control
over signal amplitudes.

Another advantage of the T'S-BF is that it can potentially offer fast radiation pattern
adjustment as needed for best multipath fading suppression [40] in indoor or campus
mobile environment, where the antenna array points and follows an user moving at
walking speed. The TS-BF can be controlled by stretching or by adjusting the temper-
ature of FBGs. When the former method is used, the speed of reaction of the TS-BF
is limited only by the speed of the stretcher. Piezoelectric stretchers can adjust the
radiation pattern in a fraction of millisecond.

Easy integration with antenna remoting links

Optical beamforming in ROF links is most advantageous if the BF is designed to
be localized and controlled at the central station (CS), in order to simplify the wireless
termination points (WTPs). However, if the ROF link antenna addressing is based on
WDM, the BF must operate with constant optical wavelengths and must not rely on
tuneable sources: the operation wavelengths are fixed by the WDM filters which route
the optical signals form the CS to the WTPs. Previously published works often rely
on tunable lasers [201, 202] or thermal adjustment of the emission wavelength of DFB
lasers [191]. The work presented in [190] uses fixed wavelengths but one FBG for each
antenna in the array.

6.2 System level description of the TS-BF

Typically, a BF can be described by the sketch shown in Fig. 6.1a: a source signal is
split into N branches, one for each antenna. Each branch is weighted by a coefficient a,
complex in the most general case. The weighted signals are launched in air by the an-
tennas and interfere constructively or destructively depending on the direction and the
a coeflicients, determining the array radiation pattern. The same concept is applicable
in reception but, for simplicity, we limit our discussion here to the transmission case.

The TS-BF system level pattern is shown in Fig. 6.1b: the signal is imprinted on
N wavelengths from a multi-wavelength source using a single optical modulator. Then,
the wavelengths are filtered by the TS-BF, which changes phase and amplitude of the
RF signal transmitted on each wavelength. This is equivalent to weighting each signal
by a complex coefficient a. After filtering, the wavelengths are separated by an AWG
and fed to an array of photodetectors and antennas. This solution allows to integrate
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Figure 6.1: System level sketch of the TS-BF. (a) schematic of an RF BF. (b) Schematic of the
TS-BF in a WDM-based ROF link.

efficiently the BF into a WDM-based ROF distribution link, and also permits to install
the BF at the CS. In fact, the TS-BF is decoupled from the WTP and can be placed
before the fibre span connecting the CS to the WTP.

In the following sections, we first describe the basic element of the TS-BF, which
is the device that generates a single complex coefficient in optical domain for a single
wavelength, or channel. After, we complete the description of the TS-BF by extending
the single-channel solution to a multi-channel solution, ready for beam-forming appli-
cations.

6.3 Theory of operation of a single channel TS-BF

For low modulation depths, the baseband equivalent description of the optical field E (¢)
of a DSB modulated optical signal can be approximated by the sum of three spectral
components. After filtering the signal with an optical filter, we can write the spectrum

as:
E (t) = AcejWC + ASLej(—%rfRFterSL) + ASUej(+27rfRFt+<psu)7 (6.2)

where frp is the modulation RF frequency, Az and ¢ are amplitude and phase of
the optical carrier, Asy, vsr, Asy and gy are the amplitudes and phases of the lower
and upper modulation sidebands. In the most general case: Ag; # Asy, but if the
filter amplitude is constant over the spectrum band, we can take Ag;, = Asy = Ag.
Thus, after beating onto a photo-detector, the detected RF voltage signal at frp is
proportional to:

Vrr o< AcAs cos (pr — wu) - cos (wrrt + @1 + vu) (6.3)

where py = #5U52¢ and @ = #9523 yepresent half the accumulated phase difference
between the sidebands and the carrier due to the filter phase response. As shown by
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(6.3), it is possible to independently set the amplitude and phase of the received signal
by controlling ¢y and ¢y. Note that ¢ and ¢, can be written as:

0 WRF
oL = % f D (w)dw Cy = % f D (w) dw, (6.4)
—WRF 0

where wrr = 27 frr and D (w) is the group delay response of the optical filter. Also,
note that the RF signal phase is defined by the average value between wgy — ¢ and
wc — psr. With fibre dispersion, equation (6.3) transforms into:

VRrr o cos (’sOL —yu + %)\(Q)W%F> - cos (wrrt + @1 + ¢u), (6.5)
where Dy is the fibre dispersion, L; the fibre length, ¢ the speed of light and Ag the
optical carrier wavelength. Thus, by controlling ¢ — y it is possible to compensate for
dispersion induced signal fading: signal amplitude manipulation by acting on ¢, — ¢y
is indeed equivalent to adding a controlled amount of negative or positive dispersion to
the DSB optical signal.

The central question is how to gain simultaneous and independent control over ¢y,
and y, leading to the original idea of the proposed TS-BF. For a single channel, its
structure is sketched in Fig. 6.2.

| RF signal
‘ generator
Laser DSB Modulator
Single channel TS-BF '

Positive chirp FBG (Grating L)

Therma} or 4 port
stretching .

circulator
controller

Negative chirp FBG (Grating U) to ROF
link

Figure 6.2: The proposed novel optical BF. The signal from a laser source is modulated by a DSB

modulator and filtered. The laser wavelength is filtered twice by separated FBGs, one with positive

chirp +C, the other with negative chirp —C. By adjusting the temperature or by stretching each FBG,
phase and amplitude of the RF signal which modulates the laser can be controlled independently.

The BF is physically formed by two FBGs, one with positive chirp +C and the other
with negative chirp —C. We will refer to the gratings as FBG, and FBGy, because
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their delay response is designed to have a peak-like structure centered respectively onto
the lower and upper modulation sidebands of the optical spectrum, as shown in Fig.
6.3. The FBG; and FBGy are designed as all pass filters with flat amplitude response.
Amplitude and delay responses of the gratings are important only in the zones described
by solid lines in Fig. 6.3, as will be clearer later, because the responses outside these
zones (dotted sections) do not influence the performance of the beam-former. The total
TS-BF group delay for one channel is the sum of the group delay of FBG; and FBGy/,
whose opposite chirp ensures that the total chirp, and corresponding dispersion, are
7€ro.

) i ! Total BF amplitude

]
1 I
1 1
A\ 2 e
Grating L# 1 A eee”
: i ——“‘————T‘
_'_'.‘.-."- "Grating U
- 7 \\
FBG chirp “eead

o=

A

Lo
v
el
e
4

—ORF  Optical carrier ~ TORF

| — . - ED) 0)
P 25 GHz channel width @ WRF Optical carrier RF
! |
| Total BF delay | ! : Total BF phase , Linear phase
@ i " i ' 0 | \ ! zone
| ! i Py L
! i D(o) i | : E é | /‘,' !
| | 1 : | | ! t . !
i ) T ' Effective ! ! |
i '.' A ! phase slope !
I ) I 1 I
o Y N |
I 4 . I 1 ]
: “l \“ i : ..“! :
E i © E “ORF Optical carrier ~ TORF E(D
1 ] ] ]
I 1 1 1

Figure 6.3: Sketch of the amplitude and delay response of the gratings for the TS-BF. (A) delay
response of FBG, and FBGy. (B) the total delay response after cascading the FBG and FBGy. (C)
Total amplitude response and (D) total phase response. The dotted lines represent zones of the filters
response which do not affect the behavior of the beam-former. In blue: the optical carrier and 5 GHz
modulation sidebands.

Recalling (6.4), we note that the values of ¢, and @y are each defined by the
total accumulated delay integrated respectively in the lower and upper portion of the
spectrum, between the modulation sidebands and the optical carrier. By stretching or
controlling the temperature of the gratings, their delay response can be shifted, thus
affecting the values of ¢ and py. The grating design ensures that, for small amounts of
shift, ¢ is affected only by the position of FBGy, and ¢y by FBGy. Also, small shifts
ensures that the dotted zones of the filter response in Fig. 6.3 always stay outside the
spectrum region comprised between the two modulation sidebands, and do not affect

wr, and @y.

The values of ¢, and ¢y, from their definition, represent the accumulated phases of
the modulation sidebands with respect to the optical carrier. The phase . of the optical
carrier itself can be assumed as a fixed zero phase reference that does not change when
FBGy and FBGy, are shifted. If the gratings are shifted symmetrically with respect to
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the optical carrier (Fig. 6.4, A and C), ¢ and ¢y have the same value: ¢ — ¢y = 0,
and the RF signal is phase shifted with constant amplitude. This is sketched in Fig.
6.4C, where the phases of the carrier and modulation sidebands are represented by small
red circles. With symmetrical grating shift, the three phases are always aligned on a
straight line with changing slope, which is equivalent to a dispersion-free total delay
response. With asymmetrical grating shift, ¢, — ¢y # 0 and the RF signal amplitude
is attenuated. We showed in (6.5) that the signal attenuation is obtained by adding
a controlled amount of dispersion to the optical signal, which can also counterbalance
link dispersion from fibre and other devices. This is shown by 6.4D: because of the
asymmetrical grating shift, the phase of the modulation sidebands and optical carrier
are no longer aligned on a straight line but can be connected by a parabolic curve
of positive or negative curvature, which is equivalent to a positive or negative group
delay dispersion. Note in (6.3) that the RF signal amplitude A and phase ¢ are set
respectively by A = cos (¢, — py) and ¢ = ¢+ y: two independent equations in two
independent variables. Hence, we can have independent and simultaneous control over
both A and ¢.

Phase adjustment, maximum amplitude:
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Figure 6.4: Theory of operation of the TS-BF. A and C: symmetrical grating displacement; B and D:
asymmetric grating displacement. In C and D, the black lines represent the accumulated phase in the
optical signal spectrum before (dotted black line) and after (solid black line) the grating displacement.
The red lines are used to highlight the variations of ¢ and ¢y when the grating are moved from a
reference position (red dotted lines, ¢, = ¢y ) to a new position (solid red line). After a symmetric
grating displacement ¢ is still equal to ¢, while after asymmetric displacement ¢y, # .
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6.3.1 Operation with narrowband modulated RF signals

As we anticipated in the introduction to this chapter, the TS-BF is not a TTD-BF.
This can be understood by comparing the effect of a true time delay and the operation
of the TS-BF, as shown in Fig. 6.5. A true time delay corresponds to a flat delay line
covering the entire signal spectrum, which is a constant slope phase response: increasing
the delay will increase the phase slope for all signal frequencies. Note that the phase
retardation ¢ due to the increase in the phase slope is not constant over the signal
bandwidth, but increases linearly with frequency. Instead, the T'S-BF phase response
in a narrow bandwidth around the carrier never changes slope with FBGy and FBGy,
positions, which corresponds to imposing the same phase retardation ¢ over all the
signal (baseband) bandwidth!.

Beamformer operation
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Figure 6.5: The beam squint effect in the TS-BF. A and C: symmetric grating displacement changes
the signal phase ¢, but the phase slope over the signal bandwidth remains unchanged. B and D: On
the contrary, a true delay changes the inband phase slope.

6.3.2 Required amounts of amplitude and phase control

For a linear antenna array with constant element spacing d, the beam pointing direction
is defined by:
c
sin (o) = 8AT, (6.6)

where « is the beam steering angle and o = 0 when the beam main.lobe points in the
direction normal to the array, ¢ is the speed of light and A7 is the time delay difference

I'We refer here to the bandwidth of the baseband signal, which modulates the RF carrier in the RF
domain. This bandwidth must be small with respect to the frequency of the RF carrier in order to
respect the narrowband modulation condition. This is not to be confused with the bandwidth of the
optical signal.
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between signals fed to adjacent antennas. For a steering angle o = 7 and an element
spacing d = A%F, AT = T"%, In normalized units Trr = 27 and A7 = 7. If the array
has 8 antennas, the last antennas must be able to accumulate a delay up to £3.57 to
ensure a 180° steering range. For a 5 GHz RF carrier, this means that the beam-former
must be able to offer a maximum of 700 ps of signal delay tunability range. This is
quite a difficult value to reach with the proposed TS-BF because it requires the design
of FBGs with an exceedingly large peak delay response. However, the T'S-BF is designed
to be used with narrowband RF signals which have a slowly varying carrier envelope.
Hence, the phase retardation of the signals fed to each antenna can be wrapped in
within the [—m, 7] range. This causes a perturbation on the radiation pattern, which
adds up with the beam squint effect discussed before. In the special case of simple
beam steering, we simulated the maximum error on the beam pointing direction and
on the half power beam width as a function of the signal frequency and steering angle,
taking into account both the beam squint effect and the phase wrapping. The phase
wrapping is a source of error on the radiation pattern because far-field interference of
the antenna patterns does not occur on the same wavefront for all the antennas, and
the signal envelope varies (slowly) between adjacent carrier periods. The results of the
simulations are shown in Fig. 6.6: the radiation pattern for a 20 MHz bandwidth signal
is affected by a maximum pointing error of less than 0.4°, which is only 1.3% of the
3dB angular beam width. The simulations considered an 8 antennas uniform linear
array with A’%F spacing, frr = 5 GHz and a maximum steering angle of 75°.

For beam-steering, the amplitude apodization of the signals driving the array an-
tennas can be designed using a number of techniques. All try to minimize both the
radiation pattern sidelobes and main lobe angular width. One method that provides
very low sidelobes (but large main lobe) is the binomial design technique, which is inter-
esting to us here because it uses very aggressive amplitude apodization [109, page 680].
For example, an 8 element array with binomial design requires a maximum amplitude
attenuation (on the first and last antennas) of about 30dB. More common radiation
pattern designs often use attenuation levels of the order of 6dB. However, from (6.5)
we also know that the proposed TS-BF can be used to compensate for dispersion in-
duced signal attenuation: the higher the attenuation that the TS-BF can reach in a
dispersion-free link, the higher the dispersion that the TS-BF can compensate. For this
reason, we take 30dB as the maximum amount of amplitude control that the TS-BF
must be able to achieve.

In conclusion, for the T'S-BF we target a 27 range phase retardation and up to 30dB
amplitude attenuation for each signal in the antenna array.
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Figure 6.6: Errors in definition of a linear beam-former radiation pattern as a function of RF baseband
signal bandwidth and pointing angle with respect to the direction normal to the array. (a) Error on
the half power beam width; (b) Error on the pointing direction; (¢) Error on the pointing direction
normalized by the beam width. The simulation takes into account the beam squint due to signal phase
control instead of delay, and the error on phase and amplitude phase wrapping to keep signals phase
retardation in within the [—7, 7] range. Phase wrapping causes some amplitude error because the
envelope is (slowly) varying between carrier periods. The curves are calculated for a 8 antennas array
(antennas spacing: Agr/2), frr = 5 GHz.

o

6.4 The Gires-Tournois single channel design solu-
tion

The experience gained in our laboratory on the design and manipulation of FBG-based
coupled cavities periodic filters suggested an initial grating design with the amplitude
and delay responses needed by this application.

In this first design, published in [183], the FBGy and FBG/ are realized using
two Gires-Tournois FBG coupled cavities (GT-CCs). A Gires-Tournois cavity is a
Fabry-Perot etalon with a 100% backreflector. This is an all pass filter operating in
reflection, and it has spectrally periodic group delay variations with free spectral range
(FSR) fixed by the cavity length. In order to tailor the shape of the group delay
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response of the filter, lattice coupled cavities [203] might be implemented by adding
more reflectors with the same relative spacing and conveniently designed reflectivities.
In the following, we assume that the reflectors are made by superimposed chirped
FBGs, so two sets of superimposed FBGs form the two Gires-Tournois with coupled
cavitiess (GT-CCs), which are cascaded through the four port circulator to form the
TS-BF. As explained in section 6.3, the amplitude and phase responses of the TS-BF
are controlled by shifting the frequency response of the superimposed chirped gratings
by controlling their temperature or by imposing a strain. However, note that in this
section we do not simulate the temperature or stretching control of actual gratings.
Instead, we base our design on the Madsen’s lattice coupled cavities theory, which
assumes the gratings to be like lumped or discrete reflectors. The main advantage
of this approximation is that it allows a rapid design of the most important TS-BF
parameters, such as the number of gratings per GT-CCs and the grating reflectivities.

Let m be the number of coupled cavities forming each Gires-Tournois: the higher the
m, the easier it is to tailor the GT-CCs delay and amplitude response. The theoretical
delay response of an m cavities Gires-Tournois limits the values of ¢ and ¢y over a
maximum range of mm, which corresponds to a maximum signal phase retardation of
2mm. However, covering all the phase retardation range demands very large shifts of
the delay peaks, which is impractical for a single cavity design. So, m > 1 is needed for
[0, 27| phase retardation range. By increasing m, the phase retardation range can be
covered with a smaller peak delay shift. Furthermore, the delay peak must feature a flat
top large enough to ensure a flat filter delay response for all values of phase retardation.
For high m and small peak shifts, it is easier to respect this design constraint. The
maximum m is fixed by practical limitation in the feasibility of the GT-CCs with several
superimposed gratings and by the maximum grating length.

We designed the GT-CCs using 3 coupled cavities (4 reflectors, or superimposed
chirped FBGs in the discrete reflectors approximation). The delay response of each
GT-CC over one FSR, neglecting the grating chirp, is shown in Fig. 6.7. The design
is accomplished in three steps: first we define a target group delay response for a cav-
ity FSR of 25 GHz and a 5GHz RF modulation signal with a maximum of 100 MHz
bandwidth. The FSR fixes the separation between the reflectors. After, we describe
the amplitude and delay responses of the GT-CCs using a polynomial autoregressive
moving average (ARMA) model [203]. The polynomial coefficients are calculated from
the FBGs reflectivities using a step-up algorithm [203]. Then, we can apply an opti-
mization algorithm on the reflectivity values in order to best approximate the target
delay response. This, for the GT-CC centered on the lower modulation sideband, is
defined as shown by the green bold lines in Fig. 6.7. The width of the flat top region
in the delay response must be narrower than 5 GHz to ensure that ¢, and ¢y can be
controlled independently by the position of the lower and upper sideband delay peak,
respectively. However, the resolution on the position of the peaks is finite and fixed by
the temperature or stretching controller resolution. Thus, a large flat zone allows for
better phase shift resolution. We define the target delay curve with a flat zone width
of 2.5 GHz and a minimum value in the region between the optical carrier and the
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right sideband to ensure maximum decoupling between ¢ and ¢y. Also, we impose a
maximally flat GT-CC amplitude response.

The design process provides the reflectivity values of the GT-CC gratings (in the
discrete reflector approximation) and the coefficients of the polynomial ARMA model,
which describe the amplitude and delay responses of the two GT-CCs. We used the
ARMA model to simulate the phase and amplitude response of the one channel TS-BF.
The results are shown in Fig. 6.8 as bidimensional maps as a function of the GT-
CCs delay peak positions with respect to the signal modulation sidebands. Remember
that the GT-CCs are one possible way of designing the gratings that we previously
named FBGy and FBGy. Hence, in Fig. 6.8 we refer to “GT-CC U” and “GT-CC
L” to designate the GT-CCs corresponding to FBGy and FBG, respectively. Moving
the GT-CCs delay peaks position along the secondary diagonal of these maps, from
(-1.2,-1.2) GHz to (1.2, 1.2) GHz along the A-B path, the BF gives 2.37 phase shift of
the RF signal with variations on amplitude lower than 0.5dB. To get exactly constant
amplitude, the working point can be moved on the amplitude isolines shown in Fig.
6.8. The phase is constant and amplitude varies when moving the delay peaks along
the main diagonal, identified by the C-D path.
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Figure 6.8: Phase and amplitude maps for the BF based on Gires-Tournois coupled cavities. If the
GT-CCs frequency responses are shifted along the A-B path, or the secondary diagonal of the maps,
the amplitude of the RF signal detected after the TS-BF is constant, while the phase changes by more
than 27. A shift on the C-D path, or the main diagonal of the maps, keeps the phase constant and
changes the amplitude.

6.5 Experimental verification with a simplified de-
sign

Note that the GT-CCs design algorithm described previously outputs the reflectivities
of the chirped superimposed FBGs and their relative positions, as determined by the
FSR. However, this design technique models the FBGs as localized (lumped) reflec-
tors, which is a rather poor assumption: the FBGs are distributed reflectors and, in
order to ensure the correct phase relation among the coupled cavities in the GT-CC,
the relative position between the gratings must be corrected to take into account for
nonzero interaction or penetration length of the signal in the FBGs. Furthermore, the
amount of the correction depends on the gratings strength. Thus, if we calculate the
modulation index obtained by superimposing the gratings with positions and reflec-
tivities given by the optimization algorithm, we obtain a GT-CC with very different
phase and amplitude response. The problem of adjusting the relative position of the
four gratings to obtain the right GT-CC response is quite complex and we solved it by
using a genetic optimization algorithm, which provides the modulation index design of
the GT-CC. Even with a proper modulation index design, a physical realization of the
GT-CCs is complex. Superimposed chirped FBGs can be written in fibres by successive
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exposures of the fibres to ultraviolet light through a chirped phase mask. However, this
method is not practical for more than two superimposed FBGs, because, among other
problems, it is hard to precisely and simultaneously control the phase of the coupled
cavities and the reflectivities of the cavity reflectors: these two critical parameters are
coupled and depend on the grating strengths, which are nonlinear function of the fibre
photosensitivity, number of superimposed gratings and other experimental parameters
of the writing process. An alternative solution is based on the use of phase sampled
phase masks, which allow to write the GT-CC in a single UV scan: in this method
the complexity of the GT-CC modulation index is implemented into the mask itself.
However, a different phase sampled phase mask must be calculated and fabricated for
each GT-CC design, and this is an expensive procedure. So, we decided to test the
validity of our model and simulations with a simpler one cavity Gires-Tournois (GT)
design, which can be realized easily with the facilities available in COPL.

The simulated and measured delay curves of a single cavity GT over several FSR
are shown in Fig. 6.9.
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Figure 6.9: (a) simulated and (b) measured spectrum and delay response of a single cavity GT.
GT-CC simulation parameters: grating length: 50mm; number of transfer matrix segments: 1000;
modulation index amplitude of first grating: 1.1 exp~*; modulation index amplitude of second grating:
3.5exp~%; chirp 0.5nm/cm. Experimental GT-CC parameters: fibre: Ha-loaded UVS-INT; UV laser
power: 40 mW; chirp +0.5 nm/cm; mask scanning speed for first grating: 0.09 mm/s; mask scanning
speed for second grating: 0.3 mm/s; grating relative shift: 3.9 mm; grating length 50 mm.

Two single cavity GTs filters with opposite chirp have been mounted in the TS-
BF setup shown in Fig. 6.10. The signal from a tunable laser is modulated with a
5 GHz tone by a MZ with bias fixed at quadrature by a feedback circuit. The optical
signal is then amplified and filtered by the TS-BF. Note that the tunable laser is
used to have more freedom in selecting one specific peak pair in the T'S-BF response,
but its wavelength is fixed for all measurements. The delay peaks are aligned with the
modulation sidebands by controlling the temperature of both gratings and by stretching
slightly one of them. We programmed in the LabView environment to automatically
control the entire setup: the software sends commands to the thermal controller to
fix the temperature of the gratings. After a few seconds for thermal stabilization, the
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Figure 6.10: Setup for measurement of the amplitude and phase of a single channel TS-BF. Tun-
able laser: Phonetics Tunics-BT; modulator: JDS 0C-1; EDFA: JDS 0AB1552+1FAQ; switch: JDS
SB series; Thermal controller: ILX LDT 5910B; signal generator: Agilent E4438C; fast oscilloscope:
Agilent DS081004B Infiniium, real time, 10 GHz bandwidth; EVM analyzer: Agilent E4440A4; op-
tical network analyzer: Advantest Q7750.

fast oscilloscope is used to acquire an image of the filtered and detected sinusoidal
signal. The oscilloscope is synchronized with the RF signal generator and triggered on
a 10 MHz reference clock, also given by the RF signal generator and in a fixed relation
of phase with the 5 GHz tone. On the oscilloscope, the 5 GHz trace appears stable, it is
averaged over 16 traces, acquired and saved on the computer. After, the switches are
set to exclude the laser and the detector from the circuit and, instead, feed the TS-BF
with a test signal coming from the optical network analyzer (ONA), which is used to
measure the optical delay of the TS-BF. With this second measurement, we can ensure
to properly map the temperature settings to values of shifts of the delay peaks, so
that we can calculate amplitude and phase maps as a function of the actual frequency
shifts of the delay peaks. All the data is saved on a computer and post-processed using
MatLab code to calculate the amplitude and phase maps shown in Fig. 6.11, where
they are compared with the simulation maps.

The simulation of the amplitude and phase maps is based on the response of ideal
gratings. As anticipated, one cavity does not allow for 2 RF signal phase retardation:
the maximum simulated and measured retardation is about 1.6m. Also, the control over
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the amplitude is possible only for a limited range of phase values, confirming that a
single cavity design is not the best solution for beamforming applications. However,
the good match between measurements and simulations demonstrates that we model
properly the TS-BF.

6.6 Moving towards a multichannel solution

A single channel optical filter that can act on the amplitude and phase of an RF signal
finds applications by itself as complex tap generator in RF photonic multi-tap filters
or optical signal processors, in a configuration similar to the one shown in Fig. 6.12.
Complex taps offer the highest flexibility in designing the filters [204, 205]. Clearly, the
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limitation here is the narrow bandwidth of operation of the filter.
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Figure 6.12: Sketch of an optical multi-tap filter. Adapted from [204].

For beam-forming it is fundamental to be able to extend the single channel TS-
BF to a multi-channel TS-BF. When we first proposed the Gires-Tournois coupled
cavities solution, we thought that it would have been possible to easily extend it to
multiple channels. The idea was to use a structure similar to the distributed GT filter
for multichannel dispersion compensation proposed by Doucet et al. [206]: we thought
that, with the right GT-CCs design, it would be possible to control all the RF signals
for all the antennas in the array by associating each signal to a different resonance of
the periodic response of the GT-CCs. We assumed that it would be possible to map
each resonance to a different physical section of the GT-CC gratings and to control
these sections independently one from an other. This was suggested by the fact that
the minimum physical length of a series of IV coupled cavities with a given resonance
is, from the well known Fabry-Pérot relation:

c

L = NLcgyity = N———, 6.7

et w7 on,FSR (6.7)

where ¢ is the speed of light, n, is the fibre group index, and FSR is the GT-CC free
spectral range. For a three-cavity design with 25 GHz FSR: Lyor ~ 1.2cm. From the
gratings chirp C, it is also possible to calculate the physical spacing drpsgr between two
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consecutive group delay peaks, which is the cavity spacing:

FSR
drsp = o (6.8)

We were aware that (6.7) was a simplification of a more complex reality because it
considers the gratings as localized reflectors. This is indeed a poor assumption: the
cavities extend much more than Lpor because the gratings have non-zero length of
interaction with the optical signal. However, we thought that by choosing drsg > Lror
it would have been possible to effectively separate the FSRs in such a way that each
FSR, and signal wavelength, was mapped to a different portion of the GT-CC gratings.
Then, temperature or stretching control of each section of the gratings would have
affected the signal wavelengths separately and independently.

X 1074

N
n

[\

—_
N

Modulation index [—]

e
W

e rn, v W

2 4 6 8 10 12
Fibre length [cm]

Figure 6.13: Modulation of the refractive index of a three-cavity GT-CC. In blue is the modulation
index. Red and green curves represent a thermal perturbation of the modulation index over 1 cm and
2.5 cm respectively. The average index of the perturbed zone is increased by 1-1075, which correspond
to about 1°C of temperature variation and 1GHz of local Bragg wavelength shift. The theoretical
cavity spacing dpgp is 2.2 cm.

To test these ideas, we designed a three-cavity GT-CC grating, and we simulated a
local variation of temperature, which causes a variation of the average index of a specific
location along the GT-CC grating. We tried to optimize the width and position of the
perturbed zone to observe the shifting of a delay peak while the adjacent peaks stay
unchanged. Examples of the results are shown in figures 6.13 and 6.14. The simulation
was performed with a chirp of 0.09 nm/cm, which gives dpgr = 2.2cm; the GT-CC
grating is 12cm long and has four central peaks with flat delay shape, as required by
the TS-BF design. We have never been able to shift a delay peak while keeping its
shape and leaving unchanged the adjacent peaks: the shape of the delay peaks appear
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Figure 6.14: Simulated GT-CC delay with and without the local index perturbations given in Fig.
6.13. In (a), the effect of the red perturbation curve: the perturbation is smaller than dpspr and the
central delay peak has completely lost its shape while the adjacent peaks are slightly affected by the
perturbation. In (b), the effect of the green perturbation curve: the larger perturbation zone allows
to shift the central peak without distortion, but affects much more the adjacent peaks. The slope due
to the grating chirp is subtracted from the delay curves.

to be sensitive to very small perturbations of the relative phases of the cavities. In the
design of Fig. 6.13, the delay shape is conserved only if the average index perturbation
extends over more than 2.5cm, but the adjacent peaks are heavily distorted. On the
other hand, a perturbation extending over a short grating region leaves the adjacent
channels unchanged but strongly perturb the shape of the tuned channel (see Fig. 6.14).
We tried other chirp values for the grating design, but gratings with very low chirp must
be very long to cover a useful number of FSR. The limit on the grating length is fixed
by the maximum length of the phase mask, which is 14 cm. Within this grating length,
we did not find a satisfying design.

In the following, we propose an alternative solution that is well adapted to multi-
channel applications.

6.6.1 A new design of the TS-BF for multichannel applications

Again, we first describe the single channel design to move later to the multichannel
configuration. The new design for the FBG, and FBGy are shown respectively in figures
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6.15 and 6.16 and is not based any more on coupled cavities. The gratings are designed
to have a flat pass-band amplitude response with a bandwidth of 20 GHz, and a step-like
delay response centered respectively onto the lower and upper modulation sideband of
the optical spectrum. The step is 400 ps, the gratings chirp C' = +0.25nm/cm. The
gratings reflectivity must be lower than -20dB in the out-of-band region, where the
adjacent channels are transmitted: the modulation sidebands of the nearest channels
are 20 GHz aside the carrier frequency of the reference channel. The requirement is even
more stringent because the TS-BF is tuned by shifting the gratings through a thermal or
mechanical stress. Hence, we have to take into account that the grating can be shifted
near to one of the adjacent channel: we imposed a -20 dB reflectivity 17 GHz aside the
optical carrier frequency of the reference channel. The gratings are 89 mm long. Their
modulation index is first calculated using a layer peeling algorithm [207]. Then, the
gratings are multiplied by an apodization window, which is designed to minimize the
grating lengths while maintaining the inband amplitude root mean square (RMS) ripple
and RMS phase ripple (as defined in section 6.7) respectively below 0.1% and 0.02°. All
the simulations described later include the window function. The gratings modulation
index is shown in Fig. 6.17.
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Figure 6.15: Reflectivity and delay of the FBGy. In blue: design goal; in red: actual grating. Green
vertical lines represent the position of the optical carrier and modulation sidebands. Red dotted lines
limit the region of maximum flat response. Black lines are the nearest position of the sidebands of the
adjacent channels.

We can simulate the amplitude and phase maps for this solution, in a similar way
as we did for the GT-CC design, by shifting the gratings delay and amplitude response
shown in figures 6.15 and 6.16. The results are presented in figures 6.18 and 6.19, where
a black line gives the zone of operation of the TS-BF.

The maximum phase retardation range along the secondary diagonal of the map in
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Figure 6.16: Reflectivity and delay of the FBGy . Colors defined as Fig. 6.15.
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Figure 6.17: Simulated modulation index for the FBGL (blue) and FBGy (green). Gray line is
the layer peeling algorithm design, before the application of a window function used to shorten the

gratings.

Modulation index period (nm)

534.4

Fig. 6.19 reach 2.57, as shown in Fig. 6.20.

We tested the design experimentally. Serge Doucet prepared the FBG; and FBGy
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Figure 6.18: Simulated amplitude map of the TS-BF.
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Figure 6.19: Simulated phase map of the T'S-BF.

using two phase sampled phase masks from TeraXion. For the amplitude and phase
map measurements, the gratings were installed in the setup shown in Fig. 6.10: the
grating temperatures were controlled by the means of computer-controlled Peltier cells,
and the control software spanned a two-dimensional matrix of gratings temperature
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Figure 6.20: Phase retardation on the secondary diagonal of Fig. 6.19.

settings. For each setting, the software collected a measurement of the amplitude
of the RF signal carrier at 5GHz, its phase and a measurement of the TS-BF delay
response. The latter is used to relate the temperature values to grating response shift
in frequency. The measured amplitude and phase maps are shown in figures 6.21 and
6.22: there is good agreement with amplitude and phase maps given in figures 6.18 and
6.19. In Fig. 6.23 we show phase retardation that can be reached moving the gratings
along the secondary diagonal of the phase map: the experimental TS-BF under test
allows a maximum retardation of 27 within the same operational region defined by
the red dotted lines in Fig. 6.20. This is due to the imperfect delay response of the
gratings under tests, whose amplitude and delay responses are shown in appendix H. In
Fig. 6.23 we show amplitude response on the main diagonal of 6.22 and 6.21, around a
phase retardation of about 0. In the limit of the spatial resolution of the measurement,
the phase is kept in a range of +5° while the amplitude is attenuated over a range of
more than 6 dB. Moving the grating on the phase map isolines instead of the diagonal
would correct for the effects of grating imperfections and allows a more constant phase
over the amplitude setting range.

The results on this improved design of the TS-BF for multichannel applications are
original and, at the time of writing, they are being submitted for publication.
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Figure 6.21: Experimental measurement of the amplitude map of the TS-BF.
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Figure 6.22: Experimental measurement of the phase map of the TS-BF.
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Figure 6.23: Phase retardation and amplitude response on the secondary diagonal of figures 6.22
and 6.21.
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Figure 6.24: Phase retardation and amplitude response on the primary diagonal of figures 6.22 and
6.21.
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6.6.2 The multichannel configuration

The multichannel TS-BF has the structure shown in Fig. 6.25: the FBGy and FBG,,
are formed by a chain of independent gratings, one for each channel or antenna in the
array. This solution ensures that the channels are independent.

RF signal
‘ generator

C—
Multiwavelength | I =
laser = \
DSB Modulator
Beamformer '
Positive chirp FBGs (Gratings L)
Channels N N-1 ... 2 1
Thermal or 4 port
strefching circulator
controller
b2 NN to ROF
Negative chirp FBGs (Gratings U) ' link

Figure 6.25: The multichannel TS-BF. The signal from a multi-wavelength source is modulated by
a single DSB modulator and filtered. Each wavelength is filtered twice by separated FBGs, which are
part of two chains of concatenated gratings. By adjusting the temperature or by stretching each FBG,
phase and amplitude of the signal on each wavelength can be controlled independently. The TS-BF
is designed to feed a dense WDM ROF system with 25 GHz wavelength spacing, each wavelength
addressing a different element of an array.

The distance between the gratings in the chains does not have to be controlled very
precisely. If the gratings are uniformly spaced, all the channels will accumulate the
same propagation delay while traversing the TS-BF. If the spacing is non-uniform,
some channels will have a higher propagation delay, which corresponds to an excess
phase retardation. However, it is relatively easy to control the positions of the gratings
in the chain with a precision of 5 mm, corresponding to an excess phase retardation of
0.247 (43°), which can be easily compensated by conveniently off-setting the TS-BF
zero phase calibration.

Note that the optical signal can be generated by a multi-wavelength source as the
multi-wavelength fibre lasers proposed by Brochu et al. [141] and Slavik et al. [142].
All the wavelengths are modulated at the same time by a single modulator. Hence, a
multiwavelength laser avoids the need for multiplexing of separated sources, decreasing
the setup complexity.

The beam-former can be placed at the CS before the ROF link: this allows for remote
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control of the array radiation pattern and for minimization of the WTP complexity.

The main disadvantage of the configuration proposed in Fig. 6.25 is that the min-
imum length of the chain is N times the length of a single grating (9cm), which is as
much as 72cm for 8 channels! Such long chains of gratings, along with the actuators
needed for controlling the TS-BF, are surely not easy to package. Shorter gratings can
be designed by reducing the chirp and decreasing the delay step. However, decreasing
the step reduces the phase retardation tunability range: in this design the minimum
step height needed for a phase tunability range of 27 is about 370 ps. Also, the window-
ing function used to limit the length of the gratings can be made tighter, trading-off
the smoothness of the delay response and the flatness of the amplitude response. In
order to have an idea of the minimum possible gratings length, we pushed the design to
its limits by making some compromises on performance (especially the amplitude and
phase ripples as defined in the next section) and we obtained gratings of about 7 cm.
We did not investigate further this problem.

A four channel complete beam-former setup based on the TS-BF in the configuration
given in Fig. 6.25 is currently under test and will be reported by M. E. Mousa Pasandi
in his Master’s degree thesis.

6.7 Phase and amplitude ripples of the TS-BF

As we discussed briefly before, many signal formats used in wireless communications
systems, like wideband code division multiple access (CDMA) (W-CDMA), have strict
requirements on filter phase and amplitude ripples, which must be minimized [208, 209].
In [208], Weigel defines the ripples as root-mean-square values:

Atrms = \ % B/ [%rdﬂ (6.9)
Bome= |5 [1607) = dun (a5 (6.10)

where B is the filter bandwidth, a,,, is the root-mean-square value of the inband
filter amplitude response, Ad,s is unitless, ¢y, is the linearized (for a minimum
root-mean-square error) inband phase, A¢g,,s has angular units. With these defini-
tions, for an I/Q modulated signal Weigel calculates the magnitude of the constellation
error vector (the EVM) caused by the phase and amplitude ripple of the filter:

EVM & 10 - logyo { AaZ,, + [tan (Ag,ms)]”} . (6.11)

We calculated (6.9) and (6.10) for our filter, and the results are reported in Fig. 6.26.
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Figure 6.26: Amplitude and phase ripple. A: amplitude ripple map; B: phase ripple map; C: ampli-
tude ripple along the secondary diagonal; D: phase ripple along the secondary diagonal.

The amplitude ripples along the diagonal, in the operation zone, is always below
0.07%, and the phase ripple below 0.02°: such values of ripple have a negligible im-
pact on the EVM, which stays below -60dB. Note that the ripples worsen around
2 GHz-3 GHz of displacement: in this region, the delay step knees are almost superim-
posed with the modulation sidebands, and the amplitude and phase are affected by the
curvature of the knees. '

It is interesting to check if the TS-BF performance is conserved even if the gratings
have some imperfections in the modulation index, which could stem from slow variation
of the fibre photosensitivity along the gratings, from a poor control over the grating
fabrication process, variations of laser power during the fabrication, imperfections of the
phase mask, and so on. These problems can affect the envelope of the index modulation,
named nac (z), as well as the local average index, npc (z), in a way that can be
expressed by:

N AC perturbed (I) = Nac [1 + n (Z’)] -
(6.12)
NDC perturbed (CC) = Npc (27) + n (l') - max {nAC}

where 7 is a random process describing the perturbation along the gratings. These
definitions of the perturbation come from the experimental experience accumulated in
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our research group®. Assuming 7 to have a uniform distribution in a range of +5%
and a maximum spatial period of about 1 mm, we simulated the impact of the index
imperfections on the amplitude and phase ripple. We calculated the ripple values for 100
independent realizations of 7: the results are reported in figures 6.27 and 6.28 where,
for each grating displacement, we show a column of color shaded points representing
the histogram of the values of ripples calculated for all the realizations of .  We fitted
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Figure 6.27: Amplitude ripple in presence of random errors in the modulation index of FBGy and
FBGy,.

the ripple histogram for each grating displacement value using a Chi distribution and
we inferred a 95% interval of confidence, which can be considered an estimate of the
maximum ripple. From figures 6.27 and 6.28, we see that the maximum value for the
95% confidence interval is about 0.35% for the amplitude and 0.04° for the phase. From
(6.11), with such ripple values, the EVM is about -47dB, still a very low value. The
W-CDMA standard requires an EVM below -15dB.

In conclusion, this proposed design for the TS-BF appears to be robust to fabri-
cation imperfections. We did not measured the phase and amplitude ripples of the
experimental TS-BF.

2Serge Doucet, private communication, and [210].
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Figure 6.28: Phase ripple in presence of random errors in the modulation index of FBGy and FBG ..

6.8 Conclusions

In 