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Abstract 

A computer code was developed to implement a numerical model that predicts the 

temperature field in and around the core and windings of a nstural-convection-cooled 

distribution trdormer.  The computer code also predicts the t w c d m e o n a l  flow 

of t r d o n n e r  oil around the core and windings of a trandormer. A key feature of 

the presented mode1 is its detailed treatrnent of the geometry in two dimensions. The 

model requires detailed information about the t r d o m e r  geometry and materials 

so that it can predict the effect they have on the temperature field within the trans- 

former. A solver was developed based on the additive correction multigrid solver 

algorithm so that it could solve this conjugate heat kansfer problem. 

The mathematical model consisteci of a set of differential equations expressing 

consemation of mass, momentum, and energy, over a Cartesian domain. The fluid was 

ammed to have Newtonim and !aminar flow characteristics. The energy equation 

was modified to dow for conjugate heat tramder befween a solid and the mmounding 

fluid. A method for modelling the windings as a homogeneous material was also 

introduced. The transport equations were discretized using a hite volume approach, 

and the pressure-velocity couphg waa handled using the SIMPLEC algorithm. 

A series of tests were performed to validate the computer code. Then the code 

was compareci ageinst another transformer model to show that it could mode1 the 

general transient temperature trends. A parametric study was conducted to show the 

effect of two ambient conditions, asid the efféct of ha* the oil viscosity rnodded 

as  a function of temperature, on the solutions. The effect of modelling the core and 

windings as a homogeneous region was also explored. 

The code was then tested agsinst the ANS1 losding guides for overloads. The 

results showed that although the maximum hotspot temperatures by the code were 

relatively close to those predicted by the loading guides, the maximum oil temper- 



ature predicted was much lower than ANSI. The diffaence between the maximum 

temperatures was decreased when variable viscosity was employed. 
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Chapter 1 

Introduction 

1.1 Overview 

Electric utilities use power station generators to produce ele~tncd power. The volt- 

age level V&Ties in the process of conveying the elec~cal power £rom the generating 

station to the consumer. A transformer at the power station is used to increase, 

or 'step up', the voltage and then tr~fl~mission ünes convey the electrical energy to 

a substation. The tramdomer, or transfomers, at the substation reduce, or 'step 

down', the voltage. Once the voltage is down to distribution levels, the electrical 

energy is distributeci to customers via a distribution grid [7]. 

~&flSformers are stationary devices capable of converting alternating current (AC) 

energy from one voltage level to another. While power tramformers aid in the trans- 

mission and subtransmiaoion of high voltages, distribution transfomers reduce the 

voltage, m i d y  between 4 kV and 35 kV, to a level used by the customer (480 V 

or lese). 

Figure 1.1 shows the main components of a naturel convection oil-cooled, distri- 

bution transformer. The transformer consists of a closed magnetic circuit (the cote) 



Figure 1.1: Simplifieci cross-section of a naturd convection oil-cooled distribution 

transformer. 

with hm coils, or windings, of insulateci conductors wound around the core. The cm- 

rent in the input, or primaiy, coil creates a magnetic field. This field induces 8 voltage 

across the output, or secondary mil. The secondary coil of a distribution transformer 

is designed to deliver energy at a lower level of voltage relative to the input voltage. 

For a distribution transformer, the hi& voltage winding is the p r i m q  coil and the 

low voltage winding is the secondery COL The low and high voltage windiags are 

shown in Figure 1.2. 

As the current passes through the copper or dttminum windings, energy is lost 



Figure 1.2: Relative location of the high (prirnary) and low (secondary) voltage wind- 

ings . 

because of electrical resistance power losses (Power = current2 x Resistanee). The 

energy losses raise the temperature of the windings. Various methods of dissipating 

energy to the surroundings are employed to cool the windings. The temperature rise 

is controlled by tramferring energy generated h m  the transformer to a cooling fluid, 

such as oil or air. 

Excess heating accelerates the aging of the transformer insulation. When the oü- 

paper indation is subjected to themd stress, the oil and papa components of the 

insulation may be irreversibly damaged. The thermal stress reduces the mechanical 

and dielectric performance of the insulation [22]. 

There is a need to optimize the design and application of t r d o m e r s .  Manufac- 

turer~ and utilities try to d u c e  the capital and operational costs of trdormers.  

Since modem transformers axe believed to be underrated and therefore possess some 



inherent reserve capacity beyond the nameplate rating, meny utilities wish to es- 

tablish higher loading capability limits for either operation during normal system 

conditions, during emergencies, or both. Although the th- phenornena within a 

t r d o m e r  are not M y  understood, trdormers are used welI above theh name 

plate ratings. The risk is felt to be acceptable and justiiied in order to rn-e the 

economic capacity of a transformer [40]. 

While attempting to maintain the trandormer's elecfrical performance, the de- 

signers mu& try to decrease the weight of the trdormer and to increase the heat 

t r d e r  from the windings and core. The size and position of the core and windings, 

the volume of oil, and the s h  of the tank ail a f f i x e  the rate at which heat is removed 

from the windings. Ducts aie usudy placed within the windings to increase the heat 

trander by allowing the oil to flow over more winding surface area. The conducting 

and insulating materials may vary in composition and proportion between transfonn- 

ers. The design of the transformer must also account for chmges in the ambient 

conditions, including parameters such as incident solar radiation, and ambient tem- 

perature and air flow. The load on the transformer may be either constant, or cycle 

over a period of time. 

1.2 Literature Review 

In order to provide some background to the present work, a review of previous reseaxch 

is given in this section. The section begins by giving an o v e ~ e w  of existing iitera- 

tue. A literature review is then given for each type of investigation: experimental, 

correlation modeis, lumped models, equivalent circuit models, and finite element and 

finite Merence based models. This is fo11od by a review of the detailed theoretical 

work done on the transformer components. 



1.2.1 Overview of Previous Work 

There have b e n  several models derived to predict the hotspot temperature of the 

t r d o r m e r  windings. These models range £kom simple correlations to complicated 

tbreeciimensional finite element models. Since it is difficult ta obtaia direct measun+ 

ments of the hotspot temperature, no models have been thoroughly dda ted .  

Prwious research xrmy be grouped into five categories. They are experimental 

work, trandormer correlations, lumped models, equident circuit models, and finte 

element and finite dinerence models. An example of a transformer correlation is the 

ANS1 loading guide [3]. Correlation models tend to simpiify the problern to the point 

where changes in the geometry have Little d e c t  on the overd solution. Lumped 

models improve upon t r d o m e r  correlations, but they still do not account for the 

exact physical dimensions of the t rdormer.  Coupled flow and thermal circuits 

take the principles of lumped models a step hirther by including more transformer 

components in the model. In those models, attempts are made to include the efFects 

of the coolant flow around the core and windings and through the ducts. Detded 

numerical models in the litetature further divide the model but they still do not 

calculate the detailed oil flow field around the tramformer. 

It is di.fficult to determine experimentdy the temperature field within the trans- 

former tank. When sensors are inserted into the transformer they disturb the nor- 

mal winding constmction and therefore alter the thermal properties of the windings. 

Cornputer modele can help in the prediction of the temperature field. Although most 

models give overd values such as hotspot temperature and top oil temperature, a 

detailed numerical solution may help to improve the design. Past cornputer models 

have divided the transformer into small sections and produced an appr-ate solu- 

tion using a finite element method, but these computet modek only use correlations 

to model the convective heat losa fiom the core and windings to the oii, fiom the oil 
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to the tank walls, and nom the tank walls to the environment. 

The following subsections present brief descriptions of the exbting solution meth- 

ods used to study the temperature, velocity, and pressure fields within trdormets.  

1.2.2 Experimental Investigations 

The multifiow method presented by Carruthers and Norris [IO] in 1969 determined the 

hottest-spot temperature based on measurements made during a single temperature 

rise test on a tramformer. Their work showed that the multifiow method would 

d o w  for higher average winding-temperature rises without any increase in either the 

hottestspot temperature or the hottestoi1 temperature. Rele and Palmer [57] devel- 

oped an irnprovd method of measuring and calculating temperature rise test data 

by statistical curve fitting the data. The method developed gave better agreement 

between memuement and calculatecl results than previous methods. 

Aubin et al. [4] developed new methods for measuring the hottest spot temperature 

in a power transformer. Several methoàs were considered, but only two measuring 

approaches were selected for testing. The first method used a heat degradable com- 

pound which was added to the trailsormer oil. A disadmntage of this method is the 

tendency for the compound to deposit on the whdings since it could oot be dissolveci 

by the oil. The second method involved taltllig an oil sample from the cooling ducts. 

A Teflon tube piped the oil away to a location where the temperature could be mea- 

sured with a thermocouple. This method required that the hottest spot location must 

be known in advance. 

In 1981, Beavers [6] showed that hot-resistance measurements can be used to 

detennine the effective oil temperature and t h e  constant of each individual winding, 

as well as the winding temperature at the instant of shutdown. The method Beavers 

described sssumed that the windings cool exponentidy fiom the highest average 



temperature, at the instant of shutdown, to the average oil temperature. The r d t s  

of hie mode1 agreed closely with the Americm Standards Association Test Code. 

Bucban [8] reported that the presence of hot spots can be detected by the con- 

tinuous meesurement of dissoIved carbon &&de gaa in the trandormer oiL The 

production of carbon dimade fiom the oil/paper insulation speeds up dramaticdy at 

a threshold temperature of 140°C. 

McNutt et al. (401 embedded fiber optic temperature sensors directly witbin the 

windings of a large aut~trandormer to measure hot spot temperatures d e r  a va- 

nety of loading conditions. The experiment demonstrated that accurate conductor 

temperature data can be obtained, but that probe insertion methods are critical. 

The data calculated c m  be used with indusfry loading guide equations (ANSI/IEEE 

C5 7.92-198 1) to improve the prediction under any loading conditions. 

Pierce [47] conducted a comprehensive thermal test program on a 2000 kVA cast 

resin dry type transformer. Three hundred embedded thermocouples were used to 

determine the hottest spot temperature and to obtain data to develop mathematical 

models. The test data indicated that the hottest spot temperature dowance used 

in the IEC stsndatd is too low, and the IEEE standard appears conservative up 

to a 115OC average winding temperature rise. The data indicated that the ratio 

of hottest spot temperature rise to average temperature rise at diErnent loads only 

mried slightly. Pierce recommended that the ratio be Merent between self-cooled 

and forced-air transformers. The t h e  constants were also found to be digerent for 

the high voltage winding and the low voltage winding. 

Dooher and Elliott [16] measuted the transient and steady-state responses of a 

three-phase 30-MVA (megavoltampere) natural convection type, non-directed flow 

power transformer. The temperature responses were measured under two oü cooüng 

conditions - natural air (OA) and forced air convection (FA) - and under a third 



condition with a forced oil auxiliary cooling system (FOA). The r d t s  show that 

the industry loading guide equations developed by IEEE (ANS1 C57.92-1981) do not 

provide accurate wïnding temperature predictions under these conditions. The data 

&O showed that the top oil temperature is not an efhctive indicator of transformer 

operating conditions. The temperature in the windings was found to vary nonlinearly 

from bottom to top. The aiudiary cooler signisczmtly reduced winding temperatures, 

but the oil flow must be optimized to mmhize heat transfer. Dooher and Elliott 

bally conclude that an auxiliary cooling device can safely extend the rating of a large 

core-type t rdormer  beyond its nameplate rating. 

Nauert (441 mentions that by 1994, Union Electric Co. (U.E.) stopped using only 

a single specihtion of nameplate rating for a tramformer. htead they now specifiy 

losd profile, ambient temperature, acceptance criteria, and the meam of evaluation. 

Lahoti and Flowers [36] developed an evaluation of trandormer Ioading capabiüties, 

including the combined effect of thermal aging of insulation, short circuit stresses, 

and transient ovemltages, as weil as limitations on the transformer components 

other than the windings. 

Several resea~chers have investigated the effect of subzero temperatures on trans- 

former~. Barrios and Coucil [5] presented a method for establishing winter loading 

guidelines based on data coliected from several overloaded transformer n u ~ s  at diffa- 

ent ambient temperatures. Eastgate [18] examinecl the dect  of subzero transformer 

operation by Nnning detailed heating cycles for a typical range of distribution trans- 

former~. They concluded that oil-immersed t rdormers  may be freely used down 

to temperatures of -20°C. Operation in cooler temperatures may be cause for con- 

cem. Au Yeung and Walker [66] vslidated the extrapolation of the ANS1 guidelines 

on the lots of insulation Me of distribution transfomers during cold load pickup at 

low smbient temperatures. After testing the transfomers 8t ambient temperatures 

between 0°C and -40°C the researchers concluded that the ANSI guidelines are con- 



servstive when predicting transformer life expectancy at low ambient temperatures. 

Lampe P7] explorecl the use of power trdormers and shunt reactors at tempera- 

t u e s  below -50°C, and concluded that cold starts should be avoided and that only 

approved naphtenic oils with low viscosity shouid be used. For distribution trandorm- 

ers, Miller et al. [41] attempted to predict the cold load peak duration produced fÎom 

electricdy heated homes after a power outage. A Yumped heat" capacitsf method is 

used to predict the magnitude of the cold load peak for a given home. A hypothetical 

subdivision of ten homes of various sizes was modelied, and the effect of the cold load 

on a 100 kW distribution trardormer was determined. 

The experimental results found in literature tend not to contain enough informa- 

tion to be used in a numerical model. For the present mrk, the important information 

that can be gleaued fiom these sources is that top oil is not a good indicator of hot 

spot temperature, and that each winding has a different time constant. 

1.2.3 Correlation Models 

A simple tramdomer model is made up of a set of correlations. The correlations may 

model transient and steady-state conditions using the results of previously tested 

models. The most well known set of trandormer correlations is the ANS1 Standards 

[3]. These loading guides are used to estimate the topoil rise, the hottest-spot tem- 

perature, and the percent loss of life of the transformer based on the transformer 

nameplate rating, ratio of losses between the windings and the core, time constant of 

the t r d o r m e r  unit, the hotteet-spot conductor temperature rise over oil, and the 

load profile expected to act on the unit. 

Although the ANS1 Standards are widely used, the loading guide approximations 

cause transfomers to be over designed (481. The temperatures predicted by the ANS1 

guide are d l  above the actual dues.  In an attempt to iacrease the accuracy of the 



standards, many modifications have been published. Pierce wrote several papers 

describing his improvements to the ANS1 Iosding guides. These modified loading 

guides accounted for oil viscosity and electrical resistance dumghg with temperature, 

cooling duct oil rise, and the hot spot location [q. An experiment was conducted 

on a full size winding assembly imbedded with thermocouples. The results of the 

experiment were used to improve the eJcisting winding loading guides. 

Another modifiecl prediction model was designed by Pierce (52, 49, 531 based on 

andysis end testing to account for the type of l iq~d coolant, cooling mode, winding 

duct oil temperature rise, resistance and viscosity changes, and ambient temperature 

and load changes during a load cycle. The equations malce use of both the top and 

bottom oil temperature rises. They were dareloped baseà on fluid flow and heat 

transfer principles. The improved loading equations give a more accurate method of 

predicting liquid and winding hottest spot temperatures in liquid-Wed tramformets 

during transient loading conditions. The improved loading equations predict more 

loading capacity for non-directed FOA units, and lem loading capability for FA rated 

units during hi& short duration overloads. The equations were verifid using test 

data. With this model, Pierce attempted to account for the time lag between the 

top oil temperature rise and the oil temperature rise in the winding cooling ducts by 

using a transient forward marching finite Merence calculetion procedure. 

Pierce [50] also reported that six full size test windings were manufactured with 

imbedded thermocouples. On these windings, 133 test runs were performed to obtain 

temperature rise data. Pierce suggests that a corntant ratio of hottest-spot winding 

temperature rise to average winding temperature rise should be used in product stan- 

dards for the indation temperature classes. A ratio of 1.5 is mggestecl for ventilated 

dry type transformers above 500 kVA. Düferent hottest spot temperature allowances 

should be used for ventiiated dry type transformers 500 kVA and below. 
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In 1984, Buchan and Green [9] suggested that the constants used by the ANSI 

loading guides needed to be modifiecl. They developed new constants based on their 

theoretical work to make a more versatile and accurate rnodel. A theoreticai analysis 

of heat input and heat flow by conduction, convection, and radiation, provided a 

guide for adjusting the ANS1 model. Heat nin tests were performed on four different 

transfomers - three with a 10 kVA ratings and one with a 25 kVA rating. Their 

experimental work showed that they improved the ANS1 loading guides from an 

accuracy of f 10°C to within HOC of rneasured results. They alw describe the 

development of a more versatile and accurate model. 

In 1983, Wilde [63] analyzed the characteristics of residential customer loads and 

determined the effect of these loads at low ambient temperatures. A kst order 

thermal model is wed. Two outages during the winter of 1982 on the Ottawa Hydro 

system were used to validate the model. 

1.2.4 Lumped Models 

Several researchers have tried to improve upon the predictions of the ANS1 loading 

guides by designing lumped models. The model consists of several components, and 

energy conservation is applied to each part. The model is c d e d  "lumped" because 

the entire system is the sum of a few homogeneous, isotropic components. The 

isotropic components may represent many @er nonhomogeneous objects that are 

lumped together to simpiiIy the problem. For instsnce, the windings that are made 

up of the conducting material, oïl, and ineulating paper, are lumped together for 

purpose of simplifying the model. The set of energy bahce equations is used to 

model the transient heat t r d e r  once the appropriate boundary conditions have 

been prescribed. 

Allen and Childs [2] designed a disc type windings transformer model made up 



of thermal and fluid fiow circuits. The t h e d  model presented contained several 

finite dinerence and lumped models that are connecteci by a thermal circuit. The 

electrical d o g u e  network calculates the oil flow rate in the duct circuits. The two 

circuits are solved by iteration. Wen and Childs found very good agreement when 

they compareci their model with their experimental results. 

In 1990, Alegi and Black [1] devdoped a thermal model for predicting the real- 

time temperatures of an ail-immersed, forced-air cooled transformer. The t h e r d  

mode1 consisted of a set of three differentid equatiom that were used to solve for 

the timmmying temperatures of the core and coil assembly, the oil, and the tank. 

Ekpressions for the convection heat t r d e r  coefficients are used between the compo- 

nents even though these correlations are only for steady-state problems. Heat trensfer 

by incident sol= radiation, thermai radiation exchange with the environment, and 

ambient convection cooling the tank and the cooling tubes, are ail included in the 

model. Only the experimental r d t s  for a 75 kVA transformer were used to validate 

the theory. The model was tested with two step loads, each applied &ter the tram- 

former achieved a steady-state condition. The nui was performed indoors without 

a cooling sssembly, and without incident solar radiation on the transformer. The 

predicted results for the run were consemtive by approucimately 5% at steady state 

when compared with the temperature measurements. The model was then used to 

analyze a 5,OM kVA t rdormer  nui for a 24 hour load cycle. T h  trensformer had 

a cooling essembly and was exposed to incident solar radiation. 

1.2.5 Equivalent Circuit Models 

An improvement on the lumped sum model is the equivalent circuit model. The 

transformer components are divided up into smaller pieces so that the temperature 

can be predicted in more detail. Each piece is coupled by the heat transfer and 



convective flow between the pieces. 

Imr.e et al. [29] modelled the coupled problem by designing both a mass flow and 

a heat flow nehvork to determine the steady state temperature field in a natwally oil- 

cooled disc-type trandormet. While the msas network was for non-isothermal flow 

conditions, the heat flow network model of the coil was prepared so that the heat 

capacitance of the cooling media flow corresponded to the branch fluxes in the mass 

flow network. The networks were s o l d  together by iteration. 

Yhmagucbi et al. [65] presented another method of calculating the flow rates of 

circulating OU in seScooled trdormers. The flow rate is calculateci by equating the 

pressure loss with the thermal drivhg force in a circulating loop. The pressure loss 

and the velocity distribution in the horizontal ducts were calculatecl using an oil flow 

circuit in the winding. The calcuisted and mea,sured results agreed within 15% when 

compared with a testing apparatus. 

In 1984 Lindsay (391 modelled an oil-filled transformer es a f%h order system. 

The transformer was considered to consist of five parts: the high voltage windings, 

the low voltage windings, the core, the oil, and the tank. A systematic procedure was 

developed to determine the eight thermal conductances of its analogous circuit. The 

thermal conduct80ces varied as a function of the mean temperature rise of the oil. The 

model was set up to predict the response of a transformer to a typical daily load cycle. 

The model waa tested on the steady-state simulations of two identical pole-mounted 

transfomers rated at 10 kVA, 2301115 V. The predicted nse in temperatures agreed 

well with the actual values, even when the load was changing rapidly. The weakness 

of this model is that the thermal conductances must be obtahed as a function of 

the mean oil temperature rise through previous experimental results on a specific 

transformer. 



1.2.6 Finite Element and Finite DifFerence Models 

F i t e  element or finite Merence models represent a further tefinement of the equiv- 

dent circuits modele. The t r d o m e r ,  tank, and 02, are broken d o m  further into 

d e r  elements or volumes. Although differing in mathematical approach, each 

method defines a s d e r  region ( d e r  than the lumped model) called a finite de 

ment or a control volume. A goveming Merentid equation is solved discretely over 

all the smaller regions to get a higher res01ution of the local temperatute field. This 

method is tllso used to calculate the details of the fluid flow. 

Szpiro et al. (611 only modelled the flow of the trandomer coolant through disc 

winding sections of five and eight ducts. The model uses two-dimensional Cartesian 

momentum and the maps conservation equations. The flow is calculated using the 

stream function-vorticity method. A central dinerence finite Merence apprdmation 

is used for the fwo-dimensional flow calculatiom in the ducts. 

Hwang et al. [28] compared winding temperature predictions fiom a nnite element 

based method with the measured values of a 10 kVA oil-irnmersed wirewound single 

phase distribution tramformer. The r d t s  of several 60 Hz tests validated the pre- 

diction algorithm and illustrateci that the position of the hot-spot remains b a s i d y  

unchangecl when harmonica are introduced in the numerical modei. 

Douglas and Jessee [45] presented theh own model for analyzuig high-frequency 

transfomers in 1992. Their model is baseù on the sirnultmeous solution of coupled, 

nonlinear thermal and electromagnetic equations. The trensfonner is modelled as 

two-dimensionai and mrisymmettic. Natural convection in the air gaps between the 

windings and the core is neglected- A qd-s teady formulation of the heat-conduction 

equation eliminAted the tirne dependency of the thermal problem. 

In 1994, Carstea [Il] developed a finite element method for calcdating the tem- 

perature field in nahval and forced flow, oil-immersed trandormers. Cylindrical 



coordinates were used to model the steady-date temperature rise of the trami&ormer 

windings. The heat t r d e r  within the ducts was 8ssumed to be by conduction only. 

Convection heat t r d e r  from the core and the windings to the oil was modelled by 

a correlation that employs an average N d t  number. Radiation heat t r d e r  was 

neglwted, but the model acmunted for oil property chsnges with temperature. 

Pierce [51] presented a three-dimensional finite difference modd for the thermal 

conduction within a transformer core and windings. Three dinerent thermal conduc- 

tivities were used to represent the nonhomogeneous nature of the windings. The code 

accounted for radiation and convection ushg correlations for heat trader from the 

windings and the core to the oil. Test data from six layer type test windings and a 

three phase 2500 kVA prototype was used to refine the model. The purpose of the 

windiogs test was to obtain a correlation for the local heat t r d e r  coefficient in the 

coolbg duct S. 

1.2.7 Detailed Theoretical Analysis of Pansformer 

Component s 

There has ben extensive resecuch conducted for each trawformer component. Infor- 

mation about components, such as duct heat transfer and oil properties, is important 

to the understanding of the t r do rmer  heat transfer physics. This section gives a 

brief o v e ~ e w  of the work in this field. 

Stenkvist [59] decribed the oil flow in large oil-immersed transformers. Both forced 

oil cooling and naturd oil cooiing were described in detail, based on experimental 

results. An attempt wes made to explai. the behavior of the oiI flow. 

Langhame et al. [38] compared the test results of a reference naphthenic oil and 

an experimental paraihic oil at low temperatures. The test results show that the 

viscous properties of the parrafnnic oil are unacceptable for use below -20°C. 
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Kunes [34] conducted several tests to obtain data on the characteristics of ther- 

mosiphon oil flow in tramdomers. The paper reports that there is a correlation 

between the relative elevation of the heat source and the heat sink, and the topto- 

bottom oil temperature merence. Good oïl circulation occm when the transformer 

core-andeoïl assembly is positioned low in the t d .  The tests confirm that when the 

transformer is positioned high in the tank, poor oil circulation results in high topt* 

bottom oil temperature diffaences and a high hot-spot temperature rise. K u .  also 

states that only the oil adjacent to the hot and cold surfaces is active in heating and 

cooling the oii. The bulk of the oil does not t h  an active role in the heat transfer 

process. A recommendation to reduce the central oil column is given. 

Taylor et al. [62] studied the heattrdfer properties of cooling ducts in naturd 

convection transformer coils. Two types of windings were investigated: vertical-layer 

winding and disc winding. Taylor et al. stated that their data may be used to predict 

the hot-spot temperature of a trandormer in service. 

Moore [43] discussed in detail the radiation exchange between the environment 

aad a comgated body such as a transformer tank. Moore concerned himself with 

finding the totd radiation pet unit length from a rectengular dot that is infinitely 

long, 2 inches wide, and 8 inches deep. 

Montsinger and Wetherill [42] validateci some test results on transfomers sub 

jected to service conditions using radiation theory. The test results show no advan- 

tage for light colors on lowering the t rdormer  temperatures in a hot climate. The 

radiation calculations accounted for the ratio of the area of the surface exposed to the 

s u n  to the total surface dissipating energy, the ciifference in thermal capacities, and 

the case where the test piece is also dissipating energy. Montsinger and Wetherill con- 

cluded that the color of the tank paint may only affect the t rdormer  temperature 

by one or two degrees centigrade when the trdormer operates in direct sunlight. 



Gupta et al. (221 mmmarhed the state of insulation aging about insulation life 

and remaiaing life of operating power transformem. Aging mechsnisms such as ther- 

mal, dectricai, mechanid, and environmental are summarized, as d as general 

information about the prediction of insulation Me. 

Rele [56] reviewed the basic principIes of t rdomer  thermal design. The focus 

was to reduce the cost of cooling the t r d o t m e r  without exceeding temperature 

limits. Rele presented calculations assuming that the top oil temperature in every 

winding is the same as the top oil temperature in the tank. Experiments were per- 

fomed on a 49 MVA singlephase prototype tramidormer. 

1.3 Scope and Objectives 

There are many models attempting to predict the phenornena inside the t~ansformer. 

Some are based on correlations, simplifying the geometry of the problem and reduc- 

ing the panuneters to one t h e  constant. Lumped-sum models improve upon these 

approximations but still oversimpiify the transformer model by not accounting for the 

position of the tramdonner relative to the bu& of the oil coolant and the tank, and by 

considering only one temperature to be repreaentative of a whole region. Equident 

circuit models couple the heat fluxes between components, and some even attempt to 

account for the fluid flow, but they do not contain enough detail of the transformer 

to properly capture the thermal behavior of the system. Previous work with finite 

element and hite ciifference models has attempted to model the traneformer with 

more precision by accounting for the physical dimensions of the core and windings. 

However, none of these models has accmately resolved the flow of oil amund the 

core and windings simult~eously with a temperature field calculation. The flow of 

oïi is the principle medium of energy dissipation. A more accurate prediction of oil 

flow and heat transfer in the oil should significantly improve the trandormer thermal 



model. 

Although there are many models to predict either the average or hotspot tem- 

peratures of transformers, they d neglect the efkt of maay geometric details and 

thermal properties. But even with their considerable assumptions some models still 

produce reasonab1e hotspot temperature predictions. Nevertheless, a detailed model 

is needed to improve the accuracy of hotspot temperature and location predictions 

so that manuf'turers and utility companies can economidy meJamize the use of a 

transformer, and designers can aasess the eftect of geomeQic and material changes. 

The ob jectîve of the thesis is to develop a transformer model that improves the 

prediction of hot spot temperatures within the distribution transformer. The oil 

flow field mu& be calculatecl in conjunction with the temperature field of the entire 

transformer in order to simulate the conjugated heat t r ade r  problem. The modelling 

method must be able to calculate the transient response of the transformer to vaxious 

load and ambient conditions. The model must also be able to predict the effect of 

winding geometry, tank s k ,  and difkent insulating materiah, including the oil me, 
on the hotspot temperature. 

There are many parameters that must be considered in the thermal design of a 

t rdormer .  These parameters include the geometry of the tank and the transformer, 

the thermal and phygical properties of the cooiing fluid, the core, and the windings and 

their insulating materid, and the ambient conditions. Designing a trandomer model 

that can simulate the t h e r d  effect of every dimension of the transformer would take a 

prohibitive amount of cornputer tirne. Therefore, the scope of the thesis was narrowed 

to s impw the modelling and andpis of a transformer nin. Figure 1.3 defines the 

key dimensions of the naturally 02-cooled distribution tramdomer studied in this 

work. The cross-section shown does not represent the crospsection throughout the 

t r d o n n e r ,  but instead it corresponds to the croswectiona.1 slice shown in Figure 1.4. 
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Figure 1.3: Dimension nomenclature for the naturdy oil-cooled pole-mounted distri- 

bution transformer cross-section. 

This slice may be used to model an entire trandormer because it demonstrates a l l  the 

heat t r d e r  modes fond within the entire naturdy-cooled transformer msembly. It 

is assurneci that this simplified model of the trdormer will be a reasonable starting 

point for the development of a detailed model. 

Figure 1.5 shows a magnified view of a trandormer windings crosa-section to 

illustrate the individual dimensions of each winding and the ducts. The geometries 

and properties of the windings play an important role in determiriing the temperature 



Tank 

Figure 1.4: Several views of an oil-immersed distribution trIUlSfomer. 
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field. The mode1 must be sensitive to these parameters since they may dt the 

hotspot temperature and location. 

Figure 1.5: Magnified vïew of the trdormer windings cross-section. 



The remainder of this thesis is arranged as follows: Chapter 2 presents the mathe- 

matical modd based on the NavieterStokes and energy conservation equations in two 

dimensions. The theory behind the solid regions and the buoyancy force acting on 

the fluid is introduced. 

Chapter 3 presents the method used to generate the computational grids used 

in this work. The basic nomenclature of the grid system, and a general method of 

specifjhg the control volumes within grid regions, is d d b e d .  

Chapter 4 describes the numerid model. The integration of the govemhg qua- 

tions and the derivation of the algebraic equation set are presented. There is a detaüed 

discussion given for each of the eqyation terms. A method of coupling the temper- 

ature and velocity fields is described in detail. Special regions within the grid that 

represent the soli& are also discussed. 

Chapter 5 presents an explanation of the numerical solution method. The solvers 

that were used are discussed, including modifications done to the additive correction 

multigrid solver. 

Chapter 6 presents test problems used to validate the cornputer code. Problems 

with known results or published solutions are solved. Each test is chosen to validate 

particular aspects of the code end the methods used. This chapter also details the 

steps that were taken to d e  sure that the code could solve the specified transformer 

model. 

Chapter 7 presents and discusses the results of the transformer application. The 

chapter shows the model simplifications and assumptions used for the thesis and 

presents and discusses the results of the simulations performed. 

Chapter 8 provides a summary of the main r d t s  in this work and draws relevant 





Chapter 2 

The Mat hemat ical Mode1 

2.1 Introduction 

The fluid flow and heat t rader  in a t r d o r m e r  is modded in this work using the 

Navier-Stokes equations for incompressible flow, and the conservation of energy equa- 

tion. The mathematical mode1 used in the thesis consists of four equations: energy 

conservation, U and V-momentum conservation, and mass conservation. The solution 

of the energy equation produces the temperature field, and the momentum equations 

determine the velocities in the fluid. The mess consenration equation ensures that 

fluid entering a control volume also leaves the control volume and is used as the 

constraint on pressure. 

The equations are restricted to two-dimensional, incompressible, laminar flow of 

a Newtonian fluid. The properties axe held constant except in selected cases where 

the oil viscosity is prescribed as a function of temperature. 



2.2 Governing Equat ions 

The energy conservation equation is given by Equation (2.1). The first term on the 

Mt-hand side of the energy conservation equation represents the energy storage. The 

second and third terms represent the advection of energy ôy the moving fluid. On 

the right hand side of the equation, the first two terms are the energy dinusion te-, 

and the last term represents the energy generation per unit volume. 

The momentum consemtion equations in twmdimensions, Equations (2.2) and (2.3), 

are used to calculate the velocity fields. The first term in each equation represents 

the change in momentum over t h e .  The second and third tenns on the leRhand side 

of the equations represent the adwction of momentum. The kst two terms on the 

right-hand side of the equations account for the net viscous forces, and the third term 

represents the pressure forces. The lad term of the y direction momentum equation 

represents the bouyancy force used when solvbg a n a t d  convection probiem. 

Natural convection is the body force driving fluid flow within a naturally oil- 

cooled transformer. A bouyancy force is the net effet of body forces acting on a 

fluid in which there are density gradients. For this model, the density gradient is 

induced by a temperature gradient in the Buid, and the body force is due to the 



gravitational field, g, acting in the negative y direction. The bouyancy force in the 

y direction momentum equation is modelled by using the Boussinesq approximation. 

In that term, p, is the average 0uid density, fl  P the thermal coefEicient of volurne 

expamion, and T, is the average fluid temperature. 

Equation (2.4) is the continuity equation. In that eqgatino, the first term accounts 

for the mass &orage, and the other two terms describe the change of m a ~ s  flow in 

both the z and y directions, respectively. 

2.3 General Boundary Conditions 

Boundary conditions are necessq  to solve the four differential equations. Four 

boundary conditions are needed to define the hm-dimensional domain for each qua- 

tion because the U, V, and T equations have elliptic fonns. EUiptic phenornena are 

such that the conditions at a given location are influenced by changea in conditions 

on either side of that location. 

There are t h e  types of boundary conditions that are common to most heat 

transfer models: Dirichlet, Neumann, and Newton boundw conditions. Dirichlet 

boundq conditions exbt when the boundary value or function is specified. For the 

energy equation, it is expressed as 

Similiarly, for vdocity it is expressed as 
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for each of the U-velocity and V-velocity momentum eqgations respectively. 

The Neumann boundary condition specifies the field gradient on the boundary. 

In the energy equation the heat flux, qU,, et the b o u n d a ~ ~  is expressed as 

For velocity, the Neumann boundsry condition is e x p r d  as the spacial change of 

velocity at the boundary. 

These conditions are often used to specify symmetry and fully developed flow by 

set ting the velocity gradient to zero. 

Finally the Newton, or mixed, boundary condition describes the relationship be- 

tween the gradient and the specified value. Only the energy equation uses this bound- 

ary condition type because it can be used to specify energy convection at the outside 

surface of the domain. Convective heat transfer at a boundary is specified by the 

equation, 

Cr dg = -k-( 
dz = ha (Tb - Tm) 

2.4 Tcansformer Mode1 Boundary 

Condit ions 

Figure 2.1 shows the boundary conditions of the transformer model. The bottom, 

top, and reight side are modelled using a Newton boundary condition. Although the 

top, bottom, and right aide all shara the seme ambient temperature, each has its 

own convection coefficient. The left side is modelled as insulateci since symmetry is 

implemented to simplify the model. Therefore, the left side is a Neurnan boundary 

condition with the predbed heat flux equal to zero. 



Figure 2.1: Extemal boundary conditions for the t r d o m e r  model. 

2.5 Infernal Boundary Conditions 

A conjugate heat transfer problem is defined as one consisthg of both fluid and solid 

regions. The energy distribution within the solid is dependent on the energy distribu- 

tion in the fluid, and vice versa. A solid region is defiaed ss a region through which 

thermal energy is exchangeci only by conduction. The transformer model consists of 

solid regions that represent the core and the windings. The rest of the domain is 

made up of the transformer oil. 

2.5.1 Energy Equation 

The energy equation does not need to differentiate between a solid and a fluid as 

long es the correct thermal properties are used. Energy is conserved acnws the solid- 



fluid interfhce and the temperature is continuous at the interface. T h d  contact 

resistsnce is neglected. 

Figure 2.2: Int mal  boundaxy conditions for Bow dong solid regions. 

2.5.2 Momentum Equations 

The momentum and continuity equations are ody solved in the Buid regions because 

there is no motion in the solid region. The interna1 boundq conditions are imposed 

on the surf'e of the solid-fluid interface. Figure 2.2 illustrates that the boundary 

conditions are modelled by setting Dirchlet boundary conditions, U- and V,, 

equal to zero on the surface of the solid. 



Chapter 3 

Grid Generation 

3.1 Introduction 

In order to derive algebrsic equations fiom the goveming partial differential equations, 

the solution domain must be divided up into control volumes. This chapter describes 

how the domain is divided into control volumes. The collection of control volumes 

in the solution domain is aLw called the cornputetionel grid, or simply the grid. The 

geometric quantities d h e d  foi the grid are used in Chapter 4, which describes the 

discretization of the mathematic mode1 for a typical control volume. 

3.2 The Grid Layout 

The siniplest grid to generate would be one that haa uniform control volume spacing. 

However, that type of grid is limited by how well you can resolve the grid in aie= 

of strong gradients. If a portion of the domain needs refinement then the entire grid 

is rehed. This is computationdy expensive since very large numbers of control 



Figure 3.1: Dividing the domain into grid regions (dark lines) made up of control 

voiumes (finer lines). 

volumes axe required to solve the problem. Computational effort increases with the 

number of control volumes. 

In order to reduce the number of control volumes needed, a grïd generator was 

developed that can produce n o n - d o d y  spaced g d s .  This grid generator dows 

more control volumes to be placed where needed without having to increase the grici 

resolution of the entire domain. 

To isolate the areas where more control volumes are needed, grid regions were 

developed. A grid region is a subdivision of the domain where the grid may be 

specilied. Figure 3.1 shows an exemple of a duct model being broken up in the 

y direction into three grid regions: the top, middle, and bottom regions. Each of 

these regiona represents a grid with the same rate of grid expansion between control 

volumes (ie. the top region uses one @d expansion value to determine the size of 

control volumes in the y direction). The top and bottom regions are used to more 

accurately model the higher velacity gradients found ne= the walls. The top region 

stsrts with a very fine control volume grid near the wd, and then expands to a coarser 



Figure 3.2: Grid regions for a complicated domsin. 

grid. The middle grid is modelled with uniform control volumes. The bottom grid 

region is the mirror image of the first grid region. For more complicated structures, 

a s  shown in Figure 3.2, the grid in both the x and y directions is broken up into 

many grid regions bdore being further divided into control volumes. It is hoped that 

by using a non-UDifonnly spaced grid, and placing control volumes where they are 

expected to be needed, that the number of control volumes needed for the problem 

will be reduced. 

It is desirable to limit the expansion factor between neighbodg control volumes 

to a value less than two or greater than one half for reasons discussed in Section 4.4. 



3.3 Grid Regions 

Inside a grid region, contrd volumes are either expandeci or contracted dong the 

length of the region. Each grid region can only perform one type of expansion or 

contraction. For simplicity, the term grid ezpcrnsion ia used for both expansions 

and contractions. There are four mes of grid region expansion: WLifom grid, grid 

expansion nom the fist control volume, grid expansion from the last control volume 

of the previous grid, and grid expamsion based on the last control volume for the 

current region. The following subsections describe all fow region types. 

3.3.1 Uniform Grid 

The d o m  grid region is the most common type. Once the length of the region, 

LI, and the number of control volumes, Nz, for the x-mis are hown the size of the 

control volumes is calculated from the eqation, 

L & = -  
(NI) 

Figure 3.3 shows a typical uniform g15d region in the x direction. The size of the 

control volumes in the y direction ate calculated in a similar mamer. 

Figure 3.3: A typical unifolpl grid region in which all  values of Ax are e q d .  



Figure 3.4: A typical expanding a d  region where b2 is a factor lazger than hi. 

3.3.2 Grid Expansion fkom the First Control Volume 

Unlike a d o m  &d, a n o n - d o m  grid ailows for f i n a  a d  resolution where it 

is required. The expansion, or contraction, of the a d  in a grid region is shown in 

Figure 3.4. The second control volume, Ax2, is a factor % hger thm hi. This can 

be written as 

where qz represents the grid multiplier for the x direction and i indiates the current 

control volume. The grid multiplier can either expand the grid with a value greater 

than 1.0, or contract the grïd with a value bdow 1.0. 

Grid expamion can have one control volume specified as a reference to calculate 

q. This could be my control volume in the grid region. The total length of a region 

is debed as the sum of control volume lengths. When the expansion is referenced to 

the first control volume, then the total length of the region equals 

If the control volume length, Azi, is defined as 



The region type, grid ezpcrnsion )tom fint m t m l  volume, has several specified 

parameters. These are the region length, 4, number of control volumes, Nz, and 

starting control volume length, hl. B a d  on this information, the value of rl, is 

calculateci for the x region. The Newton-Raphson Method is used to solve Equa- 

tion (3.3) for %. Equation (3.6) shows the equation used in the iterative solution for 

The term, ~ ~ ~ - 1 ,  refers to the solution of the previous iteration, or the initial guess 

when m = 1. The value of qzsm is determined after iterating Equation (3.6) anywhere 

between five and thirty times to obtain a relative error, e, of 1.0 x lW5. The relative 

error is calculated by the equation, 

Using the cdcdated d u e  of L, the rest of the z region control volume lengths 

are calcuiatd by starting with the first control volume and then multiplying each 

consecutive control volume by qz (for example, A q  = %Asi, = %Ac2, etc.). 

The control volumes for the y regions are calculated in a similm manner. 



3.3.3 Grid Expansion fkom the Last Control Volume of the 

Previow Grid 

This method is M a r  to that dimmsed in Section 3.3.2 except that the starting 

contrai volume length is defined based on the previous grid region, as shown in Fig- 

ure 3.5. The variable, q, represents the multiplier between grïds. For example if tl, 

is equal to 1.5 for the new region, the starting controi volume would be 1.5 times 

larger than the last control voIume of the previous grid region- This procedure d o m  

the grid to adjwt itself to a previous grid region and maintain a specified grid aspect 

ratio. The ratio of neighbouring control volume sizes is not dowed to exceed 2.0 (or 

drop below 0.5). 

Figure 3.5: SpeciSnng the starting control volume size based on the last control 

volume of the previous grid. 
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3.3.4 Grid Expansion Based on the Last Control Volume for 

the Current Region 

The final type of grid region is the grid expansion h m  the la& control volume. 

The value of q2 ie calculateci aftet the grid region length, L,, the number of control 

volumes, N,, and the last contml volume size, Axa, are specined. The derivation of 

the % solution begins by rmanging Equation (3.4) in t e m  of LSzl for Ax,,, 

Equation (3.8) is substituted into Equation (3.3) to get 

kl 

Using the Newton-Raphson Method, Equation (3.9) is solved in terms of rl,. 

The same convergence criterion as Equation (3.7) is used for Equation (3.10). Once 

the value of r), is determined, Eguation (3.8) is used to calculate Pzl. Fkom Axl each 

consecutive control volume length is calculated by multiplying the previous control 

volume length by q=. The y region control vo1umes me calculated in a similiar mamer. 

3.4 Boundary Control Volumes 

Boundary conditions are applied around the perimeter of the grid, as shown in Fig- 

ure 3.6. AU of the solution domain boundary control volumes u e  zemwidth volumes, 



Figure 3.6: The boundary control volumes (dashed lines) surrounding the solution 

domain. 

which means that the boundary nodes are located directly on the boundary. Figure 3.6 

shows non-zero width boundary control volumes only for illustration purposes. These 

control volumes are used to set the boundaxy conditions for the model. 

3.5 Grid Information Generated for the Solution 

Each control volume is indentifid by i and j indices. Figure 3.7 shows the index 

convention used in the cornputer code. The grid indices for the x direction start at 2 

and end at N, + 1. The grid indices for the y direction start at 2 and end at N, + 1. 
Although not shown in the figure, the boundary control volwnes are indexed at either 



ib=2 i-1 i i+l ie=N&l 

Figure 3.7: The grid indices for the solution domain. 

1, or at N,+2 and N,+2. 

Figure 3.8 shows the indexing and notation for neighbouring control volumes. The 

capital letters, E, W, N, and S, represent the nodes neighbouring the P node, or 

the current reference node. The nomenclature for the neighbouring control volumes 

represents the four compass points: east, west, north, and south. The lower case 

letters, e, w, n, and s, represent the face dues  of the P control volume. 

There are several geometric features that axe stored for each control volume of 

the grid, including the boundary control volumes even though they axe zero-width. 

Figure 3.9 shows the nomenclature for each q d a n t  within a control volume. The 

names, NW, NE, SW, and SE are the compass directions: northwest, northeast, 

south-, and southaast. Figure 3.10 shows the coordinate and the nomenclature 

used to locate the corners and center of every control volume. The coordinates are 



Figure 3.8: The indexbg and notation for the reference control volume and its neigh- 

bourïng control volumes. 

based on the domain origin in the lower left corner. Figure 3.11 shows the nomen- 

clature used for the control volume length segments. The 4 lengths represent the 

control volume length segments in the z direction, and the dj  lengths represent the 

control volume length segments in the y direction. Figue 3.12 illustrates the nomen- 

clahire for the control volume area segments for a control volume. The domain has a 

urilfom depth &. Figure 3.13 demonstrates the four quadrant volume segments of 

the control volume. 



Figure 3.9: The quadrant nomenclature for a control volume. 

Figure 3.10: The coordinate nomenclature for a control volume. 



Figure 3.11: The nomenclature for the control volume length segments. 

Figure 3.12: The nomenclature for the control volume a n a  segments. 



Figure 3.13: The volume nomenclature for the control volume segments. 



Chapter 4 

The Numerical Solution Procedure 

4.1 Introduction 

This chapter describes how the mathematical model given in Chapter 2 is used to 

derive a set of algebraic equations using a process d e d  discretization. The gov- 

erning equations of the mathematical model are integrated over the control volumes 

describeci in Chapter 3. This chapter begins by showing the derivation of a generdy- 

applicable discretization equation. The following sections then describe the details of 

the discretized equation set, including modifications that are partic& to the solution 

of a conjugate heat t r a ~ f e r  problem. 

4.2 Discretization Equation for General Tkansport 

Equation in 2-D 

The mathematical model is discretized in a manner similiar to that present 

P a t h  [46]. Since the form of the energy, mementum, and mas conservation 

44 
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equations are similiar, a general transport equation for a property, 4, is introduced: 

This eqution can be used for energy, momenfum, and mass conservation by setting 

the appropriate 4, c, r, and te- as given in Table 4.1. The thermal conduc- 

tivities, k. and kj,, may be Merent from each other for anisotropic materials such as 

t r do rmer  windings. Because the speciiic heat is not constant throughout the do- 

main, the variable, t, is introduced. For a l l  equations except the energy conservation 

equation 5 is set to a value of 1.0. 

Figure 4.1 shows the control volume nomenclature used when discretizing Equa- 

tion (4.1) . The q5 terms represent the field value at the nodes. The 6, and 6, te- 

are distances between the nodes. The geometric quantities are derived as presented 

in Chepter 3. 

X-Direction Momentum Conservation U I l p l p l - -  ap ôz + fz' 
J 

- - - - . . - - - 

Table 4.1: Terms of the g e n d  transport equation 

Y-Direction Momentum Conservation 

Energy Conservation 

V 1 

T G  

p 

k, 

p 

ki, 

- - g + frm 
Q"' 
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Figure 4.1: General control volume nomeaclature. 

4.2.1 Conservation of Mass 

The conservation of mas equation is the first equation discretid. Using the d u e s  

in Table 4.1 for m a s  conservation, Equation (4.1) takes the form of Equation (2.4). 

The conservation of marni equation is integrated over the control volume shown in 

Figure 4.2 to get Equation (4.2). 

The conservation of mass equation is broken up into three terms: M - 1, M - I I ,  

and M - III. Each term is integrated separately before being combined to form 

the final discretization equation. The M - I term of Equation (4.2) is integrated as 
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Figure 4.2: Conservation of mass control volume. 

The superscript, "O" represents an old time step value. It is implied that a variable 

is a new time step value when it has no superscript. M- II is integrated by expanding 

Similiady, M - III  is integrated to get Equation (4.5): 

M-III = (& - h8) At (4-5) 

When terms M - 1, M- II ,  and M - III ,  are substituted back into Equation (4.2) 

and the equation is dividecl by At, the discretized conservation of mass equation 

becomes 



4.2.2 Generd Ttansport Equation 

Equation (4.1) is integrated over the typical control volume shown in Figure 4.1. 

+lt+&/y $(r$) d ~ d t  + ltfbt S'If dVdt (4.7) 
\ 

w 
d - 

T-V T-VI 

The integration of the general transport equation is broken into six parts and 

each part is integrated separately over the control volume. Fkst, the T - 1 term of 

Eguation (4.7) is integrated as foliows 

The integration of the T - II  term produces 

Introducing the foliowing interpolations for east and west face values of 4, 
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where a. and a, are the convection weight fmtors discussed later in Section 4.4. 

Using the M y  implicit scheme, the T - II term is 

Similiarly, term T - III is approximated using the convection weight factors, 

Term T - N is also integrated to give 

where Pe and & are the clifhision weight factors discussed in Section 4.4. When 

Egustions (4. Ma) and (4.14b) are substituted into Equation (4.13), term T - IV 
becomes 



For a fully implicit formulation, b u t i o n  (4.15) c m  be written as 

Similiarly, term T - V with the following approximations, 

Finally, a stepwise profile aasumption is used for term T - VI to give 

the following equation is obtained: 
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The source term is linearized so that Sp = Qp + Rp4p* The tenna are gathered 

and Eqgation (4.20) is written in the fom, 

where, 

To obtain an expression for o p  that relates it to the s u m  of neighbour coefncients, 

a:, Equation (4.2213) is written as 

where, 

The G term in Equation (4.23) is equal to 9 as shown below. Using Equa- 

tion (4.6), the mass conservation equation can be written as 

So from Equation (4.23), 
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Therefore, Equation (4.23) becornes 

The diffusion terms are d h e d  as, 

r e  Ac &=- 
(W. 

The value of r at a face uses the harmonic mean of the neighboring control volume. 

The nomenclature for Equation (4.29) is shown in Figure 4.3. 

where, 

ru, r,,, end I', are evaluated in an analogous way. Also the mass flow rate at a face 

is calculated usiag the equations, 
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Figure 4.3: Harmonic mean nomenclature. 

4.3 Distorted Tkansient Formulation 

The steady-date solution of the domain can be obtained by either solving the equation 

sets at discrete time steps until the fields no longer change, or by using the so-cded 

"distorted tr811Sientn formulation developed by Raithby and Schneider [55]. This 

section detaüs how the discretized general tramport equation is modifiied so that 

both tme transient and distorted transient models are made available in the same 

equation set. 

First the time step, At, is defined as 

where the tem in brac& is a t h e  stepiike quantity. The above equation is rearrmged 

in te- of 9 so that it can be substituted into the op and bp coefficients. 
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Equation (4.33) is then substituted into Equations (4.27) and (4.22~). 

By comparing Equations (4.27) and (4.22~) with Equations (4.34) and (4.35), new 

coefficients are written to combine both true transient and distorted transient. 

In order to specify tme transient, E4 is specified as a very large number (such as 

1.0 x 103"), and At is set et0 the desired value. For distorted trensient At is set as a 

very large number (such as 1.0 x 10") and E4 is set to the desired value. 

4.4 Exponential Upwind Gr id Weight ing 

In a solid, the face values of t$ are calculated by a hear interpolation. The general 

tramport equation uses an exponential scheme to appmximate the face d u e  of 4. 
The general scheme recovers the lin- interpolation in the case where the velocity is 

zero (in a solid). 

Patanksr [46] described the exponentid scheme in d e t d  for d o r m  grids. Since 

some of the models in this work required non-uaiform grids, the standard formulation 

was extendeci. The following one-dimensional formulation removea the uniform grid 

assumptions. Similiaz eguations are derived for the two-dimensional grid. 

The convection weight factors for the east and west interfaces are definecl in Equa- 

tions (4.10a) and @.lob) ,and Equations (4.14a) and (4.14b). Figure 4.4 illustrates 

the nomenclature for these equations. 
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Figure 4.4: A typical control volume cluster for the one-dimensional problem. 

A total flux, J ,  is defined so that it is made up of the convection flux put$ and 

the difhision flux -f 9. 

Since the govemhg equation in one dimension (assuming constant c) is 

the total flw equation becomes, 

When the domain O x 5 L is used, with the boundary conditions 

the solution of Equation (4.39) is 
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where Pe is a Peclet number defined by 

PW Per- r 
When Equation (4.40) is integrated over the @picai control volume to give 

Then Equation (4.38) is modifiecl to give 

Figure 4.5: Nomenclature for the exponential upwinding scheme. 

The equations for and 2 are derived from the exact solution, Equation (4.42), and 

applied between z p  and zE: Figure 4.5 illustrates the nomenclature of the following 

equations. The Pe, tenn is calculateci using the value of U,. 
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To determine the exact values of a, and Be, Eqgations (4.10a) and (4.14a) are 

compazed to Equations (4.46) and (4.47) to give 

where 

where 

For the Worm grid, the cr and /3 coefficients are obtained by setting fe in Equa- 

tion (4.48) eq, to one half. 
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Figure 4.6 shom the relative Merence between the d o r m  and n o n - d o m  

grid a-eqyations as a function of the grid Peclet number. The error is dehed as 

the difference of the non-uniform grid and the uniform grid face temperatura, T,,, 

and Tc&, divided by the d o r m  grid face temperature, TG&. As the grid aspect 

ratio inmeases, the amount of enor also inmeases. Also, the error increases with a 

larger temperature ratio, Ts/Tp. The plot iuustrates that sïgnincant error is only 

introduced when the temperature ratio is relatively large and the Peclet number 

is low. This situation may occur only with coarse grids because in fine grids the 

temperature ratio is usually smd. A b ,  the Peclet number is usually much greater 

than a value of five and therefore any error will be very smd. In the transformer, 

adjacent node temperature ratios in the oil are not expected to exceed 1.1 since the 

grid is r&ed in the regions of high oil temperature gradients. Therefore the unifonn 

grid approximation is valid as long as the grid aspect ratio is kept under 2.0. 

Calculating the weighting terms, a and P, is computationally expensive because 

Equations (4.52a) and (4.52b) require the use of the exponential function. To re- 

duce the calculation time Raithby and Schneider [55] used an approximation for the 

dom-grid a and p weightings, shown in Equations (4.53). Since the uniform- 

grid was proveà valid in Figure 4.6, then the approximations used by Raithby and 

Schneider are also expected to be valid. 



Figure 4.6: CompaRson of the relative differrnce between d o m  vs. n o n - d o m  

grid a-equatiom on the face temperatura. 

4.5 Energy Equation Discrete Boundary 

Condit ions 

As described in Section 2.3 there are three types of boundary conditions applicable 

to the energy equation. The bouadary conditions of the energy equation are handled 

in a similiar m m e r  to Pat& [46]. Figure 4.7 illustrates the nomenclature for a 
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full width fictitious control d u m e  on the l& boundary. For the en- eguation, all 

fictitious control volmes have zero width. This means that the TRI node is placed 

on the boundary so that TPlf = G. 

Figure 4.7: Fictitious contd volume nomenclature for Dirichlet boundaq conditions. 

For Dirichlet boundary conditions, the fictitious control volume coefficients are 

ap,f = 1.0 (4.54a) 

where, 

Since the boundazy control volume is zero-width, the tem, ft becomes equal to unity. 

The remaining coefficients are set to zero so that the energy equation take the form 
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Neumann boundary conditions have the flux s p d e d  for the boundaqr, aa illus- 

trated in Figure 4.8. The coefficients for the fictitious control vo1wne are 

with the remaining oo&cients set to zero. The value of kL refers to the thermal 

conductivity of the control volume next to the fictitious control volume. It is assumeci 

that the fictitious contml volume has the same properties as its neighbour. Although 

it is not relevant for the energy equation, this assumption becornes important for the 

full-width momentum boundary control volumes. 

Figure 4.8: Fictitious control volume nomenclature for a Neumann boundary condi- 

tions. 

The last boundaxy condition used for the energy equation is the Newton, or mixed, 

boundary condition. Figure 4.9 shows the nomenclature for the Newton b o u n d q  
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condition. The coefücients are d e r i d  to be 

where, 

The remaining coefncients are set to zero. The variable, T,, represents the ambi- 

ent temperature, and h, represents the convection heat trader coefficient at the 

boundq d a c e .  

Figure 4.9: Fictitious control volume nomenclature for Newton boundary conditions. 

Before solving the set of eqyations, the coefficients of the fictitious control volumes 

are absorbed into their neighbouring control volumes. This is done by modifying the 
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coefncients of the neighbouring control volumes. The coeficient changes are derived 

by reammghg Equation (4.56) in terms of TW and substituting it in for Tw in 

Equation (4.21) as it is applied to the energy eqyation. The subscript, ib, ref' to 

the first interior control volume in the domain. 

The as,&, aN,a, and o.,* tenaci are left unchangeci. The derivations for the co&cient 

changea of the other boundsries are done in a similiar manner. Once the mat* 

of equations are solved for interior nodal values, the values of the fictitious control 

volumes are specified to be consistent with the boundayy control volume equations. 

4.6 Nodal Velocity St orage Location 

The numerid mode1 uses a "staggered" grid for the velocity components, as discusaed 

by Patank [46]. In the staggered grid, the velocity components are calculated for 

the points that lie on the faces of the control volumes. Thus, the x direction velocity, 

U, is calculated at the faces that are normal to the x direction. The grid is generated 

based on the main grid, which is used by the energy equation. Each control volume in 

each of the staggered grids is created by dividing two control volumes of the main grid 

exactly in half, as shown in Figure 4.10 and Figure 4.11. The dmhed lines represent 

the staggered grid on top of the main grid (solid lines). 

The boundary control volumes of the staggered gnds are modelled so that the 

velocity nodes are directly on the main grid boundary. For excunple, for the U- 

velocity staggered grid, the top end bottom control volumes me zero-width, and the 



left and right control volumes are wwidth. 
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Figwe 4.10: Staggered grid for U-velocity. 

4.7 Momentum Equations Boundary Conditions 

There are only two typa of boundary conditions for the momentum equations: Dirich- 

let (velocity specified) and Neumann (velocity gradient specified) . Although the ve 

locity grids are staggered fiom the main grîd, the boundary conditions are handled 

in a similiar manner to that describeci in Section 4.5. 

Figure 4.12 shows the boundaqr control volume for the right U-velocity boundary. 

The U& node represents the velocity at the boundary, and the subscript, ie, rep  

resents the last interior control volume in the s direction. There is one less column 

than the main grid for the staggered U-momentum equation set, and one las row 

for the staggered V-momentum equation set. Unlike the zer-width fictitious control 

volumes of the main grid boundaries, the right boundary of the U-velocity staggered 

grid is a half control volume since the staggered grid is shifted by half a control vol- 
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Figure 4.11: Staggered grid for V-velocity. 

urne. Dirichlet boundsry conditions are used to specifiy boundary velocities. For 

example, the velocity of the trdormer tank walls are specified as zero. The velocity 

is specified by modifying the fictitious velocity control volume coefkients as follows: 

where 

The remaining coefficients of the right fictitious control volume are set equal to zero. 

Thus the equation for the fictitious control volume t b  the form 

The rest of the boundaries are set up in a similisr mamer. Equation (4.62) 

distinguishes between zero-width and full-width fictitous control volumes by using 

the grid parameters described in Section 3.5. 
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Figure 4.12: Right U-velocity b o m d q  control volume. 

The Neumann boundary conditions specify a velocity gradient. The fictitious 

staggered control volume coefficients are derived by first letting 

Equation (4.64) is rearranged in terms of the fictitious velocity. 

By inspection, the coefiicients at the fictitious control volume are set to reflect the 
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Neumann boundazy conditions: 

The remaining coefficients of the nght fictitious control volume are set equd to zero. 

The other momentum equation boundary conditions are derived in a similiar man- 

ner for both the U- end V-velocity stagge~ed grids. The top and bottom of the 

U-velocity grid, and the le& and right sides of the V-velocity grid, have zero-width 

control volumes. The r a t  are full-width control volumes. 

Once the fictitious oontrol volume coefficients sre ddved, they are absorbed into 

the neighbouring control volumes in the same way as the coefficients of the energy 

equations were in the previous section. Again, once the equations are solved then 

the velocities of the fictitious control volumes are solved using the ficticious control 

volume co&cient S. 

4.8 SIMPLEC Algorithm 

When the momentum equations are solved, the velocity fields conserve momentum but 

they do not neccessarily conserve maas. The pressure correction dgorthim corrects the 

velocity fields so that they conserve mass. The numerid solution method adopted in 

this work uses the SIMPLEC aigorithm described by Van Doornad and Raithby [17] 

to determine the pressure correction values. The algorthim steps are listed below. 

1. Guess the pressure field, P.. 

2. Using velocities from initial conditions (or a previow iteration) the coefficients 

are calculated for the momentum equations, U* and V*. 



3. The pressure correction equation coefficients are calculatecl. 

4. Solve for U* using the momentum equation, 

a;& = ~ o ~ ~ L J ) ; ~  + b; + +(P'- PÈ) (4.67) 

5. Solve for V* using the momentum eqyation, 

a $ ~  = C O N ~ G ~  + b& + +(P$ - PE) (4.68) 

6. Calculate the P equation source tenn, 6, using the values of Cr and V*,  and 

then solve for the pressure correction, P, using the equation, 

4% = ~ D ~ N ~ P N ~  + bPp (4.69) 

7. Correct for the final CI, V, and P fields using the equations, 

Pp = P; + 6 (4.70a) 

Up = Crp + c(G - pÉ) (4.70b) 

VP = Vg + <(G-&) (4. ?OC) 

where, 

C I -  dY, = 
4 - D N P  

8. Repeat steps 4 7  until dequate convergence has been achieved in the linear 

equation sets (ma98 and momentum). 

4.9 Pressure Correction 

The SIMPLEC algorithm requires that the velocity fields be corrected to conserve 

mass. This correction is also used on the pressure field. The following subsections 

show the derivation for the pressure correction equation. 
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4.9.1 The Pressure Correction Equation 

The pressure correction, P, equation is derived nom the continuity equation, Equa- 

tion (2.4), when { is set equal to 1.0. Following the derivation by Patanlcsr (461 the 

pressure correction equation has the form, 

where, 

The asterisk superscript, also called "starred" values, are used to designate values 

cslculated directly fiom the moment- equations using the guessed pressure field 

P* . 

4.9.2 Boundary Conditions for the Pressure Correction 

Equation 

A general method is needed to assert the pressure correction boundary conditions. 

The pressure correction boundary conditions, shown in Figure 4.13, are based on the 

mass conservation equation (mation (4.6)). The right bomdary condition is used 

as an example of the derivation. Since Mp equ& Mp when using incompressible flow 
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assumptions, the eqyation reduces to 

a&Uw + aeUE + a%VN +a$Vs = O 

where, 

The fictitious velocity boundary condition is describecl by Equation (4.63). 

Figure 4.13: Pressure correction boundary conditions. 

Equation (4.76) is substituted into Equation (4.74, and then the equation is rear- 

ranged in terms of velocities to get 

The velocities are then replaced with theh U* and V* pressure corrections, given by 

Equations (4.70b) and (4.70c), respectively. The resulting equation is rmanged in 
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terms of P' to get 

0Pp4 = am + ab& + 05% + a g e  + bf, 

where, 

The term with the underbrace in the a& equation is simp1y added onto the original 

coefficient. For the boundary conditions in a corner, the two boundary terms are 

added ont0 the original coefficients. For example, the pressure correction coefticients 

for the upper right corner would be: 
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4.9.3 Pressure Reference Specification 

Sometimes it is necessary to specify the value of P aime cerfsin boundary conditions 

created a redundmt equstion, as discussed by Van D o o ~  and Raithby [l?]. The 

continuity equation is replaced by setting one of the P' control volume d u e s  equal 

to zero. The pressure field is aiso modified to maintain a reference pressure in one of 

the control volumes. The rest of the pressure field is shihed to maintain the reference 

pressure. 

4.10 Solid Regions 

In a solid region the velocity is zero throughout the entire region. Each control volume 

in the region is modelled as a homogenous material. As describecl in Section 2.5, 

the energy equation does not require special boundary conditions for solid regions. 

The only calculation needed is the face d u e  of the thermal conductivity which is 

determineci using the harmonic mean. 

The solid face velocity boundary conditions axe treated in the same way as the 

bouadary conditions of the outer mode1 domain. Dirichlet boundary conditions are 

used to m u r e  a zero velocity profile dong the edges of a solid. The interior control 

volume coefficients for the U and V equations are all set to zero except for ap,  which 

is set equal to unity. Thus the velocity field within the solid is calculated as zero. 

The pressure correction coefficients are modifiecl so that the entire region within a 

block would specify a zero pressure field. All the P equation coefkients for control 

volumes in a solid region are set to zero except for a p  which is set equal to one. For 

the fluid control volumes beside the solid, the coefficients of all the temis that connect 

the pressure correction equation to the solid are set to zero. This removes any effect 
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the solid may have on the pressure correction. For example, al l  fluid control volumes 

to the right of a solid have the a& terms set to w o .  

4.11 The PVT-Loop 

Natural convection is a phenomenon where the temperature and the velocity of a fluid 

are interdependent. When modelling this phenomenon, a a o n g  interaction of the 

temperature and velocity fields is obseweà. Because they represent the physics, the 

dgebraic equation sets aze coupled. This may lead to instabiities when attempting to 

solve the conjugate transformer mode1 with a segregated solution method, especidy 

when using large time step. In an attempt to d u c e  the instabiüties, a PVT-loop 

was introduced. Rather than use a new algorithm that perfolpls a simdtaneous cou- 

pled equation solution, a modified version of the standard algorithm was examineci. 

Figure 4.14 shows the PVT-loop algorithm used. This loop was repeated until con- 

vergence is reached for a given time step. The PV-loop is discussed in Section 4.8, 

and is nested within the PVT-loop. The velocity and pressure correction coefficients 

are calculated before the PVT-loop as a means of adding relaxation to the solution of 

the complete equation set. Since the mass flows from the previous t h e  steps are used 

for the momentum equations, this kept the U-velocity and V-velocity equations un- 

coupled fiom each other. Only the source te- of the velocity equations axe changed 

inside the PVT-loop to account for the updated pressure and temperature fields. Be- 

fore the energy eqyation coefficients are calculatecl, new mass flows are solved so that 

the temperature field aui accurately reflect the change in enthalpy. Once all  the fields 

have been cdculated, then the PVT-loop is checked for suitable convergence. The 

convergence for iteration ri + 1 is checked with the eqyation, 
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Figure 4.14: PVT-loop flowchart for a single t h e  step. 



Once the PVT-bop is c o n . ,  then the time step is finished and the solution 

progr- to the next time step. 

Relaxation is a h  applied to the energy and momentun equations within the loop. 

The relmcation emplayed is similiar to that used by P. F. Galpin et al. [19]. With the 

relaxation tam, eT, the en- equation becornes 

The relaxation term is set up so that as the solution of the temperature field a p  

proaches the h a 1  solution, then the term is caucded out of the equation (%T;+'/eT 

c+,~p"/e* since Tp"+' T;). 

Similkly, the momenhim equations becorne 

The relaxation tenn increases the diagonel dominance of the equations. When 

the equation set is converged within the PVT-loop, then the relaxation tenns in 

Equations (4.82) to (4.84) cancel. 

4.12 The O v e d l  Steady State Convergence 

When there is negligible dinerence in the four solution fields between time steps, the 

mode1 has obtElined o d  steady state convergence. The steady state convergence 
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check that was applied to the temperature, velocity, and pressure fields is 

The Merence betneen the new and old fields is divided by the new field range so that 

the clifference is nomalized by a non-zero value. A typical value of is 1.0 x 10-~. 



Chapter 5 

Algebraic Equat ion Solvers 

5.1 Introduction 

This chapter presents the four algorithms used to solve the discretization equations 

derived in Chapter 4. The four solvers are Line-Gauss Seidel with relaxation (LGS2d), 

LU Decomposition (LUD2d), Additive Correction Multigrid (ACM2d), and Conju- 

gate Additive Correction Mdtigrid (CACMZd). For a given solution, whether steady 

state or treesient, only one solver is used on each equation set. 

As part of this work the efFectiveness of the four Mkrent solvers was investigated 

briefly. The LGS2d solver, a standard line solver, and the LUD2d solver, a standard 

direct solver, are both commonly used to solve cornputational 0uid dynamic problems. 

The ACM2d haa been developed relatively recently; it malus use of several levels of 

grid resolution to solve for the desired field. The CACM2d is a new solver based on 

the ACM2d that was specidy adopted to improve its use on conjugate heat transfer 

pro blems. 



5.2 Line-Gauss Seidel with Relaxation in 

The LGS2d solver, ale0 known as Line Successive Over Relaxstion (LSOR), sweeps 

with a TDMA (%-Diagonal Matrix Algorith) line solver to solve each row and 

column of the twdhensional model [Ml. The direction of the line solver is alternated 

by fust solving columns from left to right, then dv ing  rows from bottom to top, to 

complete one iteration. The solver converges when the residual is reduced below 

the criterion, emwdi. The residd reduction of q,,,di is defined for iteration X by 

Equat ion (5.1). 

The residual, R, is dehed in Equation (5.2). The sum of the magnitude of the 

residuals in aU control volumes is normalized by the total number of control volumes. 

The initial residual, RO, is calculated before the solver algorithm is applied to the 

equation set. 

5.3 LU Decomposition (LUD2d) 

The LUD2d algorithm used was a banded storage direct solver. Because of the corn- 

putational cost for Iarge number of nodes it is not practical to use the LUD2d solver 

for the transformer model. It was therefore used just to produce a benchmark solution 

against which the other solver solutions could be compared. 



5.4 Additive Correction Multigrid (ACM2d) 

The ACM2d solver is b d  on the additive correction multigrid algorithm by Hutchin- 

son and Raithby 127, 26, 541. ACM2d is a method of accelerating the convergence 

of an algebraic equation set for a twdimensional domain. The algorithm uses the 

original (fine grid) equation set, plus other coarser gnds that are built by gather- 

ing the control volumes of the h e r  grid into larger blocks. For example, a 40 x 40 

grid represents the finest, or starting grid. The algorithm them builds coarser grids, 

20 x 20, 10 x 10, etc. to help with the convergence of the original eqgation set. The 

coarser grids are used to help move the solution field information around to the other 

control volumes faster than if only the fine grid was used. The ACM2d solver uses 

the LGS2d solver on the equation sets at each muiti-grid level. The swalled flexible 

cycle algorithm is implemented since it hed a faster convergence rate than the V and 

W-cycles. A cycle is the method by which the algorithm moves between grid levels. 

ln this thesis, the multigrid aigorithm only solves the temperature and pressure cor- 

rection equations since LGS2d alone is considered adequate for the solution of the 

momentum equations. 

5.4.1 ACM2d Overview 

Additive correction multigrid (ACM) is a multigrid method where the equation set 

is solved on several grid densities to accelerate the convergence of an equation set. 

Each of these grids are increasingiy coerser than the k t .  The ACM procedure forms 

the coarsegrid equations by asserting integral consenretion over blocks of control 

volumes. The corrections calculated on the coarser grids are added to the h e r  grids 

in order to preserve the integral balances. In this work the grids are made comser by 

a factor of two control volumes into one, although other combinations could be used. 



When solving the finest grid, the solver quickly reduces the high frequency error, 

or relative error. The high fiequency em>r is the relative e r m  of a control volume 

based on the values of its neighbours. The information about the neighbouring control 

volumes is quickly d and calculated in the solution of the equations. On the 

other haad, iterative solvers need many more iteratiom to reduce low frequency enors, 

or the absolute error. The low fiequency ern>r is the e r r a  of the control volume's 

currently calculated value relative to the final answer. Information about the control 

volumes on one end of the mode1 takes several iterations to srrive at the control 

volumes on the other end of the domain. 

As shown for the onedimellsionsl grid in Figure 5.1, ACM reduces the low f i e  

quency error introduced by the boundary conditions, OI and a2, by soIving a coarser 

grid. The correction calculated on the coarser grid is added to the ber grid. The 

new high frequency errom are quickly solved on the finer grid [54]. 

Figure 5.2 illustrates the ACM grid levels. The "hûble cyclen ACM solver begins 

with the finest grid (Level 1). When the solution convergence rate on this grid begins 

to slow down (or std) the "fiacible cycle" solver moves to a coarser grid. The coarser 

grid is used to calculate the correction to be applied to the fîner grid. When the 

solution convergence rate for the correction field slows down, the ACM solver moves 

on to the next coarser grid. This third level is the correction for the correction field 

of level2. This continues untü either level N quickly reduces its residual, or until the 

correction equations on a very coarse level are solved simultaneously with a direct 

solver. When level N is solved adequately, then the correction field is added onto 

level N-1. Now level N-1 is solved again until it either quickly converges or stalls. If 

the solution of the level stalls then the solver will return back to level IV to reduce the 

low frequency error again. If level N-1 quickly converges, then the correction solved 

by level N-1 is added to level Nd. This continues until level2 adds the correction to 

level 1, and level 1 quickly converges to the anmer. 



Figure 5.1: Additive correction multigrid reducing low fiequency mors and introduc- 

h g  high fiequency errors [NI. The two boundary conditions in this illustration are 

represented by O1 and a2. 

5.4.2 ACM2d Equations 

This subsection describes the general multigrid equations. It shows how the equations 

may be assembled based on the control volume equations fiom the finer grid. The 

derivation and assembly procedure described here follows the work of Raithby [54]. 
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Figure 5.2: An example of the levels involved when solving an ACM model. 

In the description below, the equations are first derived for a one-dimensional grid, 

and then extended to two dimensions. 

Each tw~dimensional control volume from the base grid, or level 1, is represented 

by Equation (4.21). For a one-dimensional grid, this equation takes the form 

To form each additive correction (AC) equation for the level 2 block, Equa- 



Figure 5.3: Schematic showing the assembly of one-dimensional control volumes on 

Lem1 2 1 I I 1 

the fine grid to create blocks (denoted by thick lines) for the coarser grid. 

a - k  

tion (5.3) is suf~ll~led for each control volume being assembled. For instance, the 

k blocks shown in Figure 5.3 may have one and two control volumes added together 

to form the basis of the new equations. 

- 

F M ,  let & = & + where & is the best estimate of A and & is the correction 

added to & to obtain an improved value of &. The value of & is UILiformly applied 

to aU control volumes in a block. 

Inserting the new 4i into Equation (5.3) produces the following equation for the 

i control volume: 

Note that the &i-i tenn has the correction, 6k-1, applied to it since that control 

volume is assembled into block k-1. 

A simili= equation is written for the neighboring i f 1  control volume. 



These taro equations are summed together and then rearranged in terms of 6k to get 

where the last two t-, & and ai, are the equation residuals of the two assexnbled 

control volumes. Equation 5.6 is sirnplified to get 

where 

An analogous equation is assembled for each coarsegrid biock. Once these coarser 

grid equations are solved, the resulting correction are applied to the h e r  grid. After 

a l l  the corrections are applied, then the b e r  grid is re-solved. Note that the coarser 

grid equation set s o l 4  by iteration may eLso stall a£ter the high frequency errors axe 

reduced. This proceas could then be applied to assemble an even coarser grid so that 

a correction could be solved for the correction grid. 

Using the procedwe shown for the one-dimensional grid, the two-dimensional grid 

equation is: 



The values of R are the residual of each control v01ume on the fher grid. 

Figure 5.4 shows how the level 1 grid control volumes (the h e s t  mesh) are com- 

bined to fonn the level2 grid in two dimensions. The darker lines represent the level 

2 mesh. The blocks are fomed by trying to assemble two blocks in each direction. 

Sometimes rectangulax blocks are formed out of the remahhg control volumes. New 

correction equations are derived for these coerse blocks using the method describeci 

above. 



Figure 5.4: Schematic showing the assembly of two-dimeasional control volumes on 

the fine grid to create blocks (denoted by thick Iines) for the coarser grid. 

5.4.3 ACM2d Solution Procedure 

The previous subsection, ACM2d Equations, described the derivation of the AC equa- 

tions. This subsection outlines the strategies in.1ved in solving the correction equa- 

tions. 

There are severd common strategiea for moving between grid le*. In this work, 

the V-cycle and the flexible cycle methods were investigated. Figure 5.5 shows an 

example of the V-cycle. The algorithm starts a t  levell (the h t  grid), and perfom 

one iteration at each level tmtil it reaches the N level. At the N level the solver 

will attempt to solve the correction equations to a tight convergence criterion. The 

equation set is solved either by a direct solver (Gauss elimination in this case) or by 

solving the equations using LGS2d until convergence (eN = E ~ ~ ~ Z ,  the convergence 

critenon of the solver). The correction fiom level N is added to level N-1, and LGS2d 

solves the equation until it reaches the required level residual reduction, CL. The level 

residual reduction is the requirement of the so lw to reduce the residual for a given 

level. In this work a value of EL equd to 0.25 was used. Once this criterion is met, the 



Figure 5.5: Flowchart showing an example of the V-cycle algorithm with only five 

levels. 

correction is added onto the next level, and the solution proceeds to the next finest 

level. Eventually the correction is added onto level 1. LGS2d then solves the originel 

set of equations until the solution stalls. A solution is considered stded when the 

residusls are not chmging a significant amount relative to each other. The residual 

reduction stail criterion, É,, dehed by Hutchinson and Raithby [27], is satisfied when 

where I1W-' is the residual for iteration w - 1. In this work was set to 0.6. Once the 

solution of level 1 stallecl, the V-cycle was restarted by coilecting the residual ftom 

level 1 and reassembling the source term of level2. This procedure continues until 

the solver criterion, e u ,  is achieved on level 1 as defined by Equation (5.1). The 

value of R" is calculated before any V-cycles equation solutions are perfomed. 

The main disadvantage of the V-cycle algorithm is that it often solves level cor- 

rections that aie not needed. Since the V-cycle is very rigid in its design, it cannot 

optimize the convergence of the field by either staying at the coarser levels to reduce 



Figure 5.6: The flexible cycle of B. R. Hutdiinson and G. D. Raithby [27] is used to 

determine when coasse-grid correction equations are to be employed. 

the low frequency errors, or by spending time at level one when the field equations are 

solving with a fast convergence rate. Therefore another strategy is needed to improve 

convergence. 

The flexible cycle, as described by Hutchinson and Raithby [27], improves upon 

the V-cycle algorithm. A flowchart of the flexible cycle is shown in Figure 5.6. The 

solver starts with one iteration of LGS2d on the first level equation set. If the solution 



is converged to the solver criterion, ~ ~ ~ d t ,  then the solver stops. Otherwise the solver 

wi l l  continue iterating on I d  1 until the LGS2d solw begins to stall. This std 

criterion, G ,  is the same as used for the ikycle. ûnce the solver stells on level 1, the 

r e s i d d  of the level 1 control volumes are assembleci to create the source terms of 

level2. After the solver itemtes on 1-1 2, the correction equations axe checked for 

convergence. The correction equation set is converged when the correction residual 

reduction criterion, EL, hm satisfied the equation, 

If the level2 correction equation set has not converged on a solution, the LGS2d 

solver continues solving this equation set untii it meets the convergence criterion or 

until it st&. The convergence is considered stalled if the ratio of residuals between 

iterations is greater than E*. If the solution stalls, then the residuals of the correction 

equations are assembled together to create the source terms of level 3. These new 

equations axe a correction for the correction equationil of level 2. The aigorithm 

continues until level N is reached. if LGS2d stalls on level N-1, the solver creates 

the new source terms of level N. The solver iterates with LGS2d until the level has 

met the r~ convergence criterion. Altematively, a direct solver can be used at level N 

if there are only a few blocks on this fkial grid. In this work Gauss elimination was 

used at level N if it was a 2 x 2 grid, otherwise LGS2d was used. 

Once level N has been sulved, the correction is applied to level N-1 and the solver 

continues by trying to solve the finer grid equations. Eventually, the solver will work 

its =y back to level 1 where the corrections h m  lm1 2 are added to the field of 

level 1. Iteration ushg LGS2d continues until it st& on level 1 again, or until the 

solver converges. Convergence on l e d l  is obtained when Equation (5.1) is satisfied. 

The value of RO is the raidual calculated before any iterations have been performed 

by the solver. 
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Sometimes the flexible cycle will oscillate among the coarser Ievels because at times 

a correction applied to a h e r  grid solution field can induce a divergence fiom the hal 

solution rather than improve the convergence- This may cause the h e r  grid to sta l l  

prematurely, end so the solver tries to use another caarser grid correction equation 

set to improve the convergence- If the new correction increases the divergence this 

can continue indefmitely. To prevent the solver fiom wasting t h e  on the coarser 

IeveIs, a 111El)[imum number of work units is set for the solver. A work unit (WU) 

represents the time required to sohre one LGS2d iteration on the hest level. As an 

approximation, each twedimensional level was m e d  to take one-quarter the time 

of the prwious level. Thetefore level 1 t b  one WU, level2 t h  0.25 WU'S, level 

3 takes 0.0625 WU'S, and so on. Monitoring CPU time usage in a few test cases 

indicated that this appraimation is very close to the actuai time it takes to solve 

Iaxge grids. 

5.5 Conjugate Addit ive Correction Multigrid 

The CACM2d solver is the same as the ACM2d solver except that the CACM2d 

distinguishes between solid and fluid regiom in the solution domcrin. Figure 5.8 

shows a conjugate mode1 with the coarser multigrid control volumes straddling the 

fluid and two Merent soli&. Sun and Emery [60] discussed how they used multigrid 

to solve theh conjugate domain. They explained that the correction calculated for 

a coarser block straddling a solid and a 0uid region would not improve the solution. 

If this correction is applied to the fher grid solution field then the solution of the 

equations near the discontinuity will diverge [ûû]. For example, the additive correction 

for the pressure correction field is calculated for a coarser grid straddling a fluid-solid 



intertaoe. The soiid has a midual of zero, and the fluid some nominal value. When 

the r e s i d h  are added together, the residual you wish to d u c e  is now halved. 

When this correction is added to the finer grid, it will drive the solution in both 

the solid and the fluid regiom further away from the fiaal solution because it had 

not been calculatecl propedy for each region. In the CACM2d method, these higher 

level, or coarser, control vo1umes are not dowed to stradde across two different solid 

region control volumes, or acrm a solid-fluid interface. This approach maintains the 

clustering of uniform property control volumes. Sun and Emery adjusted their solver 

so that no correction is applied near the discontinuty [60]. 

To ensure that the higher level control volumes did not straddle two dif€erent 

materiab, control volumes are categorized according to the type of material. The 

material type is either a fluid or a solid. 

Figure 5.7 illustrates the algorithm in onedimension. For the second level, the 

CACM2d algorithm first combines every pair of control volumes until the second 

control volume in a set is a different material. The solver then kept the two control 

volumes separate and continues 'joinllig' control volumes together, starting with the 



Figure 5.7: CACM2d assembling the control volumes into corner blodcs while keeping 

the solid region (shaded area) separate from the Buid. 

new material control volume. This continues until the second level is complete. The 

third and fourth levels are also assembled in a simili= manner, each relying on the 

information stored in the previous level to determine which control volumes are to be 

joined together. In the example, the fiml level has only one control volume for each 

material type. Figure 5.8 shows how CACM2d creates control volume blocks in two 

dimensions by avoiding blocks that straddled different materials. 



Figure 5.8: Illustration showing the CACM algorithm anssmbiing the level 1 control 

volumes for the Levd 2 blocks (darker lines) in a composite two-dimensional region. 

The aigorithm prevents blocked regions h m  straddling Werent materiah. 



Chapter 6 

Cornputer Code Validation Tests 

This chapter describes the validation tests performed on the cornputer code developed 

in this work. Two types of tests were performed: tests on the equation solvers and 

tests on the flow and heat t r d e r  equation set results. The results are presented for 

the dif€erent solvers for each flow or heat transfer problem. There were five solution 

algorithm tested: LUD2d, LGS2d, V-cycle ACM, flexiblecycle ACM, and CACM. 

These solver were described in Chapter 5. Both ACM solvers and the CACM solver 

use LGS2d to solve the equation sets for each multigrid level. 

The tests started with the energy equation sets by mode- pure conduction. 

Next, the momentum equations sets were tested with iaothermal flow tests. Findy 

the coupling of all the equations sets were examineci with natural convection flow 

tests. In some cases, the efficiency of the solvers were compared. The solver efficiency 

was measwed by either looking at the total computational time spent, or by counting 

the number of work units used. A work unit, or WU, was debed in Chapter 5. The 

work units of the LUD2d solver were not calculated. 

After the equation sets were validated on conduction, flow and natural convection 

cases, the tests presented at the end of this chapter were used to leam what may 
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be required to simulate t r d o m e r  models. This knowledge was used to help in 

modeIlhg the transformer problems presented in Chapter 7. 

6.1 One-Dimensional Conduction Test Problems 

The ârst step in ddating the numerid mode1 was to test the energy equation. This 

was done by testing both onedimlsional and tmmdimensional conduction models. 

The convergence to steady state of the conduction test problem was detasmineci with 

the equation, 

When Equation (6.1) is satisfied et all temperature nodes, the code reports that 

steady state convergence has been met, and then performs postprocessing on the 

r d t s .  The convergence of the steady state solution is also checked by calculating 

the overd energy balance on the solution domain, and then normalizing the result 

with the sum of the out flowing energy and the stored energy. The energy balance 

calculation used is 

The balance shown in EQuetion (6.2) is checked to be sure that it is less than 1%. 

6.1.1 Homogeneous Material 

The energy equation was nrst tested by solving the one-dimeasional conduction test 

problem, shown in Figure 6.1. The tempera- on the left boundary, Ti, was set to 

O K and the right boundary, T2, was set to 100 K. The domain was solved to steady 

state by setting the d u e s  of the thne step, At, and the energy equation Efactor, 
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@', to a very latge number (1 x 10JO). The thermal conductivity of air at 300 K was 

used. The grid is a 50 x 1 control volume matrix (one control volume is used in the 

y direction since the test problem is set up to be on&ensiod). 

The LGS2d solver obtained convergence with four coefEcient updates, and re- 

duced the enetgy b c e  to an eror of0.0211%. The LUD2d direct solver required 

two mefncient updates for a heat balance of 0.00246%. The ACM solver took four 

coefncient updates to obtain the heat balance of 0.0111%. In ail three cases, the 

temperature field is linearly increasing in the x direction. The only errors present, 

relative to an exact solution of the quations, were due to numerical round-off. 

Figure 6.1 : One-dimensional conduction benchmark. 

The model was then rotated 90-degrees counter-clockwise to test the y direction 

coefficients. The LGS2d solver required four coefficient updatea to achieve a heat 
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b h c e  of 0.0348%. The LUD2d solver q u i r d  ody two coeffcient updates to get 

a heat balance of 0.0024%. The ACM solver perfomed three coeaicient updates to 

get 0.0220%. 

The transient calcuIations of the d e  were elso tested by replacing the left bound- 

ary condition with a insulatecl dl(& = O). The remeining properties were set for 

air at 300 K. When the r d t s  were compared with an analyticd solution, they were 

found to agree with each other very well. 

6.1.2 Composite Material 

To test the energy equation for a nonhomogeneous domain, the one-dimension con- 

duction benchmark model was extended to consist of fwo materials. As sbown in 

Figure 6.2, the solids me arranged in series. The thermal conductivities are equal to 

kl = 1 w/rn2~ and = 100 w / ~ K .  The left temperature, Td, is 0.0 K and the 

right temperature, TM, is 1.0 K. The cavity measures one metre by one metre, and 

consists of exactly half of each material. The model was broken up into a 40 x 40 

control volume grid. The rest of the model is identical to the onedimensional single 

material model presented in Section 6.1.1. 

The ACM solver took 3 coefficient updates to d u c e  the heat balance to 0.00602%. 

The LUD2d solver took 2 coefncient updates to reduce the heat balance to 0.0188%. 

The interface between the two materials was calculated to have a temperature of 

The LUD2d solver calculateci the temperature as 0.990102 K (which is an error of 

0.00035%). Another test point was taken inside the left material at 0.3625 m (15" 

control volume) from the left side. The temperature determined by the code matched 

the enalytical answer equally well. 
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y+ 

Figure 6.2: Onedimensional conduction benchmark with two materials. 

Various permutations of the model were tried with simili= results. 

6.2 Two-Dimensional Conduction Test Problem 

The code was tested against the tw~dimensional benchmark test problem shown 

schematidy in Figure 6.3. The hot temperature located at the top of the model, 

Thai is equal to 100 K and the cold temperature sides, Tdd, is e q d  to O K. The 

solution domain is one meter square, and the grid was modelled as 41 x 41 control 

volumes. The thermal conductivity of the domain is equal to 0.0263 W/m K. A 

steady state convergence criterion of 1OW5 was used and the dues of At and fl 
were set to 1 x 10? For cornparison, the asalytical solution was calculateci using the 
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Figure 6.3: Boundaxy conditions for conduction benchnmk. 

equation preaented by Incropera and De Witt [30], as shown in Equation (6.4). 

When the adytical solution was compered with the numerical solution, there was a 

maximum error of 0.000667%. 

The same mode1 was then used to test the efficiency of the ACM soiver. In this 

case, the grid resolution was increased hom 41 x 41 to 64 x 64 to better demonstrate 

the abilities of the multigrid eigorithm. Also, an Efactor of 30 was used for the 

energy equation to slow down the solution and help demonstrate the efficiency of the 

solvers. The conduction test results are shown in TabIe 6.1. In the table there axe 

eight wlumns. The nrSt column, Solver Type, lists the solver used in the test run. 

The ACM solvers list in parenthesis the maximum multigrid level set for the nui. The 

second column, # Coarsest Level CV%, shows the grid size for the coarsest level. The 

Computationd Time is the time the cornputer spend solving the problem. The fifth 
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Table 6.1: Conduction solver cornparison of temperature solution. 

fThe flexiblemuitigrid solver muld not advance beyond the 6rst level. 
tff;UD2d solution with ET-factor set to 1.0 x 10". 

columa, Work Wnits, shows the number of work mits used to solve the temperature 

field for the model. There are no WU entries for the LUD2d solver since it would be 

difücult to accurately meastue the t h e  to solve one iteration on the finest grid using 

LGS2d without runnîng an iteration and thereby decting the results. The second 

la& column, % Heat Balance, shows how closely energy was conserved. The final 

column, Coefficient Updates, shows the number of iterations required for the model 

to reach steady state in the temperature field using the distorted transient solution 

method. 
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The r d t s  demonstrate that for pure conduction the multigrid algorithm may not 

be very efficient. The second b e l  vcycle showed the best thne results but the gain 

relative to LGS2d was still not Bignificant. The flexible-cycle ACM solver spent m a t  

of the calculation time on the finest Md level since the set of equations convergeci very 

quickly. Thdore excess tirne was consuxned in the solver setting up the multigrid 

coefncients for the equation sets. Note that the LUD2d test with the fl-fwtor set 

to 1.0 x 10JO obtained a better heat balance than the other mm. This suggests that 

the other nins were not as tightly convergecl as the LUD2d test nui. The distorted 

transient nuis may have "stalled" as they approsched steady state, and therefore the 

solution algorthm considered them as tightly converged solution. 

The results were cornpared against the LUD2d results by taking the Merence of 

the fields and dividing by the rage of the LUD2d field, using Ekpation (6.5). The 

results are shown in Table 6.2. As the table illustrates, the normalized temperature 

difference remains constant for all solvers except the seven-level V-cycle ACM. The 

flexible-cycle solver did not continue past level 1 into the higher levels and therefore 

the results were equident to the LGSY solver. The seven-hyer V-cycle ACM solu- 

tion had the highest normalized temperature difference. This was attributed to the 

high frequency errors introduced by multigrid that were not eliminated by the time 

the convergence criterion was satisfied. 
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Table 6.2: Conduction field compsrison of twdimensional conduction solutions. 

6.3 Lid-Driven Cavity Test Problems 

ARer the conduction terms of the energy equation were validatecl, the next step was 

to test the momentum equations and the advection tenns of the energy equation. 

First an isothermal lid-driven cavity mode1 waa solved. Once the velocity fields for 

the domain were calculatecl? the temperature field was determinecl from the energy 

equation. 

6.3.1 Isothermd 

The solution of this test problem helps to examine the accuracy of the velocity and 

the pressure correction solution aiporithm. Figure 6.4 schematically shows the test 

problem. The domain is square, with ail sides equal to one meter in length. The 

properties of the fluid, except density, are equal to those of air at atmospheric pressure 

and 300 K. The lid velocity is equal to one meter per second in the positive x direction. 

The Reynolds number is defined a: 

where the parameters are the density, p, Iength of the cavity 4, L, lid velocity, 

Uhd, and absolute viscosity of the fluid, p. The density value was adjusteci to obtain 
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Figure 6.4: Lid-driven cavity test problem. 

the deshed Reynolds number for cornparison with literature. The solution was run to 

a steady state critenon of 1 x IOœ6 using an Efmtor of 5.0 for the velocity solutions. 

Figures 6.5 and 6.6 show the horizontal and vertical centerline velocity profiles 

compared with Ghia et al. [20]. The staggered gRd used for the velocity calculations 

created some difEiculties when comparing results with Ghia et al. In order to avoid 

interpolating the velocity between control volumes for comparison with the Ghia et al. 

published results, the gnds were modifiecl by adding either a column or a row. A 

130 x 129 grid was used for the U-velocity profile cornparison, and a 129 x 130 grid 
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was used for the V-velocity profile cornparison. 

The addition of a c01um.n or row of control volumes should not bave affecteci the 

results signincmtly* The cavity with the Reynolds number of 400 showed very good 

agreement with Ghia et al., except for a point on the V-direction centerline profile. 

The error on this centerline profile wes attributed to a data error in the papa since 

the other points showed very good agreement. However, the d t s  of the present 

work for a Reynolds number of 5,000 did not compare well with Ghie et al. This 

deviation was attributed to the aponential upwinduig scheme used in the present 

work compared to the ht-order accurate upwind diffkrential scbeme (with a second- 

order accurate term as a defmed correction) use by Ghia et ai. The significant 

idluence of the upwind scheme was demonstrated by Jessee and Fiveland [31]. 

(a) U-vielocity. (b) V-velocity. 

Figure 6.5: Velocity centeriine profiles for the square cavity (ReLid = 400). 
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Figure 6.6: The velocity centerline profiles for the square caviw (Rew = 5000). 

The efficiency of the multigrid algorithm for this problem was examinecl. Since 

the velocity is not a function of temperature, the velocity field was solved first. The 

mode1 was standardized for esch test by maintainhg aU input parameters between 

models, and the results were compared between the solvers. The lid velocity for 

these tests cases was set equal to 0.1 mis. The Reynolds number, calculatecl using 

Equation (6.6), is 20.8. Table 6.3 is a summary of the test run results. Only the 

type of the pressure correction solver waa d e d  since thip equation set required the 

most iterations. The solvers iterated until the convergence criterion of 1 x was 

achieved. 

The research indicated that the LUD2d solver was more efficient solving the pres- 

sure correction equrrtion set than the LGS2d solver. As expected, the V-cycle ACM 

solver required less CPU time than the LGS2d solver. The V-cycle ACM solver needed 
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Solver #chamat Computatiod 

Type Lsvelcv's Time 

Fcydc(7) 1 1 x 1  1 3,212 8 

Table 6.3: Cornparison of solver effkctiveness fo the velocity field in the iid-driven 

cavity test problem. The remlution of the fine grid was 64 x 64 control volumes. 
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one-sixth the work d t s  and one quarter of the CPU time of the LGS2d solver for 

a 64x64 control volume grid. The flexiblecycle solver required lem than one-eighth 

the work units of the LGS2d solver and one fifth of the CPU tirne. These results 

indicated thst the flexibllecycle ACM was the fmtest solver when solving the velocity 

field for a lid-driven cavity model. 

In addition to cornputetional effort cornparbons, specific field values were also 

cornperd in the results for the diffaent solvers. Field differences were cdculated rel- 

ative to the value at the same aode in the LUD2d solution. The maximum merences 

in velocity, pressure, and stream hction are reported in Table 6.4. The field results 

were exactly the same for the LGS2d, V-cycle with one level, and the flexiblecycle 

with one level. This was expected since the ACM aigorithm using an LGS2d solver 

only on the first level is essentidy the same as an ordinary LGS2d solver. When the 

number of levels was increased, the accuracy of the results slso increased since the 

higher levels removed the low-kequency em>r modes. 

Table 6.4: Lid driven cavity field comperison of velocity solutions. 

Nonnaùed U-veiocity 

Q position (i) 

Normaüzed V-veiocity 

O position ( ï )  
Normai3wd Pieeisun 

O pmition (ij) 

Normalited Strearn hnction 

O pauition (y) 

4.1172 x 10'~ 

@3,50) 

6.4453 x 10'~ 

(16,331 

1.1333 x 10'~ 

(1,651 

1.5563 x 10'~ 

(32,331 

4.1172 x 10'~ 

(33,501 

6.4453 x 10'~ 

(16,33) 

1,1333 x 10'~ 

(1,651 

1.5563 x 10'" 

(33,331 
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6.3.2 Non-Isothermal 

The LUD2d-solved velocity field was next used to test the temperature solution field. 

Using the solution of the velocity field, the temperature field was calculatecl using the 

different solvers. The temperature boundary conditions prescribed for this mode1 are 

illustrateci in Figure 6.7. For the r d t s  describecl next, the values of TH were 300 K 

and 100 Ky respective1y. 

Figure 6.7: Lid driven cavity nomenclature for the temperature benchmark. 

Table 6.5 displays the results for the tests of solver efnciency for the non-isothemal 

lid driven cavity test problem. The LUD2d solver took over eighteen times more 

CPU tirne to solve the temperature field than LGS2d. The V-cycle ACM did not 



Table 6.5: Cornpariaon of solver effectiveness for the temperature field in the lid-driven 

cavity test problem. The resolution of the fine grid was 64 x 64 cont~ol volumes. 

tThis nin convergeci only using the first (hest) level. 

significantly improve the solution of the field over the LGS2d solver. The flexible 

ACM solved only the finest grid equation set uithout having to use any additive 

corrections to speed up the convergence. 

The LUD2d solver again was used as the b i s  of cornpaxbon for the temperature 

field value. Table 6.6 shows that the LGSSd, V-cycle with one level, and both flexible 

cycle test runs, have the same maximum temperature field Merence. Since the 

flexible-cycle converged rapidly on the fine grid, it did not need to use the coarser 

grid levels; m a t  of the ACM solvers behaved as ordinary LGS2d solvers. Only the 

multtlayered V-cycle test case showed a slightly smaller deviation from the LUD2d 
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field d u e s  since it was forced to use the coarser grids. 

- - - - - -- - - -- - -  - 

Maximum Field WSZd v-Cyds V& ~bebbCyde PbribkCyde 

D W  (1 -1 (7 -1 (1 -1 (7-1 , 

NO- 7.7393 x 104 7 ~ ~ 3  x 10-4 s-m? x 104 7.7393 x 104 7.7393 x 10-4 

O poaithn (i j) (18,241 (1824) (31,351 (18124) (ls124) 

Table 6.6: Lid driven cavity field cornparison of temperature solutions. 

6.4 Natural Convection Benchmark Test 

The next step is to test the abiity of the computer code to calculate the field of 

a natural convection problem. The h t  natural convection test was done on the 

test problem shown schematically in Figure 6.8. The fluid properties are for air at 

atmospheric pressure and 300 K. The square cavity had a side length, L, of one meter. 

A computatiod grid with 80 x 80 unifonnly spaced control volumes was used. The 

fl factor was set to 5, the EU and EV factors were both set to 3, and the steady- 

state convergence criterion was specified as lOW5. The hot temperature, TH, was set 

to 5 K, and the low temperature, Tc, was set to -5 K. The fluid density was varieci to 

get Rayleigh numbers between 103 and log. The value of the Rayleigh number, Ra, 

was calculatecl £rom the equation, 

Table 6.7 reports the Nusselt Number cornparison between the present work and two 

benchmark results fiom the literature [25, lq. 
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u, = O  

v, =O 

* 
L 

Figure 6.8: Boundary conditions for nahval convection in a cavity. 

The Nusselt 

equation, 

number, as given by M. Bortmann et al. [25], is dehed by the 

where is the actual heat flow acmss the cavity and Qc is the heat flow fkom pure 

conduction. Qc is debed as 

where H is the height of the cavity, which in this case is equal to the side length, 

L. The heat flow, g, is the average of the sum of the convection and diffusion fluxes 
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through the CV facee along 8ny verticle grid line (i = constant). 

The average value is given by: 

The values of Qi are summed stazting from àb - 1 so that the heat flow through 

every control volume face is considered in the calculation of Q. The r d t s  shown in 

Table 6.7 indicate that the the code produced results very similiax to other n a t d  

convection bencsimarks. 

Table 6.7: Nusselt numbers for natural convection in a csvity. 

To furfher test the efficiency of the ACM solver, cornparisons were made between 

the dinerent solvers. The results of these compariso~~ are summarized in Tables 6.8 

and 6.9. The hill ACM flexible-cycle 8oIver d v e d  the benchmark in on&fth the 

time of the LGS2d solver, and in oneninth the time of the LUD2d solver. Note that 

Davis 

~ 5 1  

1.118 

2.243 

4.519 

8.800 

Rayleigh 

Number 

lo3 

lo4 
r 

105 

1O6 

Present Work 

80 x 80 

1.11733 

2.24981 

4.54192 

8.96487 

Hortmann 

~ 5 1  

- 
2.24475 

4.52164 

8.82513 
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Table 6.8: Natmal convection solver cornparison (V-cycle). 

the flexible-cycle solver did not use any multigrid levels to solve the energy equation 

even though it was dowed to solve up to seven leveLs. The energy eguation converged 

rapidly on the finest grid level. 

6.5 Conjugate Heat Tkansfer Test Problem 

As a fiml test to validate the code, a conjugate benchmark was modelled. This mode1 

is similiar to the natural convection benchmark described in Section 6.4. In this case 

the caviw was surrounded by walls of finite tbickness. Figure 6.9 shows the layout of 
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For T For P' TMe mm 
LGS2d LGS2d 11,560 s 167 

LüD2d LUD2d 21,110 r V A  

F (1) F (1) 12,110 r 167 

F (1) f (2) 12.m r 166 

F (1) F (4) 5,188 s 165 

F (1) F (7) 2,264 s 162 

F (2) t F (1) 12,120 8 167.0 

F (2) t F (2) 12,910 8 166.0 

F (2) t F (4) 5,204 s 165.0 

NIA 

Table 6.9: Natural cowection solver compatison (flexible-cycle) . 
tThis run convergeci using only the iirst (finest) leveL 

the model. The fluid properties are the same as for the previous natural convection 

benchmark. The grid used was 80 x 80 (40 x 40 in the cavity). The size of the 

cavity is 0.6 meters dong each wd, and the outside wall length meBSU1:es 1.0 m. The 

thermal conductivity of the solid was set to be ten times grester than the fluid (air). 

For cornparison with the r d t s  presented by Kim and Viskanta [32], the density of 

the solid can be said to be 2000 times greater than the fluid, and the specific heat is 

d o m  throughout the domain. A steady state criterion of IOœ5 was used. 
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Figure 6.9: Conjugate benchmark; natural convection with finite walls. 

Several tests were run with Merent Rayleigh numbers by changing the density of 

the fluid (and the solid density, accordingly). The Rayleigh number was calculated 

using the foUowing equation: 

The Nusselt numbers were then calculated locally and averaged at each intenor surface 

of the cavity walls. The formulation of the Nusselt number is based on the equation 

given by Kim and Vislranta [32], although it was modified to ensure an energy balance. 

The stepby-step detciils of the modification are given below. 

Figure 6.10 illustrates the nomenclature used to calculate the Nusselt number. 

First, the heat flow a c r m  the fluid-block control volume interface is defined for the 
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Figure 6.10: Nomenclature for the conjugate Nusselt number calculaticn for natural 

convection within a square cavity with finite walls. 

left vertical Wall: 

Then, the heat flow is defined in terms of the convection coefficient, b, for the control 

volume face. 

Next, Equation (6.15) is reamanged in tems of the local convection coefficient to get 

and since p.- = qe+, Equation (6.13) can be substituted in for q,+. 

Thus the local Nusselt number îs d&ed as 
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The average N d t  number is calculateci by avetaging the local nusselt number over 

the azea of the cavity wd. 

The equations required to calculate the Nusselt numbers for the other walls can 

be d e r i d  in a similiaz manna. 

The r d t s  calculatecl by the code developed in this thesis are compared against 

the beachmazked results given by Kim and Viikanta [SI. The results are sumrna- 

rized in Table 6.10, and the temperature contours and the streamlines are shown in 

Figures 6.11 and 6.12. 

- 1 Result Type 1 Â& 1 1 1 Nus 1 

1 Nu based on TH - Tc 1 7.425 ( 7.571 1 2.522 1 2.666 1 
Table 6.10: Nuaselt numbers for natural convection in a cavity. 

- 
The Nusselt numbers based on the Tdt - T are much higher than those of Kim - 

and Viskanta for al1 aides of the cavity. The Nus results are the highest because the 

wall temperature approaches the average fluid t e m p e m e  at two control volumes. 
- 

When the clifference of the two temperatures, Twdl -T, becomes very small, the value 

of the Nusselt number becomes very laxge. There is a large discrepancy between the 

Kim and Vikanta results and those from Equstion (6.19) because there appears to 
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Figure 6.11: Temperature contours in the thick walled cavity for Ra* = log. 

be an error in the derivation of the N d t  nwnber in Kim and Vishta  [32]. The 

"TH -Tc" Nusselt nwnber is calculated using Equation (6.8). In this case the cavity 

is treated like the convection cavity without finite walls. The average temperatures 

of the interior left and nght walls are used for TH and Tc, respectively. 
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Figure 6.12: Streamlinea for the thick w d e d  cavity for Ra* = 106. 

6.6 Conjugate Tests with an Oil-Filled Cavity 

These series of tests set the basis for the tramdomer runs describeci in Chapter 7. 

These problems examine the sensitivity of the conjugate domain solution to changes 

in fluid-solid thermal conductivity ratio, the width-height ratio of the cavity, and the 

boundary conditions. 

The test problems began by modelling a simple geometry in order to build an 

understanding of solving conjugate problems. When the trends of the simple mode1 
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were understood, more complexity was added to the transformer model. 

B a d  on the test describeci in Chapter 6, the CACM2d solver was selected for the 

solution of the trandormer moàei. This solver was used to calculate the temperature 

and the pressure correction fields. LGS2d was used to calculate the velocity fields 

since they tended to converge quickly without a multigrid solver. 

6.6.1 Oil-Filleci Ca* with Two Thick Walls 

The first test is similiar to the standatd natwai convection cavity described in Sec- 

tion 6.4. In this test problem, the Buid in the cavity is transformer oil (properties 

at 300 K). The density of the oil was specified to obtaïn a Rayleigh number of IO4. 

The Rayleigh number, using Equation (6.7), was calculatecl for the cavity by calcu- 

lating the average temperatures on the left and right solid-oil interfaces. As shown 

in Figure 6.13, soüd walls were placed beside the cold and hot sides with properties 

ail equd to that of t r d o r m e r  oil except for the thermal conductivity. The ther- 

mal conductivity of the solid regions was changeci throughout the series of tests. If 

the t h m a l  conductivity is high enough, the temperature throughout the left block 

would be nearly equal to TM and the temperature throughout the right block would 

be nearly quai to Tdd. The value of AT for the interior cavity would equal the dif- 

ference of TM and Tdd. In this case, the behaviour of the Buid 0ow should be nearly 

the same as the fluid cavity with isothermd walls, which is the standaxd benchmark 

test problem discussed in Section 6.4. The top and bottom of the domain is insulated. 

A d o r m  41 x 41 grid was used for the cavity, and esch of the solid walls on either 

side had an additional five control volumes acr- their width* 

Several tests were run by varying the ratio of the solid to oil thermal conductivities, 

k,/k.. Fbtios of 105, 103, IO2, 10, 5, 3, and 1, were analyzed. The runs showed that 

aa the kJk, ratio is reduced, the Rayleigh number decreases from 0.972 x 104 for 
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q" = 0 

T 
hot 

Figure 6.13: Illustration showing the setup and nomenclature for the square oii cavity 

with two conjugate walls test. 

kJko = 105 to 0.163 x 104 for S / k 0  = 1. This is attributed to the increatiing thermal 

resistence in the solid walls causing a larger temperature drop Bcross the finite wall. 

As the ratio of kJk,, = 105 decreased to ks/ko = 1, the amount of work units required 

for a solution almost doubled. Over 60% of the work for the k&, = 105 test case 

was spent computing the pressure correction field, whiie approximately 64% of the 

tirne was spent on the same task in the ks/ko = 1 test case. 

This test case illustrates that as the temperature gradients inside solid increase, 

the number of work units required to solve the problem lrlso increases. Therefore, it 

is expected that the closer the core and winding thermal conductivity is to the oil 
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thermal conductivity, the greater will be the CPU time that is required to solve the 

tramdomer simulation. 

6.6.2 Narrow Fluid Cavity With One thick Wd 

The next series of test problems coIlSiSted of a solid beside a 1181~c)w cavity fillecl with 

transformer oil, as shown in Figure 6.14. The purpose of this test is to detennine 

the dect of having a tall end m o w  caviw on the solution t h e  and stability. This 

geometry is specified so that it is nearly that of a t rdormer  cross-section. These 

tests, t herefore, provided some experience in computing transformer-like problems. 

Also, the solid region propertiea were specified to be a homogeneous representation 

of the core and winding region in a transformer. 

The first test case uses Dirichlet boundary conditions to specify a temperature on 

the boundary of the domain. AU the walls were specined with the same temperature, 

except one which was given a higher temperature. The next test case took the average 

heat flux induced by the Dirichlet boundary conditions and used that value to replace 

the boundary condition of the higher temperature w d  with a hest flux specification. 

The final test case used the total energy added to the previous tests cases divided by 

the volume of the solid as the energy generation within the solid. The heat flux on 

the left wall was removed, and instead the wall was treated as insulated. 

W d  Boundaries with Specised Temperatures 

The solid was apprQXjILI&ted by a homogenous core-and-winding-like mateRa1 (the 

approximations aze baed on a a c t d  dimensions of an aluminum-wound winding). 

AU the properties are iisted in Table 6.11. The width of the solid is 0.1 meters, 

the fluid cavity is 0.015 meters, and the height of the cavity is 0.8 meters. Thae 

dimensions were chosen to reflect the dimensions of a typical, smd-shed, distribution 
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Figure 6.14: Schematic illustration of a namow cavity, conjugate heat tramfer mode1 

with dirichlet bo~mdaxy conditions. 

transformer. The Dirichlet boundary conditions were specified with a TH of 5°C on 

the lelt hsnd side (on the windings side) a d  Tc of 0°C on the remaining sides. The 

higher temperature is used to simulate a power generstion within windings. 

Two sets of nuis were conducted. The firet set of runs were for kJkf = 101°, and 

a tirne step of 1,2, and 3 seconds. The fluid properties remaineci constant throughout 

d the mm, only the thermal conductivity of the soiid was changecl. The results are 

s m e d  in Table 6.12. The solution proved to be unstable with larger t h e  steps; 
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Property 1 Oi st 72OC 1 Core and Wuidings 

1 ThermalConductivity 1 0.45 W/mK ( by ratio 1 

Table 6.11: Properties for the w o w  fluid cavity model. 

Time 

step - - 
1 

- -  - -  

Interface 

T 

Table 6.12: Results for the ks/kf = 10" conjugete mode1 with n m w  fluid cavity. 

Ra 

7.8ïû x I@ 

7.874 x 10' 

7.873 x 101 

Total 

Time b] 
0:08:54.00 

0:30:34.00 

8:#)..00.00 

tThis rua did not teach steady state because of oscillatioas. 

the tirne step of three seconds did not converge to a steady state value. The Rayleigh 

and the Nusselt numbers are determinecl based on the calculated average temperatures 

of the left and right walls, using Equations (6.7) through (6.11). The Nusselt number 

varied little between the different time steps, even if the time step of three seconds is 

considered. The number of work units is also recorded so that a prediction could be 

made about how long a transformer problem may take to solve. These d u e s  indicate 

how the solution time will increase as the test problem is modifieci to become more 

tr donner-like . 

Wo* Unita 

The next set of runs were for a ratio of k,/kf = 1/0.45. This ratio is close to the 

actual ratio found between the windings in a trandormer and the 03. The results are 

T 

1,228 

1,380 

10.520 

U 

1,105 

2,459 

29.890 

V 

1,142 

1,555 

17.930 

P ' 
119,400 

114,600 

817,200 
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sitmmruiaed in Table 6.13. The results for the one second time step axe not shown 

because the test case would have taken over 10,000 time steps to converge. It is 

important to note that the solution of the kJkl = 1/0.45 ratio problem is able to be 

solved with a larger t h e  step. 

'rime 

S m  

2 
1 

3 

Wd Boundary with a Specified Haat Flux 

The model from Section 6.6.2 used Dirichlet boundary condition to simulate the heat 

generation within the windings. For this test case, the TH boundary condition was 

replaced with the equident heat flux. The heat 0ux was based on the average heat 

flow (50 W) found on the left face of the ks/kl = 1/0.45 test case in the Dirichlet test 

problems. The heat flux applied to the left face is 62.5 W/m2. Figure 6.15 shows the 

new boundary conditions. Only the ks/kf = 1/0.45 case was analyzed. 

'Ibtal 

S- 

The purpose of the test was to see if ch- the boundary condition would have a 

sigaiscant &t on the solution time and stability. A s l v n m ~  of the results is shown 

in Table 6.14. Although the resdts show that solution stability is not a problem, the 

new boundary condition increases the simulated t h e  required to obtain steady state. 

In the previous subsection, three to four hours was required to reach steady state 

convergence. With the heat flux appiied to the left side, the simuiated time increased 

to at least eleven hours. The three second tirne step run was stopped because it was 

taking a long time to reach steady state. The longer simulation time makes sense 
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Figure 6.15: Schematic illustration of a nmow cavity, conjugate heat tramfa test 

with a constant heat flux. 

because the le& temperature is no longer held constant. The wall boundary increases 

in temperature with the test of the model. The left w d  temperature increased fiom 

an average of 0.8 K in the Dirichlet test cases, to 1.0 K. The Rayleigh number increased 

fiom 1.6 x 10' to 2.0 x IO4, and the Nusselt number increased from approximately 

0.30 to 0.34. 

These results show that the cornputer time required to solve the trdormer model 

could be substantiel since none of the transformer walls are held at a constant tem- 

perature. 
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Table 6.14: Results for the kJkf = 1/0.4S narrow fluid cavity with left side heat flux 

Heat Generation within the Solid 

The 50 W heat flow used on the left side of the previous test problem was used to 

calculate an quivalent volumetric energy generation rate for the next variation of this 

model. Dividing this value by the volume area of the solid gives a heat generation 

rate of 625 w/m3, and the left side was insulatecl to match a symmetry condition of a 

transformer model. Appendix A describes the justification for using this transformer 

cross-section as the rnodel. 

The test problem layout conditions are shown in Figure 6.16, and the results are 

summhed in Table 6.15. Ody nins with a t h e  step of 15 and 20 seconds were 

- - - - - - - - - - - - - - - - - 

Table 6.15: Results for the k./kf = 1/0.45 narrow fluid cavity with heat generation 

in the solid. 
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Figure 6.16: Schematic illustration of a narrow cavity, conjugate heat transfer test 

wit h energy generation within the solid. 

conducted because the purpose of these tests were just to see if the switch from a 

heat tlUK on the left side to heat generation h ide  the solid wodd &wt the results 

signiscantly. 

The results showed that the simuiated time increased fiom between fourteen and 

seventeen hours in the previous test cases, to between sixteen and hm@-five hours. 

The number of work units required increased by 50%, and the fluid-solid interface 

temperature increased fkom 1.01 K to 1.06 K. Both the Rayleigh and the Nusselt 

numbers increased fiom approximately 2.06 x 10' and 0.34 to 2.16 x 104 and 0.64, 

respectively. 
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6.6.3 PVT-Loop Tests 

Mer much investigation it was found that the PVT-Loop discussed in Section 4.11 

did not allow for longer tirne steps when d y y i n g  the trandormer model. Xnstead, 

the solutions continued to diverge at the higher time step and thus req, many 

more solver iterations. Even the one second time step the PVT-hop did not improve 

upon the solution tirne of the tramdomer. This may be attributed to the movement of 

the fluid cells above the core and windings. Mead, the standard segregated solution 

method was used to solve the transformer test cases in the next chapter. 



Chapter 7 

Transformer Simulations 

Introduction 

A method has been developed to model transient, conjugate heat t r d e r .  The previ- 

o u  chapter showed the test cases used to vaiidate the equation sets and the solution 

algorithms. The next step is to apply the computational model to a distribution 

transformer. The b t  tramdormes model was used to ensure that the theoretid 

model can capture the basic phenornena in a naturally oil-cooled distribution trans- 

former. The work of Alegi and Black [l] was used to test the present model since their 

paper contained sufncient detaiis for cornparison with the present cornputer model. 

Once the simulated trBIlSfomes mode1 resuits were compared with the results of Alegi 

and Black, a paremetnc study was conducted on the same transformer configuration 

to show the &kt of varying the ambient conditions, the load, and the description 

of the core and windings. Finally, a compatison was made with the ANS1 loading 

guide [3]. These tests compared the cornputer-predicted hotspot temperature rise for 

step overloaded t rdormers with the ANS1 tabulated values. 
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7.2 Cornparison of Results with Alegi and Black 

The r d t s  of Alegi and Black [1] were used to test the application of the present 

wmk. Using a lumped model approximation, Alegi and Black cornpareci theh theoret- 

ical model egainst data obtained from experimentdly testing a 75 kVA distribution 

tradormer. 

7.2.1 Model Development 

This section details the development of the Alegi and Black cornparison model. The 

transformer parameters presented by Alegi and Black rue reviewed, and the assump 

tions made by the authors are discussed in detail. This subsection then discusses the 

assumptions used in the comparison model. 

Alegi and Black Model Summary 

The Negi and Black article [l] contains most of the information about their tram- 

former run required to build a nuerical cornparison model. Some transformer 

specifics such as dimensional deteils about the windings, and the ratio of core to 

windings mas, had to be appracimated. The basic model parameters are listed in 

Table 7.1. 

The lumped model by Ale@ and Black consists of three transient energy balances, 

one for each of the three transformer components shown schematically in Figure 7.1. 

The components are the core and winding aasembly, the transformer oü, and the 

external t r do rmer  tank and fittw. Their model assumes that the core and wind- 

ings can be approximated as a vertical cylinder with the top and bottom perfectly 

insulated. The core and the tank are h k e d  by oil convection, and the tank is linked 

with the ambient air by convection. Correlations were used to model the convection 
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Parameter I Value 

niu Load (Nameplate) Rating 1 75 kVa 1 
1 lion (No Load) Losses 1 0.07 k W  1 
I 

- 

I hill Load Copper (FUI Load) Loasas 0.528 k W  1 
1 Top Oil Temperature Rise at Eldi Load 1 65°C 1 
1 Mass of Core and Coü Assemby 1 532 lbm (241 kg) 1 
1 Mass of Oil 1 278 lbm (126 kg) 1 
1 Mass of Tank and Audlary Fins 1 140 lbm (64 kg) 1 

1 Diameter and Height of Tank 1 1.9x3.33 ft (0.58x1.01 m) 1 

Figure 7.1: Alegi and Black lumped model energy Bow diagram. 

heat transfer. Alegi and Bladc made no attempt to model the increased convection 

cauaed by the awillary fins. In the discussion to the paper, L. W. Pierce states that 

significant ermr is introduced by neglecting the heat t r d e r  hom the winding ducts 

to the oil. The present modd also makes this approximation for consistency. 

-) Ambient 
AU 

Core 
& 

Windings 

The Alegi and BI& model used several correlations to model the convection 

between components. For the convective heat transfer h m  the sides of the core 

? 

Oil 

w 

Tank 
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and coil assembly to the surrounding oil, the authors stated that the curvature of 

a cyhder has no appreciable &8cts as long as the Grashof number is great thm 

106. This criterion is satiefied for a typical trdormer deaim. Thetefore the Nusse1t 

number for the flow of oil over the core and mil assembly sides is calculatecl by 

where the following expression is used for the value of A: 

The Grashof number of the oil is evaluated fiom the expression 

Gr,, = Po,! 9 (T- - TOI HL" 
( v o , d 2  

where H- is the height of the core and coil assembly, and T- - To is the difference 

between the core and windings, and oil temperatures. Once the Nusselt number 

is eduated  for the flow of oil over the core and coil, the convection heat t r ader  

coefficient is determined by the expression 

Expressions for the thermophysid properties of the oil (Pr, P, v ,k)  are given in 

Table 7.2. AU oil properties are evaluated at the oil film temperature, the average of 

To and T-. 

The convection heat transfer coefficient between the oil and the inside walls of 

the tank is evaluated using a similiar procedure. Equations (7.1) and (7.2) still apply 

without modification, but the Grashof number is determined £tom the expression 

Grt = Po*, 9 (To - Tt) H: 
( f i0*d2 



Randtl Number of Air 0.70 

Thennd C~nductivity of Oii  Bt~/ht  - &-OR ko 0.07755 - 25.672 X 10"T 

1 Kinemstjc V i  of Oii t; f t 2 / l s  1 v. 1 IO-' x ezp (32.18 - O.07i2T + 50.81 x 1OaP) ( 
Coefncieat of Thermai w o n  of 0% 1/OR Bo 0.00011 

Rancit1 Number of Oil I Pro I ~ 2 p  (30.36 - o.on2~ + 46.81 x 10-6P) 

I Speaâc Heat of St& Btu/lbm.OR Cpiateel 0.0726 + 60.556 x 10-=T 1 

S p d c  Heat of O i  Btu/lbrn-OR 

Specific Heat of Copper; Btu/Ibm0R 

I Abcm expressions are ümited to 480°R < T < 680°R, and T must be in O R  l 
Table 7.2: Alegi and Black [l] thennophysical property expressions and definition of 

symbols. 

t'The expression for this property was modifieci from the original expression in 

the paper because the calculateci values were unreaüstic. The originai expression, 

ezp [(32.18 - 0.07722' + 50.81 x 10-~) x 10-~], ras missing the F factor in the last term, and 

misplaceci the x10-%rm in the exponent. 

Cp80 

=P.- 

0.1~)9 + 5.849 x I O ~ T  

0.0856 + 12.778 x 10'=T 
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where Ht is the height of the transformex tank, and T, - Tt is the Merence between 

oil and tank temperatures. The convection heat t r d e r  coefficient is given by 

where ail oil properties are evaluated at the fh temperature, the average of T, and 

Tt* 

To e d u a t e  the convective heat trader coeilicient on the outer d a c e  of the 

tank w a h ,  the t rdormer  tank is modelled as a vertical cylinder. For this test case, 

AIegi and Black modelled the tank convection heat transfer as being only natural 

convection. As long as the thermal boundary layer thickness over the outer surface 

of the tank is small compared to the efkctive diameter of the tank, Alegi and Black 

suggested using the following equatioes to determine the Nusselt number. 

where 

The temperature diflerence, Tt - Tm, is between the tank and ambient temperatures. 

Expressions for the thermophysical properties used for air in the Alegi and Black 

mode1 are given in Table 7.2 and they are evalulated at the fiLn temperature, the 

average of T, and Tt. 

The convection heat t r d e r  coefficient for free convection between the outside of 

the transformer tank and the air is dculated by 



The energy generated in the core and coil assembly is produced by two souces 

of electrical l m .  The fht lm, which is constant and independant of load, is the 

iron loss. This loss is the sum of h-resis and eddy-current losses. The second loss 

is the copper (load) loss end it r d t s  from the electncal resistance of the windings. 

The magnitudes of these losses are detendneci from heat run test data. With this 

information the total heat generated, as a function of transformer load, is 

The net radiation exchange leaving the trandormer tank to the environment is 

modelled by the expression 

Alegi and Black state that the emitted radiant enetgy fiom the surface of a trans 

former tank which ha3 a temperature in the range of 20 to 120°C, and the absorbed 

energy from the surrou~dings at roughly the same temperature, falls predominantly 

in the Uifrared wavelength range. Assuming only infrard energy and appIying Kirch- 

hoff's law, the emissivity and the abrbtivity are BSSUrned to be equal; €1 = ar. A 

value of 0.95 was recommended as an average for typid transformer paints. 

To verify their model, Alegi and Black conducted experiments using a tramdonner 

equipped with thirty calibrated thermocouples: ten throughout the core and coil 

assembly, ten at VBfious positions in the oil, and the remaining ten on the exterior 

surface of the tank. The thermocouple readings were averaged to provide a measure 

of the average component temperature. As a r d t ,  the average of the measured 

temperatures w i .  be lower than the m d u m  temperatures that can &t in the 

core and coil assembly and in the oil. 

Some of the thermocouples used to measure the core and coil temperature were 

placed in oil ducts, and some were fastened to the coil. The thermocouples used to 
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measure the average oil temperature were attached to ceramic rods and located at 

va,rious distances fiom the bottom of the tank to the top of the t h  over the core 

and oil assembly. AU the tests were conducteci indoors so there was no solar energy 

incident on the tank. 

For the first test, the distribution transformer was started fram a cold-&art (uni- 

fonnly e q d  to the 20°C ambient temperature) with a step load increase from O to 

49 kVA. Once the t rdormer  achieved steady *te the transformer load was again 

increased stepwise fkom 49 to 71 kVA. 

The Choiœ of the Two-Dimensional 'ikansformer Model 

The ideal transformer model should be able to simulate the thermal effect of every 

dimension of the transformer. As previousiy mentioned, such a model would be very 

complicated, and would take a prohibitive amount of cornputer tims to solve. In 

an attempt to simpiify the problem and to d u c e  the solution t h e ,  it was decided 

to model the t r do rmer  on a two-dimensionai basis. Appendix A discusses the 

reasoning behind the selection of the model cross-section, and why other potentially 

more accurate three-nimemional models were not chosen. 

Appendix B shows the gndP developed for all transformer nuis. This appendiv 

will serve as a teference for all grid infornation presented in this chapter. 

Assumptions and Approximations of the Present Model 

Several assumptions had to be made for the two-dimensioional transformer model be- 

cause d the necessary pasmeters are not a d a b l e  in [l]. For instance, although the 

approxbate diameter of the core and windings were given, no information waa given 

as to how they determined the apprcarimate diameter of the core and windings. Also, 
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no information was given about the position of the transformer Mthin the tank. The 

present model was developed in Carteaian coordinates, and adjustments were then 

needed to apprajamate the cylindrical shape given by Alegi and BLack. 

In order to obtah the best approximation possible to the Ale@ end Black domain, 

several eqgations were derived to meintain the basic physical properties of the Alegi 

and Black 75 kVA trBOSformer. The air gap above the oil was ignored to simplifiy the 

model. Equation (7.1%) maintains the mass of the oil at 126 kg since the oil plays 

an important part in the thermal capacitance of the trBIlSformet. The nomenclature 

Figure 7.2: Dimension nomenclature for the Alegi and Black cornparison model. 



for this equation is illustrated in Figure 7.2. The total power generated within the 

transformer is maintaineci by Equation (7.13b). The d 8 c e  area of the core and 

windings is maintained by Esuation (7.13~) so that the model kept the same amount 

of heat flow fiom the core and wjndings to the oil. Equation (7.134 maintains the 

mass of the core and windings st 241 kg. Aîthough the sudiace srea of the tank 

should also remcrin constant, another equation codd not be added because it made it 

difEicult to solve the equation set and maintain a domab geometry that reawnably 

apprortimates that of a distribution traLlSformer. htead, the convection coefficient for 

the tank is modifieci, as shown later in the chapter, to compensate for the discrepancy. 

The half-width of the core and windings, x-, is set equal to the equivalent core 

and winding radius as determined by Alegi and Black, end the width of the tank, zt, 

is set equal to the tank radius. The equations are solved to obtain the results shown 

in Table 7.3. 

All properties were evaluated based on the steady state temperatures determineci 

from the Alegi and Black lumped model simulation. The properties of the oil were 

evaluated at 39.5"C for the 49 kVA m and 55.0°C for the 71 kVA run. The core 

properties were evaluated at 44°C for the 49 kVA load nin, and 61°C for the 71 kVA 

load m. The specific heat of the core and windings was apprabated by tsking 

the volumeweighted average specific heat of pure copper and the steel of the core 

(using the correlations supplied by Ale@ end Black). The thermal conductivity of the 

windings was assumed to be uniform, isotropie, end equal to 5 w/rn2~. The thermal 

conductivity of the core waa assumeci to be 42.5 w / ~ K .  The present model used 



Parameter 

Half width of core and windings 

HaIf width of tank 

Height of core and Win- 

Height of tank 

Depth of tank 

Table 7.3: The Alegi and Black apprcaOmate model dimensions used in the present 

st udy. 

a homogenous thermal conductivity for the entire core and windings block based on 

the hamnonic mean of both the winding and steel core thermal conductivities (8.94 

w/rn2~). The density of the core and windings could not be based on the properties 

of the core or windings because no information was given about how much of the 

core and windings was iron core and how much was copper windings. Therefore, 

the equivalent diameter and height were used to get an quivalent volume. The 

density was then calculatecl by dividing the given mass of the core and windings by 

this equident volume to produce an effective density of 2,854 kg/m3. The power 

generated by the core and winàings was ~ummed according to Equation (7.11) and 

divided by the total volume to produce mlumetric energy generation rates of 3.4750 

and 6.3904 kW/m3 for the 49 kVA and 71 kVA nuts, respectively. 

The Alegi and Biack model simulatecl the convection by only considering the sides 

of the tank. Since a simiiiar 8ssumption of insulated top and bottom tank sUff&cea 

would be expected to unrealistically change the characteristics of the oil flow within 

the tank, convection boundary conditions were used for the top and bottom, as well 

as for the side. The ambient properties of air were evaluated at 20°C. The convection 
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1 top 1 4.192 W/m2K 1 5.762 W/m2K 1 11.612 W/m2K 1 

Tank 

Side 

Table 7.4: Tank convection coefficients for the twdimensional transformer flow 

mode1 loaded et  49 kVA for cornparison with Alegi and Black. 

coefficients for the externa1 boundaries of the tank were calculated differently for 

each of the surfaces. They are summarized in Table 7.4. The sides of the tank were 

evaluated based on the s t d y  state tank temperature, 32OC, calculateci by Alegi and 

Black for the 49 kVA m. The correlation supplied by Alegi and Black for the arnbient 

air convection was used to caicuiate the w d  convection using the actual tank height 

of 1.01 m. 

Natural Convection 

(h) 

The convection coefficients for both the top and bottom of the tank were calculateci 

based on correlations for natural convection fiom a horizontal flat plate given by 

Incropera and DeWitt [30]. The convection coefficient for the top of the tank was 

calculated based on a wall temperature of 32°C. The Rayleigh number was calculated 

by the equation 

The length is determined based on the characteristic length. This length waa calcu- 

lated by dividing the surfixe area of the plate by the perimeter, to produce a value 

of 0.145 m. The Rayleigh number was equd to 3.357 x IO6, which corresponds to 

Iaminar flow. Since the flow is lnmin~ir, the convection coefncient for the top plate 

Radiation 

(b) 

O v e r d  

(hef j )  
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was calculated 

The convection coefficient for the bottom plate was dculated based on a tank tem- 

perature of 3g°C d e r  some preliminq nuis suggested wing this higher tempera- 

ture. The Rayleigh number for the natural convection of the bottom surface (ushg 

Equation (7.14)) indicated that the air flow would still be laminm. Therefore the 

convection coefncient was calculated using 

The radiation exchange between the tank walls and the environment was also 

estimated* An effective convection coefficient was determined for the radiation using 

For the radiation calculation, the tank temperature was assumed to be uniformly at 

32"C, and the emissivity, E, of the tank paint was given by Ale@ and Black to be 

0.95. The temperature of the surroundings was assumeci to be equal to the ambient 

air temperature. 

An overd convection coefficient correction basecl on the s u r k e  area ratio between 

the models resdted in the equation, 

Table 7.5 shows the effective convection coeflicients for the 71 kVA nui. The tank 

temperature was &ssu.med to equal 4g°C. 



1 top 1 5.259 W/m2K 1 6.279 W/m2K 1 13.460 w/m2TS 1 

Tank 

Side 

sides 

Table 7.5: Tank convection coefficients for the two-dhnensional trandormer flow 

model loaded at 71 kVA for cornparison with Alegi and Black. 

Grid and T h e  Step Independence Checks 

Natural Convection 

(h) 

3.200 W/m2K 

Grid and tirne independence nins were performed on the two-dheflsional transformer 

flow model that would later be used for cornparison with the Alegi end Black results. 

For each grid, several time steps were used to determine at which point the solution is 

insensitive to a change in the size of the t h e  step. The grids evaluated were 54 x 51, 

73 x 73, 100 x 102, and 100 x 152. The results are presented in Appendix C. These 

results are b d  on the t r do rmer  loading of 49 kVA described in the next section. 

The properties were all evaluated at 300 K for the purpose of the time and grid 

independence nuis. For those nins the model is divideci into three regions: the solid, 

the top oil cavity, and the m o w  right channe1 along side the core and windings. 

The the results of the independence checks elso show the simulateci results obtained 

by Alegi and Black for the 49 kVA loading. The top curve of each plot shows the 

average core temperature, the middle c m  shows the average oil temperature, and 

the bottom c m  shows the average tank temperature. 

The transformer runs did not reach a steady state condition, as defined by Qua- 

tion (4.85). The flow oscillatecl as cells of oil move &round above the core and wind- 

Radiation 

(b) 
6.279 W/m2K 

Cher all 

(hef f 1 
11.058 W/m2K 

I 
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ings. This is illustratecl in Section 7.2.2. Mead, two new cnteria were required to 

determine when to stop the computations. Those two conditions, based on 8 relative 

change of energy storage and average temperature were 

where Qgm is the energy generated within the solid, Q& is the energy leaf ig  the 

tank, T,, is the average overd temperature, and cvg is the average overd temper- 

ature from the previous tirne step. 

As the dinerence in Equation (7.21) gets smaller, the stored energy decreases. 

When the ratio is reduced to 1.0 x 10-~ then the energy storage is very smalI relative 

to the energy generated. Equation (7.22) is satMed when there is little overd 

temperature fluctuation within the domain between time steps, even though local 

temperatures may vary spatidy as the oil flow cells move slightIy. 

Appendix C shows the results of the time and grid independence tests. The results 

show that a time step of one second for a 73 x 73 grid gives optimal results based on 

the CPU solution the and accuracy of the average temperatures. 

7.2.2 Two-Dimensional Flow Model: 49 kVA Load 

This section presenfa and discus8es the r d t s  obtained by using the twdimensiond 

flow mode1 when the transformer is loaded at  49 kVA. These results are compared 

with the results of Alegi and Black for the same loading. A 73 x 73 grid was employed 

and the time step was chosen to be one second. 
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Average Temperatures 

Figure 7.3 shows the nomenclature for the temperature rbe, 0, at d o u s  locations 

in the solution domain. The subscript, R, represents the region to the right, and T 

represents the region above the core and winding~. The plot in Figure 7-4 shows the 

average temperatures for the core and windings, the right oil region, and the top oil 

region. Note that for these and a l l  subsequent plots, only the values for every tenth 

time step are plotted. 

The average temperature is volume weighted for each region (since the regions 

have unifolpl specific heat). The transformer took 38:23:44.00 hours (138,224 one- 

second time steps) of simulated t h e  to reach steady state. The core and windings 

Figure 7.3: Mode1 layout showing the nomenclature of O, the temperature rise above 

ambient . 
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Alegi & Black simulated rwults 
Ale@ & Black: experimental c+w rcsuits O 

Figure 7.4: Cornparison of the 49 kVA load r d t s  showing the temperature rise 

above the ambient temperature of 20°C. 

sufixe temperature results only considers the surfaces in contact with the fluid oil. 

The surtsce temperature of each control volume face is detennined by linear inter- 

polation, and the average surface temperature is calculatecl by weighting the d a c e  

temperatures by the control volume d a c e  and then dividing the sum by the total 

sudace area. The average sutface temperature results calculatecl by the cornputer 

code compare weii with the Alegi and Black predicted core and windings results. 

Both the Alegi and Black and the present r d t s  for the d a c e  temperature over 



preclict the stedy state experimental resulta by approximately five degrees. This may 

be because the temperature probes were not placed within the windings and the ther- 

mocouple signal was averaged, or because no ducts were considered in either model. 

Note that the quantity labelled as the xwdmum temperature rise value in the core 

edings (e-,- ) accured at  dinisent spatial locations during the simulation, 

but was always at the same location as steady-date conditions were approached. 

The present work r d t s  cap tm the general trends in temperature variation in 

the t rdormer.  The top oil and right side cavity average temperatmes are on either 

side of the Alegi and Black calculated average oil temperature. This shows that the 

thermal characteristics of the oil are modelled similarly in both models. Although it 

is not shown in this plot, the AIegi and Black measured oil temperature of the trans- 

former are close to the average tank temperature curve dculated by Alegi and Black. 

At steady state, the top oil temperature predicted in this work is approximately 5OC 

higher thaa the measured value. 

The results fkom the two-dimensional flow model showed that the location of the 

maximum hotspot temperature moved fkom the center of the left boundary control 

volume at the coordinates (O m, 0.10625 m) to the boundaq control volume at (O m, 

0.06875 m), relative to the lower left corner of the domai.. Then by 1.5 hours later 

it had moved slowly back up to (O m, 0.11875 m). 

Temperature and Streamline Plots 

Figure 7.5 shows the temperature field snapshots every 10 seconds at "steady state" . 
In this case, "steady state" means a sufnciently long time so that Equations (7.21) 

and (7.22) are met, but Equation (4.85) may not be. These and dl other temperature 

field plots are used for a qualitative snalysis of the r d t s ;  the contours do not 

represent the same temperature value between p h .  There is very little change in 
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the temperature fields between intervaIs. The oniy noticable +es are the small 

temperature fluctuations directly above the core and windîngs. 

The streamline plots, Figures 7.6 to 7.9, show the changes in the fluid flow above 

the core and windings every fi= seconds. These plots show that the centers of the 

main vortices in the oil are not stationary. The millating flow mcry be due to in- 

stabilities that indicate the beginning of a transition to turbulent flow. In aJl plots, 

Figures 7.6 to 7.9, the rotation of the oil vortices is clockwise. It was observed that 

the changes in the oil flow patterns did not repeat t h e d v e s  in a regular, periodic 

-Y- 

Heat Flow 

Figure 7.10 shows the heat flow out each face of the tank nomalized by the generated 

energy. As expected, m a t  of the energy is transfered h m  the side of the tank (qa. 

More energy leaves by the bottom of the tank than the top. This may be attributed 

to the core and windings being modelled as sitting on the bottom of the tank. The 

total ratio of energy leaving the tank to the energy being generated within the core 

and windings was 0.9987 when the ~ u i  was terminateci. 

Steady State Check 

The resuits of the steady state heat flow check is shown in Figure 7.11. As the 

transformer approaches a steady state heat flow condition, the heat flow oscillations 

become more noticable. This is because the fluid cells above the core and windings 

are constantly moving axound. Although it does not appear that the simulation 

satisfies Equation (7.21), the criterion was met four time steps f i er  the Iast r e d t  

was recorded (which is recorded every ten seconds). The steady date check based 

on the average temperature change was satisified (at 10") long before the steady 



CRAPTER 7. TRANSFORMER SllMULATIONS 

(c) to + 20s- (d) t o  + 30s. 

Figure 7.5: Elapsed t h e  temperature results at steady state; starting from a datum 

of to = 138,225 seconds for the 49 kVA Alegi and Black simulation case. 
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(b) t o  + 5s. 

(d) to + 15s. (e) to  + 20s. 

(c) t, + 10s. 

pp 

(f) to + 25s. 

Figure 7.6: Elapsed time streamüne r d t s  at steady state; staxting £rom a datum of 

to = 138,225 seconds for the 49 kVA Alegi and Black simulation case. 
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(d) 41 + 15s. 

(b) to + 5s. 

(e) t~ + 20s. 

(c) to + 10s. 

(f) to + 25s. 

Figure 7.7: Elapsed tirne streamline results at steady state; starting from a datum of 

to = 138,255 seconds for the 49 kVA Alegi and Blsck simulation c e .  
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(c) to + 10s- 

(d) t,, + 158. (f) to + 25s. 

Figure 7.8: Elapsed time streamline results at steady state; starting fiom a datum of 

to = 138,285 seconds for the 49 kVA Alegi and Black simulation case. 



(c) t, + los. 

(d) to + 15s. (f) to + 25s. 

Figure 7.9: Elapsed tirne streamhe results at steady date; starting fiom a datum of 

to = 138,315 seconds for the 49 kVA Alegi and Black simulation case. 



Figure 7-10: 

fiow mod& 

state heat fiow check stopped the m. This is because the oil temperature is almost 

d o m .  

Two tests were conducted after the 49 kVA load test case reached "steady state" . 
The purpose of the tests was to see which equation set may have been making the 

solution unstable. When the temperature field was held constant, the flow field was 

allowed to be solved until it reached steady state in 7.5 minutes. Since the temperature 

ww not d o d  to change with the flow field, the flow field quickly settled out to a 
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Figure 7.11: Steady state heat flow check for the two.dimensiona1 transformer flow 

model: 49 kVA load. 

steady state condition. The next test took the ongllial "steady state" solution again, 

held the flow field constant this t h e ,  and then solved for the temperature field. The 

temperature field took a little over 14 minutes to teach steady state. The ratio of 

energy flowing out of the transfomer to the energy generated &O quickly converged 

to a value (0.0085). This means that when the flow field is held constant, the the 

energy equation is stable. Thetefore, the coupling of the temperature and the flow 

field in the t r donne r  test case is the cause for the solution instabilities. 
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Rayleigh Numbers 

Figure 7.12: Rayleigh nwnbers evaluated from the two-dimemional trensformer flow 

model: 49 kVA load. 

The Rayleigh number is calculated for each oil region using Equation (6.7) by first 

hding an average temperature for each side. Since two fluid cells seemed to fonn, one 

in each region, approximating each as a separate rectangulat cavity was considerd 

to be appropriate. The highest Ebyleigh number of 3.055 x 10' was found for the top 



oil cavity based on calculating the Rayleigh number between horizontal d ~ c e s .  The 

Rayleigh number was elso duated using the method suggested by Heindel et al. [24] 

for an  array of protniding heat sources; 

where h, is the length of the heat source tece, and q" is the heat flux at the wall on 

the protruding heat source. Eqyation (7.23) is arranged in terms of Q"' by letting 

This equation gives a Ebyleigh number of 2.72 x 10". Heindel et al. only considered 

a Ru* up to log for a fluid with a Prandtl number of 25, but in this case tramdomer 

oil hm a Prandtl number of 167. Heindel et al. [23] stated that a Prandtl number of 

apprdmately 167 demonstrates lnminnr flow up to a Ra* = 1OU, but this value may 

have been influenced by the geometry of Heindel et al.'s model. 

Wroblewski and Joshi [64] determined that the turbulence transition Rayleigh 

number could be determined by Ra = 10gPr, using the following definition: 

When applied to the Alegi and Black 49 kVA test caae, Equation (7.25) gave a 

Rayleigh number of 7.41 x 1 0 ~ ~ ,  but the turbulence transition Rayleigh number was 

cdculated to be 1.67 x 10" (fkom Ra = logPr). 

The turbulence tramition Rayleigh number presented by Lage and Bejan [35] 

shows that the oil flow in the transformer tank may not be turbulent. They use the 

definit ion 
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where H b the height of the cavity. For Prandtl numbers greater than one, they gave 

the criterion: 

to detennine if the flow was begining to transition to turbulence. This produced a 

criticai Rayleigh number of 2.78 x 10" for the 49kVA W. The Rayleigh numbers 

calculated for each the top and side cavities, shown in Table 7.6, show that the oil 

within the trandormer f d  well below this criterion. This does not dennitely show 

that there is no turbulence since the models examiaed by Lage and Bejan are insulatecl 

at the top and the bottom, and no upper Pr b i t  is given for the Rayleigh number 

criterion. 

The Rayleigh numbers dculated for the t r d o m e r  mode1 cannot be used to m- 

curately detamine whether or not the fluid flow is turbulent because of the relatively 

high oil Mscosity and the la& of raeaxch r d t s  for cavities with non-insulateci top 

and bottom walls. Instead they am be used to show the relative change in Rayleigh 

number between the nuis. 

Table 7.6: Rayleigh number calcuiated based on Equation (7.26) for the 49 kVA load 

Alegi and Black simulation case. 
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1 Location 1 Alegi and Black ( Average Temperature 1 

Table 7.7: Cdculated effective convection coefficients a t  steady state f o ~  the tww 

dimensional trandomer flow model: 49 kVA 104. 

Convection Coefiicients 

The average convection heat tramder coefficient for the oil convection around the 

core and windings is calculated using the average solid temperature and the average 

oil temperature. The average oil snd solid temperatures are calculated by volume 

weighting each control volume. The r d t s  are shown in Table 7.7. The ambient 

air properties given by Alegi and Black [l], as shown in Table 7.2, do not match 

the properties given by Incropera and DeWitt [30]. Therefore the latter properties 

were used in the convection coefEcient calculations. The Alegi and Black convection 

coefEcients were calculated based on equatiom given in Section 7.2.1. The tank-to- 

ambient effective convection coefficients include the effect of radiation between the 

tank and the surroundings. The core-and-windhgstd and oil-t~tank coefncients 

predicted by the curent work are close to the Black and Alegi values. For this 

calculation, only the temperature of the oil touching the boundary of the domain 

was used. This temperature represents a tank temperature because the tank was 

considered to have negligible thermal resistance. The tank to ambient convection 

coefncient predicted by the code is the average convection coefticient of the model. 



The coefficient for the AIegi and Black model is equal to the convection coefficient 

boundary condition specified on the right hand side of the cornparison model, before 

it is multiplied by 1.1666 to account for the diffaence in tank d a c e  areas. 

Rom the calculations, the average tank wall temperature rise above ambient waa 

found to be 16.442OC. 

Time Constants 

Tirne constants are calculated for each component of the transformer model using 

the normalized temperature given in Equstion (7.28). The normaIized temperature 

is the regiod temperahire rise divided by the steady state temperature rise of the 

region. It can be calculatecl from the equation, 

The f h t  time constant, ~ 1 ~ . ~ ~ ,  has elapsed when O* equals 0.632. It c m  be deter- 

mined by solving Equation (7.28) for S. Two more time constants may be determined 

by recording the time when 8' equals 0.865 and 0.950, solving Equation (7.28) for 

r(r=o.sss and T [ ~ ~ . ~ ~ ~ ,  and then dividing these numbers by two and three, respec- 

tively. The average time constant is 

Table 7.8 shows the tirne constants for each component. 

The average of the time constants was then used to compare theoretical hst order 

behavior with the cornputer code predicted behavior for a number of key temperatures 

in the trensfomer. Figure 7.13 shows both the temperature normalized plots of 

the 49 kVA load run, and a plot of the 8' function from Equation (7.28) for the 

average core and winding temperature for T,, = 5.891 hours. At k t ,  the theoretical 
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z 

Figure 7.13: 

Time [hl 

No&ed transient temperature to determine the time constants of 

the core and windings for the two-dimensional transformer flow model: 49 kVA load 

for the Alegi and Black simulated case. The calculated values were determineci from 

Equation (7.28). 



(r,,) c m  increases more slowly than the dcuhted dues .  This difkence can be 

explaineci by the oil not moling the solid as much for the first fea, hours. Then the oil 

heata up and begins to move as the bouyancy forees exceed the gravitational forces. 

Later, the normalized temperatures slowly converge together at 9' = 1.0. 

Figure 7.14 shows the noRaaljZed temperature plots for the oil regions. The 

theoretical cwes predicted for the right and top oil regions give almost the same 

results, but both are much higher than the computer code d u e s  for the &t ten 

hours. The oil is heated by the core and windings. Since the oil does not move very 

much at first, there is little mixing taking place and the average oil temperature is 

lower thas theoretical c m .  

At approximately three hours, there is a point where the computer program pre- 

dicts a temperature oscillation for the average temperature of the right cavity. This 

oscillation also exists in the h e r  grids, as shown in the @d and time independence 

plots in Appendix C, but the the  at which it occurs &es between grids. For the 

100 x 148 grid, the oscillation occurs at apprha te ly  1.4 hours after the load was 

1 C+W Average Temperature 

1 C+W Maximum Temperature 

1 C+W Surface Temperature 

1 Top Oil Region Temperature 

1 Side Oil kgion Temperature 

5:325 hrs 1 6.068 hrs 1 6.280 hrs 

5.928 hrs 1 6.390 hrs 1 6.477 hrs 

7.789 hrs 1 7.308 hrs 1 7.075 hrs 

- - 

5.685 hrs 1 

7.525 hrs 1 

Table 7.8: Time constants evaluated from the two-dimensional t rdormer  flow 

model: 49 kVA load Megi and Biack simulation case. 
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Figure 7.14: 

Time [hl 

Normalized transient temperature to determine the time constants of 

the side 8nd top oil regions for the two-dhensional transformer flow model: 49 kVA 

load for the Alegi and Black simulatecl caae. The calculateci values were determineci 

from Eqgation (7.28). 



CHAPTER 7. TRANSFORMER S M U L A ~ O N S  164 

appkd. For the 100 x 102 grid, the oscillation occurs at 2 2  hows. The oscillation is 

grid dependent, but it is consistently part of the predicted behaviour. Its presence, 

however, has a negligible lest on the overall temperatures of the trandormer model. 

Figures 7.13 and 7.14 illustrate that the time constant of the core, windings, and 

the oil changes throughout the heating process of the ttdormer. Therefore a typical 

t r do rmer  may not be accurately modded as a simple first order system. 

The deviation of the detailed cornputer prediction from a simple fi& order system 

can be explaineci if the time constant is wtitten as given by Incropera and DeWitt [30]: 

The thermal time constant of the solid, rt, is given as a 

(7.30) 

function of the resistance 

to convection heat transfer, Rt = l/hA,, and the lumped thermal capacitance of the 

solid, Ct = pVc. Since the properties and the geometry were not dowed to vary 

in the 49 kVa nui, only h chaaged. When starting with an d o m  temperature 

throughout the domain, there is no convection. As the temperature of the oil near 

the core increases, so too does the temperature diffe~ential between the oil near the 

core and the oil near the tank. This difference in temperature induces a naturd 

convection flow and thus h increcrses. The increase in h reduces the value of se, which 

is consistent with the oii time constant results shown in Table 7.8. 

7.2.3 Tkm-Dimensional Flow Model: 71 kVA Load 

After reaching steady state with the 49 kVA run, the 104 on the transformer ww 

increased to 71 kVA. The steady state results of the 49 kVA load nui were used as 

the initial conditions for the 71 kVA load m. The same grid and time step was used 

for this test case as in the 49 kVA load m. 



CHAPTER 7. TRANSFORMER SlMULATTONS 

Figure 7.15: Cornparison of the 71 kVA load results showing the temperature rise 

above the ambient temperature of 20°C. 

Average Temperature 

The traient temperature r d t s  are shown in Figure 7.15. The t h e  required for 

steady-state of the 49 kVA case was not given by Alegi and Black [l], but steady-state 

conditions were assumeci as the starting conditions of the 71 kVA run. For Figure 7.15, 

the Alegi and Black cornparison results were shifted on the x-axis to match up with 

the steady state t h e  from the present work for the 49 kVA simulation. The results 
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show that the Alegi and Black average core and winding temperature plot is bounded 

between the cornputer code calculateci average core and winding temperature and 

the average SuIfe temperat~re~ This means that the temperatures dculated by 

the code come reesonably close to the results of Alegi and Black. Although it is not 

shown in the Figure 7.15, the calculated average oil temperatures for the right and 

top regions come closer to the Alegi and Black experimental temperature results than 

the values prediced by Alegi and Black for the oil. The oil experimental r d t s  are 

close to the calculateci average tank temperature shown in the plot. The maximum 

temperature was found to be within the core and windings. The location of the 

maximum temperature moved from control volume (O m, 0.13125 m) to (O m, 0.10625 

m), and then back to (O m, 0.11875) relative to the lower left corner of the domain. 

Temperature and Streamline Plots 

Figure 7.16 shows the temperature field plots every ten seconds at "steady state" . 
There is very little change in the temperature fields between intenials. The only 

noticeable changes are the small temperature fluctuations directly above the core and 

windings. 

The streamüne plots, Figures 7.17 to 7.18 show the charges in the fluid flow above 

the core and Win- every five seconds. The flow pattern is chmghg slightly with 

tirne. It was a b  observai in this case that the changes in the flux patterns did not 

repeat itself in a regdaz, periodic way. 

Heat Flow 

Figure 7.19 shows the heat flow, nomalized by the generated heat, out each face of 

the tank. The heat flow profiles are similiar to the results shown in Figure 7.10 for 

the 49 kVA run except that heat flow through the bottom of the tank does not aceed 
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(b) t* + 105- 

(c) t* + 20s. (d) to + 30s. 

Figure 7.16: Elapsed tirne temperature results at steady state; starting from a datwn 

of to = 235,675 seconds for the 71 kVA Alegi and Blsck simulation case. 
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(b) to + 5s. 

(d) to  + 15s. (e) to + 20s. 

(c) to  + 10s. 

Figure 7.17: Elapsed time streamline results at steacly state; starting from a datum 

of to = 235,675 seconds for the 71 kVA Alegi and Black simulation case. 



(b) to -k 58. 

(d) to + 15s. 

(c) to + 10s. 

(f) to + 25s. 

Figure 7.18: Elapsed time streamline results at steady atate; starting from a datum 

of to = 235,705 seconds for the 71 kVA Alegi and Black simulation case. 
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180,000 200,000 

Time [SI 

Figure 7.19: Normalized tank surface heat flow for the twcdmensiond transformer 

flow model: 71 kVA load. 

the flow out the side during any time of the m. The total ratio of heat leaving the 

tank to the heat being generated within the core snd windings wss 0.9978 when the 

rua was termirlated. 

Steady State Check 

The r d t s  of the steady state heat flow check is shown in Figure 7.20. As the tram- 

former solution field approaches s t d y  stete conwgence, the heat flow oscillations 
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Time [SI 

Figure 7.20: Steady state heat flow check for the two-dimensional transformer flow 

model: 71 kVA load. 

increased. The results satisfied Equation (7.21) even though it does not appear as 

such fkom Figure 7.20. The steady state convergence criterion waa met eight time 

steps after the last result was recorded. The steady state check, based on the average 

temperature change, showed oscillations simili81 to those found in the 49 kVA load 

r u .  The convergence tests were both satisified to a level of 10-~ at approxixnately 

150,000 seconds, or 41.7 hours, &er the 71 kVA load was applied. 
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Rayleigh Numbers 

F i e  7.21 shows that the highest Rayleigh number of8.305 x log is found for the top 

oil cavity using the calculation for a Rayleigh number between horizontal surfaces. 

Table 7.9 shows the r d t s  of c a l d t i n g  the Rayleigh number using the Merent 

Figure 7.21: Rayleigh numbers eduated from the two-dimensional transformer flow 

model: 49 kVA. 
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methods discussed earlier. According to the Mixent criteria for transition some 

RByleigh numbers show that the oil flow may be turbulent, and others show that 

the flow is still laminru. Again, the results are not conclusive because none of hte 

r d t s  from the iiterature matches the boundary conditions and h d t l  number of 

the situation in this work. 

Table 7.9: Rayleigh numbers calcuiated based on several diflerent methods fiom 

Iiterature for the 71 kVA load run. 

Convection Coefficients 

The average convection coefncient r d t s  are shown in Table 7.10. The Alegi and 

Black values are caiculated based on equations gïven in Section 7.2.1. Unüke in the 

49 kVA load case, the core and windings to oil coefncient predicted by the code is 23% 

lower than the Black and Alegi approximation. The present model also predictd a 

higher convection coefficient from the ail to the tank than Alegi and Black. The value 

predicted by the code is higher than the Alegi and Black calculations by a factor of 

1.247 (compared to the 1.1666 surface are ratio correction factor that was multiplied 

to the boundmy conditions). This ciifference in convection coefficients shows that the 

Alegi and Black correlations do not compare well with the detailed computer model 



CHAPTER 7. TRANSFORMER SllMULATIONS 174 

Calculatecl from 

1 Oil to Tank 1 37.9 W / d K  1 43.7 W/m2K 1 

Location 

Core+Wgidings to Oil 

Table 7.10: Calculated effective convection coefficients at steady state for the two- 

dimensional transformer flow model: 7 l  kVA load Alegi and Black simulation case. 

under these conditions. 

The average tank wall temperature rise above ambient was equal to 26.380°C. 

Black and Alegi 

54.9 W/m2K 

7.3 Parametric Study 

Average Temperature 

42.3 W/m2K 

After comparing the cornputer mode1 with the resuits of Aiegi and Black [l], the 

next step was to examine the aensitivity of the model to changes in a few selected 

panuneters. The purpose of this parametric study was to determine the effects of 

ambient conditions, vasiable oiI viscosity, and the mamer in which the core and 

windings are modelled (i.e. homogeneous or nonhomogeneous), on the results of the 

trandonnet simulation. Because a single simulation requires approxhmtely two to 

three weeks of CPU time on a Sun Microsystems Sparc station 20, the parametric 

study ~ 8 8  limited to twelve cases. The trdonner tm-dimensional flow model used 

for these nuls is the same as the one described in the previous section, except that 

the load was changed to 50 kVA and 75 kVA, both starting from ambient conditions. 

Table 7.11 shows the VaRous cases considered in the parsmetric study. The n u ~ s  



X I  1 x 1 1 Figure 7.22 

no 1 yes 

1x1 x 1 1 Figure 7.23 

X I  1 x 1 1 Figure 7.24 

30°C 1 -5OC 

1x1 x 1 1 Figure 7.25 

Figure Number 

X I  I x l 1 Figure 7.26 

I x l  x 1 1 Figure 7.27 

X I  1 x 1 1 Figure 7.28 

Figure 7.29 

Figure 7.30 

Figure 7.31 

1x1  1 X 1 Figure 7.32 

Table 7.11: Parametric study nui matrix. 

were categorized into four groups, and labeled A, B, C, or D. Runs A a d  B are 

setup with an ambient temperature of 30°C, and ~ i n s  C and D me at a temperature of 

-5°C. Simulations A and C are loaded at 50 kVA, and B and D are loaded at 75 kVA. 

Runs Cl, C3, D 1, and D3, were not included because, by the matrix in Table 7.11, the 

results would be equal to Al, A3, BI, B3, respectively, ssine they me a l l  insensitive 

to absolute temeperatures (i.e. viscosity is not a function of temperature). 

The trdormer was assumed to be a 55°C rise transformer based on the 71 

kVA test nui in the previoua section because the average winding temperature rise 
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was not more than 50°C and the hottest-spot wïnding rise was not more than 65°C. 

Table 7.12 shows the assumed transformer characteristics at rated load as determined 

by ANS1 [3]. Note that the tiem constant given for the hottest spot temperature is 

much 10-11 than the 5.7 hours calculated during the nui loaded at  49 kVA. 

1 Average Win* Riae [ 55°C 

1 TopOil Temperature Rise 1 45°C / 
Hottest Spot Conductor Temperature Rise 

1 TopOil Time Constant 1 3.0hr 1 

65°C 

1 Hottest Spot Conductor Time Constant 1 0.0834 hr 1 

i 

- -  

Table 7.12: Assumed t r d o r m e r  cha,racteristics at rated load fiom Table 3 in 

ANS1 [3]. 

The same boundary conditions as the 71 kVA Alegi and Black cornparison mode1 

were used for the entire parametric study. The uniform initial temperature of the 

entire t r d o r m e r  was set qua1 to the ambient temperature of the m. 

7.3.1 Properties 

To simplify the parsmetric study, the propertiea and the ambient conditions were evai- 

uated at one representative temperature for all NM (referred to here as the baseline 

temperature). Using the ANS1 predicted rises above aanbient, the expected aver- 

age topoil temperature at steady state is 57.5'C, and average winding temperature 

is 67.5OC. The average topoil badine temperature was determined by adding the 
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Table 7.13: Properties for the nonhomogeneous model. 

topoil rise (45OC) to the ambient temperatures, and then calculating the average oil 

temperature for all m. The average winding baseline temperature was determinecl 

by adding the average winding rise to the ambient temperature, then the average 

between the two ambient conditions was taken. The temperature correction in the 

ANS1 loading guides for ambient temperatures below 30°C was not wed. The oil 

properties are deteIlIUDed based on the property correIations provided by Alegi and 

Black at 57.5OC. For some of the nuis (cases A2, A4, B2, B4, C2, C4, D2, and D4), 

the viscosity was allowed to change as a function of temperature. 

Table 7.13 shows the properties used for all the nonhomogeneous, anisotropic core 

and windings cases (i.e. cases A3, A4, B3, 84, C4, and D4). The thermal properties 

of the windings were calculated using the @den t  circuits method discussed in 

Appendix D. The winding conductor is assumed to have a rectangular cross-section. 

The constant heat flow thermal circuit (&uatiom (D.8) end (D.12)) wes selected 

because the parde l  isotherm circuit created a higher t h e r d  resistance than would 

be expected. Since the parallel isotherm circuit is a series of parallel subcircuits, if one 

parallel subcircuit had a high thermal resistance (i.e. the paper insulation) it would 

dramatically increase the overall raistance of the circuit. Instead, with a constant 

heat flow circuit, most of the energy wouid be able to ''flow atound" the meas of 

higher thermal resistance. All the winding properties are evaluated at 67.S°C. The 



1 Dimension 1 LN. Wmding 1 8. V. Wmding ( 

1 mnductor - width (4) 1 0.490 m 1 0.0885 * 1 
1 conductor - thicknm (4) 1 0.265m 1 0.0636m 1 

Table 7.14: Dimensions assumed for the Bquare conductor windings. 

paper thickness - around conductor (t, = f ) 

papa thickness - between layers (Pz) 

assw~lptions for the winding dimensions are shown in Table 7.14. These dimensions 

are based on the conductor dimensions of an sasting 50 kVA trdonner with square 

conductor windings [14]. The winding conductor is copper, and since the oil-saturated 

paper has properties close to oil, the papa properties axe BSSUrned to qua1 that of 

oil. For the nonhomogeneous test case, the region representing the core and wiadings 

is divided equally into taro: the core on the left and the windings on the right. The 

windings are fbrther divided into two halves: low voltage windings on the left and 

high voltage windings on the right. Since the same grid was to be used for all r u s ,  

the region divisions were made as close as possible to the grid boundaaies. In the final 

configuration, the width of the core was 0.1275 m, the low voltage winding wide was 

0.06417 m, and the high voltage winding width was 0.05833 m. 

The properties of the solid for the homogeneous cases aze suum8Ci2ed in Ta- 

ble 7.15. The windings are k t  lumped together using equivalent circuits. For the x 

direction, the h o n i c  mean of the two thermal conductivities was taken. For the 

y direction, the average thermal conductivity of the two windings is used. In this 

calculation, the windïng thermal conductivity was taken as the average of the x and 

y direction thermal conductivities. The barmonic mean is cdculated between the 

core and the ha1 winding thermal conductivity to get the thermal conductivity of a 

0.007 m 

0.020 m 

0.0017 m 
1 

0.020 m 
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Table 7.15: Properties for the homogeneous solid regiom. 

homogeneous core and windings model. The specific heat is volumt+averaged for the 

solid. Although the density for the core and winduigs remainecl at 2854 kg/m3 for the 

homogenous cases, densities for each component are required for the nonhomogeneous 

mes. For the nonhomogeneous cases, the overd mass of the core and windings was 

maintained by adjusting the densities of each solid so that the total mass of the core 

and windings would equal the rnemned value of Alegi and Black. 

Power generation is treated Merently between the homogeneous and nonhomw 

geneous test cases. For the homogeneous cases, the power generation was calculated 

using Equation (7.11) and yielded 3,588 W/m3 for the 50 kVA load run and 7,035 

W/m3 for the 75 kVA lod m. For the nonhomogeneous cases, the core generated 

1,615 W/m3. The windings were each 8ssumed to generated the same amount of 

energy; 5,642 W/m3 for the 50 kVA load nui and 12,677 W/m3 for the 75 kVA load 

m. 

7.3.2 Results of Parametric Study 

This subsection details the results of the parametnc study. Figures 7.22 tkough 

to 7.33 each show the transient temperature history of the transformer runs and a 

plot of the steady-state temperature contours. The temperature contour plots axe 

for qualitative discussion of the temperature gradients within the transformer and to 

indicate the location of the hotspot. In the case where the core and windings solid 
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Load= 50 kVA 
C m  and Windiags: Homogeneous 
VilSCOSity: Constant 
Ambietlt Ttmpcraaire: 38~ 

I I I 1 I 

80,000 120,000 

Time [SI 
(a) Temperature rise with tirne. (b) Temperature contours. 

Figure 7.22: ParametRc study case Al: transient temperature rise results and tem- 

perature contours at  t = 137,435 seconds. 

is not homogeneous, the hot-spot temperatme moved from the mode1 symmetry line 

to a location within the windings. The hot spot location is approximately half way 

from the top of the windings in all cases. In literatiue, experimental results indicate 

that the hotspot is usudy located down one third from the top of the windings. 

The transient temperature bistory shows that the general trends are similiar for all 

cases. For the non-homogeneous solid cases the average temperature of the windings 
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W. 50 kVA 
Corc a d  Wincüngs: Homoge~us 
viiosity: Variable 
Ambient Temperatrae: 3bc 

Time [SI 
(a) Temperature rise with time. (b) Temperature contours. 

Figure 7.23: Parametric study case A2: transient temperatwe rise results and tem- 

perature contours s t  t h e  = 140,415 seconds. 

is plotted dong with the average temperature of both the core and windings together 

to show the relative Merence between the two. Table 7.16 shows the steady state 

temperature rises above ambient. Those results indicate that the dect  of variable 

viscosity, instead of a constant viscosiw, on the steady state temperature rise is at 

most a 3°C Merence. The final location of the hotspot for the rus is approximately 

in the same location for all the homogeneous core and windings cases. The location, 

although different, was $so the same for all the nonhomogeneous core and windings 

nuis. The effect of the nonhomogeneous core and windings was only to shift the 
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Time [SI 
Temperature rise with t he .  (b) Temperature contours. 

Figure 7.24: Parmetric study case A3: transient temperature results and tempera- 

t u e  contours at time = 133,989 seconds. 

hotspot location horizontdy (fmm the homogeneous test case position) so that the 

hotspot was located within the windings. The hotspot temperature waa also predicted 

to be higher for the nonhomogeneous nuis. 

Table 7.17 shows the simulateci time reqwred for the traneformers to reach steady 

state, and the normalized heat flow outside the tank m. The table shows that the 

nuis with an ambient temperature of -5°C took significantly longer to reach steady 

state than the 30°C runs. Another obaervstion is that the veriable viscosity test cases 

required a less tirne to reach steady state than their constant viscosity counterparts. 
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Time [SI 
Temperature rise with the .  (b) Temperature contours. 

Figure 7.25: Parametric study case A4: transient temperature results and tempera- 

tue  contours at tirne = 136,755 seconds. 

The basic trends for all the normalized heat flow (qfe/qP) are basidy the same 

between al l  the runs. The steady state values for the flowa out each face axe very 

simili ar . 

Table 7.18 shows Rayleigh numbers calculatecl fkom Ekpation (6.7) by using the 

average temperature of each aide of the fluid region. The Rayleigh number of the 

variable viscosity runs axe calculated based on the average viscosity. The r d t s  

show that the Rayleigh number of the 50 kVA load nin was equal to approximately 

helf of the Rayleigh number of the 75 kVA load m. 
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T i e  [SI 
(a) Temperature rise with time. (b) Temperature contours. 

Figure 7.26: Parametnc study case BI: transient temperature results and tempera- 

ture contours at tirne = 131,512 seconds. 
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" O  40,oOO 80,000 120,000 

Time [SI 
(a) Temperature rise with time. (b) Temperature contours. 

Figure 7.27: Parametrk shidy case B2: transient temperature results and tempera- 

t u e  contours at tirne = 125,649 seconds. 
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h c  and Wtodings: Nonhomg- 
VilSCOSity:Constant 
Ambicat Tempribnc: 3bc 

Time [SI 
(a) Temperature rise with the.  (b) Temperature contours. 

Figure 7.28: Parametric study case B3: transient temperature results and tempera- 

ture contours at the  = 156,142 seconds. 
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mo00 80,000 

Time [SI 
(a) Temperature rise with tirne. (b) Temperature contours. 

Figure 7.29: Parametric study case 84: transient temperature results and tempera- 

t u e  contours et time = 141,447 seconds. 
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Core and Wmdings: Homogeneous 
Viscosity : Variable 
Ambient Tempcrahrre: -5 

(a) Temperature rise with tirne. (b) Temperature contours. 

Figure 7.30: Patametric study case C2: transient temperature r d t a  and tempera- 

ture contours at time = 145,226 seconds. 
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V 
O 401m 80.OOO 1201000 l6O10O 

Time [SI 
(a) Temperature rise with time. (b) Temperature contours. 

Figure 7.31: Patametric study case C4: trensient temperature r d t s  and tempera- 

ture contours at time = 144,197 seconds. 
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Time [SI 
(a) Temperature rise with tirne. (b) Temperature contours. 

Figure 7.32: Parametric study case D2: transient temperature results and tempera- 

ture contours et time = 136,109 seconds. 
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V - - -  

O am 80*m 120*000 160,000 

Time [SI 
(a) Temperature rise with tirne. (b) Temperature contours. 

Figure 7.33: Pammetric study case D4: transient temperature results and tempera- 

t u e  contours at time = 149,545 seconds. 
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l Core & Windings Top OiL 

8, 

Table 7.16: Parametric study temperature rise results. 



Table 7.17: Parametrïc study steady state heat flow distribution. 

RUR 

Al 

A2 
1 

A3 

A4 

B1 

B2 

B3 

B4 

C2 

C4 

D2 

D4 

Steady State 

T h e  (hours) 

38:10:35 

39:00:15 

37:13:09 

37:59:15 

36:31:52 

34:54:09 

43:22:22 

39: 17:27 

40:20:26 

40:03:17 

Normalized Heat OutFlow 

Top Face 

0.264 

0.262 

0.259 

0.260 

0.265 

0.265 

0.262 

0.264 

0.262 

0.259 

0.265 

0.263 

Bottom Face 

0.317 

0.320 

0.335 

0.337 

0.312 

0.310 

0.326 

0.322 

0.332 

0.352 

0.318 

0.329 

I 

Left Face 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

Right Face 

0.418 

0.417 

0.404 

0.402 

0.422 

0.423 

0.411 

0.412 

0.406 

0.388 

0.417 

0.407 

37:48:29 

41:32:25 

0.000 

0.000 
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Table 7.18: Parametric study Rayleigh number results. 

Run 

Al 

A2 

A3 

A4 

B1 

B2 

B3 

B4 

C2 

C4 

D2 

D4 

Side 03 Cavity Top Oil Ca* 

Raz 

9.361 x 106 

6.826 x IO6 

6.762 x 106 

4.773 x 106 

1.636 x 107 

1.761 x 107 

9.377 x 106 

1.155 x 107 

2.157 x IO6 

1.521 x 106 

6.373 x 106 

5.368 x IO6 

Ra, 

1.617 x log 
1.375 x log 
1.662 x log 
1.379 x log 
2.778 x log 
3.377 x 10' 

2.017 x log 
3.092 x log 
4,767 x 108 

4.888 x 108 

1.495 x log 
1.652 x log 

Ra, 
2,719 x log 
1.933 x log 
2.985 x 109 

2.025 x log 
5.000 x 109 

5.591 x IO9 

3.893 x 109 

5.149 x 109 

5.261 x 108 

5.160 x 108 

1.795 x log 
2.113 x log 

R% 

5.722 x log 
4.568 x IO9 

6.253 x IO9 

4.884 x IO9 

9.893 x IO9 

1.249 x 10'' 

7.644 x log 
1.172 x 10l0 

1.460 x IO9 

1.519 x log 
4.713 x IOg 

5.620 x log 
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7.4 Cornparison with ANS1 

The last cornparison made in this m r k  was between the results obtained from the 

twcdmensional transformer flow model and fiom the ANS1 loeding guides. The only 

parameters required to detennine the ANS1 10- guide for the present runs are 

the magnitude of the ove11086 and the duration of the overload. The loading guides 

wiU then give the maximum temperature rise of the transformer and the m h u m  

top oil rise. 

These simulations are meant as an initial investigation of how the two~dimensiond 

transformer flow rnodel predictions compare to the ANS1 loading guides. This is the 

begianing of work to a d h  the question of how to use the new detailed thermal 

model prediction relative to the established ANS1 guide. 

7.4.1 Mode1 Setup 

As shown in Table 7.19, there were four test cases analyzed for comperison with the 

loading guides. The nins were divided up into two categories: unifonn Mscosity and 

variable viscosity. The a r e  and windings were modelled as non-homogeneous, as 

describecl for the parametnc study model. 

First, the two transformer models were run to steady state at 50% load (cor- 

responding to an energy generation rate of 3.169 x IO3 w/m3) for each of the two 

viscosity conditions. Each of the steady state results was then used es the initial 

condition for both transformer step loaàing cases. For each category, the tram- 

former was subjected to a sudden increase in power, to 260% of the nameplate rating 

(85.70 x 103 w/m3). This is illustrated in Figure 7.34. One rn subjected the tram- 

former model to the step increase for a duration of one hou. The other step overload 

lasted for two hours. 
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Figure 7.34: Step loading the trdormer. 

1 ANS14 1 d b l e  1 2 hour 1 
- -- - 

Table 7.19: Breakdown of runs used for the ANSI load guides cornparison. 

Duration of Overload 

1 hour 

Run 

ANS11 

The spprdmate trdormer model is identical to the two-dimensional tram- 

former flow model used for cornparison with the results of Alegi and Black, as de- 

scnbed in Section 7.2. The ambient temperature was set to O°C. The temperature at 

which the properties were evaluated was determineci by assuming that the transformer 

Viscosity 

constant 



is a 55OC rise t r d o r m e r  and then finding the maximum hottest spot temperature 

and highest average oil temperature predicted for these conditions. Using the maxi- 

mum temperature rise predicted by ANS1 for the one hour power step up as the basis 

for the material properties, the oil properties were calculated for 65°C. Assuming 

that the average core and windings temperature is ten degrees below the hottest-spot 

temperature (as given for 100% name plate load conditions; shown in Table 7.12) the 

properties of the core and windings were evaluated et 14TC. The Alegi and Black 

property correlations, shown in Table 7.2, mre used to get most p o p e  values (ex- 

cept density which was determined £tom Incropera end DeWitt [30]). The ambient 

boundary conditions are the same as those used for the 71 kVA load Ale@ and Black 

cornparison test case. Table 7.20 shows a summary of the properties. 

Table 7.20: Properties for the ANS1 loading guide cornparison model. 

EV. Wmding 

Oil 

The resdts of the four ANS1 compcuison runs axe summarized in Table 7.21. Fig- 

ures 7.35 to 7.38 show the transient temperature response of each m. A vertical line 

is & a m  on each plot to show where the overload is removed and the transformer is 

once again loaded at 50% of the nameplate rating. 

0.38374 

0,10062 

2.11152 

0.10062 

2450.4 

731.88 

954-15 

22764 

N/A 

1.1831 x 10'~ 
N/A 
0.00072 
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Table 7-21: Average temperature rise over ambient temperature; results for the ANS1 

cornparbon m. 

The fht two columns of Table 7.21 show the steady state temperatures of the 

50% nameplate loading computer simulation. The maximum temperature rise is the 

highest temperature rise of the entire domain, and it is located within the windings. 

The table entry labelled, Avg. Top Oü Rise, corresponds to the average temperature 

of th top fluid region. The results show that the addition of variable viscosity (ANS13 

and ANSM) only increaes the temperatures by less than 2°C. 

Run 

ANSU 

ANSI2 

ANS13 

ANSI4 

The next two columns, labelled Maz. T Rise, show the maximum temperature of 

the windings at the t h e  when the owload is removed. The computer code results are 

compared with the ANS1 loading guide predictions. The computer model predicted 

a 13°C lower m&um temperature than ANS1 for the one hou overload. V ' a b l e  

viscosity ody increases the maximum temperature rise by 1.5OC. For the two hour 

overload, the computer model predicts a 28°C higher temperature than ANSI. Having 

viscosity chsnge as a function of temperature again only causes a s m d  increase in 

temperature. With only four test cases to work with, it is difEcult to determine what 

is the cause of the discrepancies in II182Cimu.n temperature rise. It may be because 

the Alegi and Black 75 kVA transformer does not follow the predictions of a 55°C 

rise t r d o r m e r  very well. It is apparent that more work is required. 

AdkxTRiw 
at Sû%Powc 

23.6OC 

!23.57% 

WJ2OC 

25.12OC 

A y y . T b p O i i ~  

at5û96Powu 

12.6OC 

12.6OC 

13.6OC 

13.6OC 

Max- Top Oil R b  
ANSI 

65OC 

95OC 

65'C 

9S°C 

M a x - T R k  
ANSI 

1570C 

18PC 

15PC 

187% 

Praeat 

wo* 
144PC 

214.S°C 

14!i.S°C 

216,1°C 

Prtient Work 

AfterOMtbsd 

21 J°C 

39.2OC 

22.a°C 

40.6OC 

Max. 

31.8OC 

50.4g°C 

33.0°C 

S1.8OC - 
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.. i Initial W 50% Name P h  
step Owrld: 2608 Name Plate 4 / I Stcp Duration: 1 Hour 

1 :  \ Viscosiîy: ~oastant 

I l  I I 1 

145,000 150,000 155,000 160,ooO 

Time [SI 

Figure 7.35: Transient temperature monitoring for nui ANSI1. 

The last three columne of Table 7.21 show the effect of the overload on the top 

oü. The cornputer code predicted m8lcimum top oil rise temperatures much lower 

than ANSI. The code calculates the top oil temperature by calculating the average 

oil temperature for the top region (Figure 7.3 shows the location for the calculated 

parameters). 

Figures 7.35 to 7.38 show that the oil continues to increase in temperature up 

to two and a half hours after the over10ad is removed. The ANSI loading guides 

predict a much higher top oil temperature than the present model. The r d t s  fkom 
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Figure 7.36: Transient temperature monitoring for run ANSI2. 

the vaziable viscosity cases are closer to the ANS1 guide values than the results for 

the constant viscosity cases. The dependence of the viscosity on temperature causes 

the oil average temperature to rise fwter since higher viscoaity fluid is more resistaat 

to bouyant forces. This in turn reduces the ability of the oil to remove heat to the 

ambient conditions outside the tank. It ia difficult to determine the accuracy of the 

top oil temperature since this parameter is not well d&ed in literature. 
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Figure 7.37: Transient temperature monitoring for nui ANS13. 
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Figure 7.38: Transient temperature monitoring for run ANS14. 



Chapter 8 

Closure 

This thesis describeci a numerical model for conjugate heat transfer in an oil-immersed 

distribution trandormer t hat is cooled by natural convection. The mathematical 

model consisted of a set of difierentid equations expressing conservation of mass, 

momentum, end energy, in a Cartesian coordinate system. The energy equation was 

modified to allow for an dmtropic thermal conductivity in part of the solid region. 

The govetIUIig transport equations were discretized using a finite vo1ume approach, 

employing an exponential upwind approximation of the advection terms. The equa- 

tion sets were solved on a non-dormly spaced grid. The pressure-velocity coupiing 

was handled by the SIMPLEC method. 

The algebraic equations were solved using a LGS2d solver that was accelerated 

using an improved additive correction multigrid method. The multigrid algorithm 

was modified to ensure that coarser grids did not straddle a solid-fluid interface. A 

relatively s m d  tirne step was required to amid the convergence difnculty caused by 

inter-equation coupling. In some casecl the oil viscosity was a hinction of temperature. 



Mer the code was vslidated against benchm8rk problems fkom the literatwe, the 

Alegi and Blsdc [l] 75 kVA transformer was used as a test problem. A computer 

model was set up based on the parameters supplied by Alegi and Black, and the 

t r d o m e r  was run at 49 kVA until it reached a steady state condition. Then the 

transformer load was stepped up to 71 kVA and again nui to steady state. The 

average and maximum temperatures calculated by the computer code was compared 

against the average temperature results of Alegi and Black. 

The Alegi and Black cornparison was followed by a parametnc study that focussed 

on the effect of two ambient temperatures (-5OC and 30°C), two load conditions 

(50kVA end 75kVA), modelling the core and windings as a homogeneous solid, and 

modelling viscosity as a fuaction of temperature. The final computer code application 

was a test in which the computer model results were c o m p d  with the ANS1 loading 

guides [3]. Starting from steady date at 50% load, a step load up to 260% of the 

nameplate rating was applied for one and two hours. The time variation of key system 

temperatures was comparecl. 

8.2 Conclusions 

The benchmark test problem cornparisons verified the computer code implementation. 

Although an adequate conjugate heat transfer test benchmark problem could not be 

found in the literature, the computer code was tested by modelling a fluid cavity 

with conduction in thick walls. Grid and tirne step independance tests conducted 

for the trmdormer simulation indicated that consistent results were produced by the 

computer code. 

The additive correction multignd solver perfommnce was demonstrateci to work 

best on the solution of the pressure correction equation set. The conjugate additive 



corrective multigrid solver helped incmase the convergence of the pressure correction 

equation set Smce it prevented coanrer grid blocks £kom overlapping regions of dinerent 

fluids- 

The ratio of thermal conductivities between the core and windings and the oil 

had a significant impact on the number of iterations required for the equation set to 

converge for a given time step. A narrow chamel beside a d d  was also shown to 

increase the number of iterations required for convergence. 

It was found that a one second tirne step with a 73 x 73 non-uniform grid produced 

satisfactory results for the two-dimensional t r do rmer  flow model. Duiing these 

nuis it was observed that the tr8I1Sformer oil flow did not mach a tme steady state 

condition. The transformer flow model results showed that the oil flow around the 

core and windinga is unstable and sensitive to small fluctuations in the temperature 

field. This may be a highly unstable transient flow, or the beginning of transition to 

turbulent flow. The locations and size of the vorticies in the region above the core and 

windings changed with tirne, even after the average temperature of the t r d o r m e r  

components had stabilized. Therefore it wss determined that two other criteria were 

requUed to determine adequate steady state convergence: the reduction of the energy 

storage term relative to the generated power, and the realative change of the overd 

average temperature between t h e  steps. When the Rayleigh number waa dculated 

based on average wall temperatures, the values approach 1 x 10lO. A review of the 

literature offered no conclusive turbulence transition criterion because of the unique 

arrangement of the domain and boundary conditiom in the present work. 

The cornparison with the Alegi and Black 49kVA and 7lkVA load results showed 

that the present work predicted similiar trends in temperatures to those calculated 

by Alegi and Black. The greateat deviation between the present work and the work 

of Alegi and Black for the average temperature of the core and windings and the oil 



was 10°C. In some instances, the present model shows better agreement with the 

experimental d t s  than the AIegi and Bladc model. 

It was found that the time constants of the t r d o r m e r  components changed 

throughout the history of a trandormer nui. The results indicated that the time con- 

stants change with time as the effective heat trander coefiicient for natural convection 

of the oil changes with the oil flow development. As the oil temperature increases, the 

natural convection circulation begies and the time constant of the core and windings 

decreases in magnitude. 

The parametnc study of twelve Merent nuis generated similiar temperature 

trends between a l l  the m. The proportion of heat flow out of each tank wall 

was similiar between all m. Lowering the ambient temperature increased the time 

rquVed for the transformer oil flow to mach s t d y  state. The effect of having a ho- 

mogeneous block represent both the core and windings wss a reduction in the hot-spot 

temperature. The nonhomogeneous test cases predicted a hotspot in the windings 

that was located half way up the windings, and beside the core. 

For the ANS1 loading guide cornparison, the code predicted slightly higher winding 

maximum temperatures than the loading guides for the two hour 260% overload (over 

nameplate rating). For the one hou overload the present model predicts a lower 

maximum temperature. While the ANSI loading guides gave conservative results for 

the one hour step overload when comparecl to the code results, the loading guides 

suggested hotspot temperatures much lower than the code for the two hour step 

overload. The results showed only a one to degree diffemce between maximum 

temperatures for the the constant and Vanable viscosity cases. The largest Merence 

came from the top oil temperature where the variable viscosity test cases produced 

temperatures approximately 20°C higher than the constant viscosity cases. 



The present study indicated that more research is r-ed in the development of a 

tramdomer model that includes conjugate heat t r d r .  Eùrther r d  must also 

establish if the trdonner oil flow is turbulent. In that case, a turbulence modei must 

be added to the equation set. 

The present study was restricted by the cornputer CPU time requVed to perform 

a simulation. A means of coupling the energy and momentum equations must be 

explored as a meam of reducing the solution time. An attempt was made to add 

another iterative loop within each time step but initial tests indicated that it did not 

reduce the solution tirne. With a reduced solution tirne, a greater scope of tests could 

be performed and the model could be refined. Mead of simpIifying the core and 

windings as a block, a better approximation of the transformer geometries could be 

used and the oil ducts could then be included. A three-dimensional model could &O 

be attempted, but a lot more detded knowledge would be required. 

The effect of temperature on the the& and electrical properties of the tram+ 

former could aiso be a subject of hvther investigation. The electrical resistance of 

the winàings could be modelled as a function of temperature. This would cause the 

power generated from the windings to change with tirne. With an increased solution 

stabiüty, the &et of varying other properties and geometries, as well as transient 

ambient conditions and t rdormer  loading, could be exploreci. And if access could 

be gained to get more detailed information about a set of experimental m, the 

accuracy of the trdormer cornparison model could be improved since a l l  of the 

tramdonner dimensions would be known. 
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Appendix A 

Transformer Mode1 Select ion 

There axe many ways that the tramdomer could be apprmimated. The most im- 

portant criterion of the model is that it should be able to simulate oil flow induced 

by natural convection around a heated solid region. This appendix justifies the twe 

dimeasional Cartesian model selected over some of the other model types. 

A. 1 Three-Dimensional Models 

If a thredime~mional model were to be used it would be necessary to identify and 

fit a md for all the geometric details of the t r do rmer  shown in Figure A.1. In 

that case an attempt would be made to model each of the t r do rmer  components 

as closely as possible. Such a model would required many hundreds of thousmds of 

control volumes to resohe the detailed three-dimensional model. The model would 

require a large amount of computational time, and it would take a long time to 

perform a thorough parametnc study because there would be many more parameters 

to be considered. The requirements of the complicated model would introduce a large 

amount of geometric uncertaintly since the exact design information for a transformer 



Figure A.l: Various views of a taro winding transformer. 

would be diflicult to get. 

Baseci on these poinfs, it was decided that a two-dimensional approximate model 

would be a better b t  estimate for simulating a trdormer run. 

A. 2 Two-Dimensional Models 

This section will describe the benefits and disadvantages of three types of two- 

dimensional models: the cylindrical model, &ont profile, and side profile. AU three 

models signiscantly reduce the number of control volumes required to do a simulation 

when compared to a threedimexwional model. 



Figure A.2: Cylindrid model of a single winding and the core. 

A.2.1 Cylindrical Model: Single Winding and Core 

The transformer could be divided in half so that only part of the core, and one 

winding, d d  be modelled together as a cylinder. This model ia shown in Figure A.2. 

A lot l a s  work is cequired dative to the thredimensional models to derive the 

equations and code them. The volume of the windings and the core could be adjusted 

to account for the less than perfect fit to a cylinder. 

On the other hand, this model neglects the efkt of the rest of the core. It is 

difficult to model the tank as a perfect cyhder with any degree of accuracy since the 

transformer was cut in halt The core is apprOM11i8ted as a cylinder when actually 

it is rectangular. The windings are not cyiindrid either; they are rectangular with 

rounded edges. The ducta through the windings can only be modelled as a continuous 

duct axound the windings, or neglected completely. In actual fact, the duct should 

oniy go through part of the windings. 

To summarize, it is difficult to model the tank and the rest of the core with the two- 

dimensional cybdrical model. Cylindrical winchgs may not be a valid apprabation 

of the windings. 



A.2.2 Front Profile Mode1 

Using Cartesian coordinates, the trdormer could be modelled by taking a slice 

down the center through the cote and both windings. Using symmetry, the model 

could then be simplifieci so that only one winding would be considered. The model 

r n h  it fairly easy to detennine the properties of the core and winding section, as 

shown in F i e  A.3, since the ratio of core and windings is co~&ant through the 

sedion. This model requires less t h e  to derive, and then program, the discretization 

equations then a three-dimensionsl model. 

Figure A.3: E'ront profile model of a trtdormer. 

On the other hand, the model does not capture the thredimensional aspects of 

the windings. The heat should be close to being symmetric around the core since heat 

wiU be more M y  to travel dong the windings than through the insulation around 

them. The ducts cannot be modelled using this cro85-section since they typicdy nui 

pardel to the core (relative to the long side of the core). Also, this model cannot 



Figure A.4: 2-D side profile model of a tranaformer. 

simulate the dects of varying the distance from the core and windings to the tank. 

Aithough this model looks fairly good for the current work, there must be some 

trial-and-mor to get the specified hest generation to correctly represent the heat 

generated in an actual core and windings. Tkial-and-error must also be used to h d  

the dimension for the distance between the cote and the tank. No attempt could be 

made to model the ducts. 

A.2.3 Side Profile Mode1 

The 2-D side profile model, as shown in Figure A.4, makes use of symmetry to rnodel 

the slice of one of the windings and part of the core. This model requires very 

few control volumes compareci to the three-dimensional models. The ducts can be 

modelled through the windings, and the tank can be modelled adequately. This 

model has the ducts going through the entire winding crosssection. Therefore the 

duct width may have to be modifiecl to improve the approximation of the heat transfer 

£rom the windings to the oil in the ducts. 

This model is satisfactory for this work. liia-and-error must be usecl to find the 

effective duct size, as well as to determine the windings to tank distance. 



Appendix B 

Details of the Computation Grids 

This appendix shows how each grid is broken dom into n o n - d o m  control volumes. 

These transformer @ds are used throughout Chapter 7, but are presented here for 

cornparison purposes. Chapter 3 gives a detailed explanafion on how the gnds were 

generated for the domain. 

The domain is broken up into five x grid regions and six y grid regions, as shown 

in Figure B.1. The specified details on each grid region are shom in Table B.1. 

Figure B .2 shows the complete grid. 



Table B.1: Grid region specified parameters for the 54 x 51 grid. 

r 

J 
Region 

Specised Grid Parameters 

Length Number of Nodes Other Pazazneter 



X1 X2 X3X4X5 

Figure B.1: Grid regions for the grid independence transformer grid. 



Figure B.2: 54 x 51 Grid for the grid independence check. 



The domain is bxoken up into five x grid regions and six y grid regions, as shown in 

Figure B.1. The details on each giid region is shown in Table B.2, and Figure B.3 

shows the complete grid. 

Figure B.3: 73 x 73 Grid for the grid independence check. 



- - 

Table B.2: Grid region paxameters for the 73 x 73 grid. 

Region 

w 

Y1 

Y2 

Y3 

Y4 

Y5 

Y6 

X Grid Regions 

Specifîed Grid Parsmeters 

Other Parameter Length 

Ay, = 0.01250 m 

d o m  

qp = 1.0 

77p = 1.0 

iinifonn 

rlp = 1.0 

0.05m 

0.15 m 

0.05m 

0.05 m 

0.23 m 

0.05 m 

Number of Nodes 

10 

12 

11 

11 

18 

11 



The domah is b r o h  up into five z grid regions and six y grid regions, 8s shown in 

Figure B.1. The details on each grid region is s h m  in Table B-3, and Figure B.4 

shows the complete @da 

Figure B.4: 100 x 102 Grid for the grid independence check. 
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Table B.3: Grid region parameters for the 100 x 102 grid. 

r- 

L 

3 

Ax, = 0.006111 m 

d o m  

qp = 1.0 

% = 1.0 

qp = 1.0 

Region 

r3 Y Gnd Regions 

32 

18 

20 

15 

15 

L 

I 

X Grid Regions 

SpeciIied Grid Parameters 
r 

L 

X3 

X4 . 
X5 

ûther Parameter Length 

0.04 m 

0.02 m 

0.02 m 

Number of Nodes 



The domain is broken up into five x grid regiom and six y grid regions, as shown in 

Figure B.1. The details on each grid region is shown in Table B.4, and Figure B.5 

shows the complete grid. 

Figure 8.5: 100 x 152 Grid for the grid independence check. 



-- - 

0.05 m 30 Ay, = 0.006000 m 

0.15 m 25 d o m  

0.05 m 21 ?jp = 1.0 

0.05 m 21 q = 1.0 

0.23 m 34 UILiform 

Table B.4: Grid region parameters for the 100 x 152 grid. 



Appendix C 

Time and Grid Independence Test 

Result s 

This appendix contains all the time and grid independence results in the form of plots. 

These are ail based on the 49 kVA Alegi and Black cornparison nuis in Chapter 7. 

- - - - - - - 

Table C.1: Time and grid independence run matrix. 

100 x 152 

- 

12 hrs 
- 
- 
- 
O 

- 

100 x 102 

7brs 

24 hrs 

S.S. 

diverged 

- 
diverged 

O 

73 x 73 

12hrs 

24 hrs 

S.S. 
- 
S.SI 

S.S. 

- 

Time Step 

0.25 s 

0.50 s 

1-00 s 

2.00 s 
r 

3.00 s 

5.00 s 

10.0 s 

- 

54 x 51 

14hrs 

- 
S.S- 

- 
- 
S.& 

S.S. 



Figure C.1: Region layout for transformer model. 

These nuls were used to determine the best grid and largest tirne step that could 

be used without sacrificing accuracy. Table C.1 shows the nuÿl performed at each 

time step and grid size. Figure C.l shows how the transformer model is divided into 

regions. 

C. 1 Time Independence 

This section shows the r d t s  of the t h e  independence m. There are t h  plots 

shown for each run; one for each component: core and windings, nght oil cavity, and 

the top ail caviw. 

The time independence of the transformer Bow model was examinecl first. The 

top oil region showed little dependence on the time step. On the other hand, the cote 

showed little dependence on time step for the 54 x 51 grid but the 73 x 73 grid showed 
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a large dependence on the time step. Rom Figure C.8, it was determineci that a one 

second t h e  step is the best choice, Although the 0.5 second and 0.25 second the  

steps showed a very close agreement when comparecl with eech other, they required 

a long nin tirne. The relatively small error introduced by the 1.0 second time step 

was considered acceptable. The 100 x 102 grid showed very iittle time dependence 

for the cote when comparing a 0.5 and 1.0 second time step results. 

The right oil cavifsr showed a dependence on time step. Although the steady 

state results for the 54 x 51 grid are the same for aU tirne steps, there is a large 

temperature diffaence d'ter the first eight hours of the tramdomer m. The 73 x 73 

and the 100 x 102 grid rus did not show this dependence on the time step. Therefore, 

the one second time step is used for the rest of the trdormer m. 
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b 

O *  
O w)oo 80,000 120,000 160,000 

Time [SI 
Figure C.2: Alegi and Black t h e  independence nin for 54x41 grid: core and windings. 

time step = 0.25s ' ' ' 
time step = 1.00s - 
time step = - - ' 
time steD = 10.0s "' 

1 

Alegi & Black: experimental c+w resuits ' 
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a 

tirne step = 0.25s ' - 
tirne step = 1.00s - 
tirne step = 5.00s * 

time step = 10.0s --• 

Alegi & Black: experimental c+w results @ 

Figure C.3: Alegi and Black t h e  independence nm for 54x41 grid: nght oil cavity. 
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time step = 0.25s - - 
time step = 1.00s - 
t h e  step = 5.00s - 
time step = 10.0s -" 

Alegi & Black: experimental c+w results @ 

Figure C.4: Alegi and Black time independence run for 54x41 grid: top oil cavity. 
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time step = 0.50s - - 
time step = 1.00s - 

Alegi & Black: experimental c+w results @ 

Figure C.5: Alegi and Black tirne independence run for 100x102 grid: core and wind- 

ings. 
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fi'/? time step = OSOS - - 
t time step = 1.00s - 

Alegi & Black: experimental c+w results @ 

I 1 B 1 I 1 1 

Time [SI 
Figure C.6: Alegi and Black time independence nui for 100x102 grid: rîght oil cavity. 
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O 20,000 40,000 aO00 80,000 

Time [SI 
Figure C.?: Alegi and Black time independence nui for 100x102 grid: top oil cavity. 
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I r 

time step = 0.25s --• 
time step = 0.50s "' 
time step = 1.00s - 
tirne step = 3.00s - - 
time step = 5.00s ' 

Alegi & Black: experimental c+w results @ 

Tirne [s] 

Figure C.8: Alegi and Black time independence for 73x73 grid: core and windings. 



tirne step = 0.25s --• 
time step = 0.50s --• 
time step = 1.00s - 
t h e  step = 3.00s - 
îime step = 5.00s ' * 

Alegi & BI& experimental c+w results @ 

Time [SI 
Figure C.9: Alegi and Black time independence w for 73x73 grid: right oil cavity. 
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time step = 0.25s --• 
time step = 0.50s --' 
time step = 1.00s - 
time step = 3.00s - - 
time step = 5.00s - - ' 

Alegi & Black: experimental c+w results @ 

1 1 

Time [SI 
Figure C.10: Alegi and B l d c  thne independence nin for 73x73 grid: top oil cavity. 



C.2 Grid Independence 

This section shows the resuits of the grid independence nuis. There are three plots, 

Figures C.11 through C.13; one for each component: are and windings, right oii 

cavity, and the top oil caviw. AJl the runs are shown for a one second time step, 

except the 100 x 152 gtid since oniy one run was conducted for this case. Only the 

54 x 51 grid showed s discrepsncy in the results. The 54 x 51 grid produced average 

core temperatures sllmost five degrees higher than the other grids. Therefore, the 

73 x 73 grid wee used for the andysis of aU the 0th- trandormer test models since 

it produced results cl- to those of the finer meshes, and rquired less tirne to solve. 
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54x51, time step =l.Os 
73x73, time step =l.Os O-* 

100x102, time step =leOs 
100x152, time step -0.5s - - 

Alegi & Black: experimental c+w results 

Time [SI 
Fimre C.ll: Alegi and Black grid independence m: core and windings. 



54x51, time step =l.Os - 
73x73, time step =l.Os --' 

100x102, time step =LOS 
100x148, thne step =û.Ss - 

Alegi & Black: experimental c+w results 

T h e  [s] 

Figure C.12: Alegi and B W  grid independence nui: right oil cavity. 



54x5 1, time step =1 .Os - 
73x73, tirne step =1 .Os --' 

100x102, tirne step =1 .Os ' ' 

100x152, time step =O.% - - 
Alegi & Black: experimental c+w results @ 

Time [SI 
Fieute C.13: Aleh and Black Md independence nui: top oil cavity. 



Appendix D 

Effective Winding Thermal 

Conduct ivity 

In order to reduce the number of control volumes, the components of the windings 

axe lumped together to constuct a homogeneous mode1 of quident  thermal prop 

erties. This appendix describes the method used to calculate the equident thermal 

conductivity for this homogeneous materid. 

D. 1 Background 

A twdimensional nonhomogeneoue region must be simpü6ied so that it can be rep 

resented by an equivaent z direction thermal conductivity, y direction themal con- 

ductivity, ovaall specinc heat, and average deosity. The specifk heat and the density 

are volume averaged. 

A two-dimemional problem is shown to be equivdent to a combination of two 

thermal circuits as discribed by Soliman et al. [58]. These approximations are vali- 

dated against a direct andflical solution of the domain. Their research shows that 
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the choice of approximations depends on parameters such as geometry and thermal 

conductivity. 

Using the same theory as [581, Crane and Vechon [13] show that a q u e ,  three 

dimensional domain can be given an equivaent t h d  conductivity. The concept of 

s uniform heat flux and paralle1 isotherm model is used to give two thermal conductiv- 

ities for granular materiais. The experimental results showed that the two equations 

bounded the experimental data. Cheng and Vachon (121 sLsa comparecl experimental 

results with their quivialent thermal circuit model. A equident thermal resistmce 

is caiculated by integrating over the domain. 

Goel et al. [21] calculate the effective thermal conductivity by wing pardel, uni- 

form heat flux strips integrated across the face of the medium. A separate thermal 

conductivity is calculateci for the z and the y directions for use in a finite difference 

model. The results are compated against a finite elementbased numerical modelling 

software package hown as ANSYS. A cornparison of the finite element and the finite 

difference nuis showed that the approximate thermal conductivity produced excellent 

results. 

D.2 Theory for Equivaient Thermal Conductivity 

Many distribution transformer windings are made up of conductor, paper insuietion, 

and oil, components. Figure D.1 shows a typical section of the windings. To sirnplify 

the model, the thermal conductivity of this region mut  be repked with effective 

thermal conductivities for both the z and y directions. 

There are two ways of hding the equivalent thermal conductivity: constant heat 

flow and paralle1 iaotherms. Figures D.2 and D.3 shows the two different thermal 

circuits. 



Figure D.l: A typical windings section that must have &&ive thermal conductivities 

calculated for both the x and y directions. 

Constant Heat Flow Circuit 

The constant heat flow approximation assumes that heat will flow in a straight line 

fiom one side of the region to the opposite side. The th- circuit consists of 

pardel circuits, and the equation for the quident circuit takes the form 
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Heat 
Flow 

(a) Winding cross-section. (b) Equident thermal circuit. 

Figure D.2: l3quivalent circuit illustration for constant heat flow. The grayed meas 

represent different materiah. 

where R is the onedimensional plane wall thermal resistance (LIkA). When Equa- 

tion (D.1) is expanded with the definition of R it becomes 

where kW is the equiveent thermal conductivity and kj P1 the t h e d  conductivity 

of each pardel stnp. For more complicated structures, this equation can be replaced 

with an integration (as was done by Goel et al pl]). Within each strip there may 

be several materiab. In this case, the equident thermal conductivity is d c d a t d  

for each strip before the overail quivalent thermal conductivity is determined. This 



a) Wmding cross-section 

Figure D.3: Equivalent circuit illustration for paxalle1 isotherms. The grayed axeas 

represent difkent materials. 

may be accomplished by considering the strip as a thermal circuit in Seties. 

Parallel Isotherm Circuit 

The pardel isotherm apprmimation assumes that the isotherms nui paralle1 to each 

other and perpendicular to the direction being me8su1.d. The equation for the eqi- 
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valent circuit takes the form 

which may be expsnded to get 

The equiVELLent thermal conductivity of each strip is determineci by treating each strip 

as thermal resistmce circuit in pardel. 

Choosing which thermal conductivity to use for each direction is problem depen- 

dent since it depends mainly on the geometry and the thermal conductivities involved. 

D.3 Square Windings 

Some winàing conductors may be approximated by a rectangulax cross-section. Fig- 

ure D.4 shows an example of a winding conductor with a square cross-section. The 

wi~ding cross-section may be simpMed using symmetry. Paper insulates each layer 

of winding, as well as each individual turn of winding. The effective thermal conduc- 

tivity is dculated by constant heat flow and pardel isotherm circuits for both the 

x and y directions. 

Equivalent Thermal Conductivity in the X Direction 

Figure D.5 shows the quivalent thermal circuit for constant heat flow in the x direc- 

tion. Using the theory developed in Section D.2, the equident thermal conductivity 



Figure D.4: Cross-section of the square winding (making use of symmetry). 

is calculated from 

Note that since T4 has the same material on either side it is neglected in the thermal 

Figure D.5: huivalent circuit illustration for constant heat flow in the z direction of 

the square winding. 



APPENDlX D. EFFECTIVE IVüVDING THERMAL CONDUCTNITY 254 

Figure D.6: Equident circuit illustration for parallel isothenns in the x direction of 

the square winding. 

circuit. Equation (D.7) is expanded, then rearranged, to get 

Figure D.6 shows the equivalent thermal circuit for pardel isothenns for the x direc- 

tion, and the thermal raistance equation is then derived to be 

This is expanded, then reammged, to get 

Ekpivalent Thetmal Conductivity in the Y Direction 

Another two equivalent thermal conductivities are derived for the y direction. These 

are based on thermal circuits similiar to the thermal circuits for the x direction 

quident  thermal conductivity. The equivalent thermal conductivity for constant 

heat flow can be written as: 

1 - -  1 1 1 - -+ +- (D.11) 
&Ml RI R2+R3+& % 



The equident thermal conductivity for paralle1 isotherms in the y direction can be 

written as: 

%+A, - - 2% + A, 
kp.*eq2 (2tz + A* + Pz) kp (2tZ + Az + Pz) kp (2tz + Pt) + k,A, 

(D .l4) 




