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Abstract 

Loss of an e p  is a trsgedy for ii person, who may siiffer psychologically and 

physically. This thesis is concerned with the design, sensing and control of a robotic 

prostlietic eye that moves Iiorizontally in syrichronizatioii witli the rnovenient of the 

natural cyc. 

Two generations of robotic prosthetic eye models have been developed. The 

first generation mode1 uses external infrared sensor arrav rnounted on the frame of a 

pair of eye glasses to detect the natural eye movement and to feed the control system 

to drivc the artificial cyc to movc with the natural e y .  Thc second gcncration modcl 

removes the impractical usage of the eye glass frame rnounted external sensors and 

instead uses the human brain EOG (electroociilargraph) signal picked up by electrodes 

placed on the sides of a person's head to carry out the same eye movement detection 

and coutrol tasks as rrieiitioried above. 

Theoretical issues on sensor reliability, sensor failure detection and recovery, and 

signal processing techniques used in sensor data fusion are studied using statistical 

methods and artificial neural network hased techniques. 

In addition, practical control system design and implementation using niicro 

controllers are studied and implemented to carry out the natural eye movement de- 

tection and artificial robotic eye control tasks. Simulation and experimental studies 



are performed and the results are included to dernonstrate the effectiveness of the 

thesis research project reported in this document. 
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Chapter 1 

Introduction 

The main objective of the thesis is to study tlie fundamental tlieory, practical 

implenientation, and biological suitability associated wit h the design of an assistive 

device tliat will help patients who have eye-implants to have natural eye movement. 

Figure 1.1: The Patient Lost One of His Eyes (left) and Has It Replaced by the 
Ocular 1 mplant (right) (copyright of t his fi y r e  was obtained from COM PRL) 

A person with one eye lost, due to various causes, may suffer severely psycho- 

logically as ive11 as ptiysically. Patients with such probleiris may unwillirigly withdraw 



from society to moid embarrassrnent and social inconvenience. Fortunately, COM- 

PRU (Craniofacial Osseointegration and Mavillofacial Prosthetic Rehabilitation Unit) 

a t  Misericordia Hospital, iii Edrnoritori, .4lberta, Caxiada, can help the patients with 

ocular implants, as shown in figure 1 where that the patient lost an eye was pictured 

with and without an oculaï implant. The prosthesis has been created by COMPRU 

to replace the lost eye. The prosthesis is an artificial eye, which appears natural. 

But it is statiç. The purpose of this thesis is to help these patients to have a natural 

movement of their artificial eye. In the proposed experimental device, a cosmetically 

artificial eye will be mounted ont0 a tiny servomotor. The sensor device detects the 

movement of the real eye and uses the real eye movement signal to control the ar- 

tificial eye inoveriient [l, 21. This systeni is calleci a robotic e- systeni. The first 

stcp in this projcct is to dctcct the natural eyc movcmcnt. In thc ncxt section. the 

eye movement detection techniques are thoroughly reviewed. The advantages and 

disadvantages of each detection method are presented. From these techniques, the 

rnost suitahle sensiiig techniques for the robotic eye system are identified. 

Overview of Eye Movement and Detection 

From as early as the 19501s, many researchers have investigated the eye move- 

ments. Researchers and practitioners in psychology, education, clinical and basic 

mcdicinc, arid ophthalmology uscd mcasurcmciit of humai1 cye blink and cyc rnove- 

ment. Application areas include Liiman factors research, human performance evalu- 

ation, and hiiman-machine interface [3]. Young [1, 51 desccibed the major types of 

eye movement recording techniques and analyzed the advantages and disadvantages 

of each met hod. Recently, cesearchers are paying more attention to human-machine 



interface design. Many novel devices and systems have been developed to help peo- 

ple who have disabilities. Due to the increasing frequency of traffic accidents and 

astlieuopiii (eyestraixi) froiii the prolonged eye use, uiauy researdien are iriterested iu 

eye blink rate detection. The typical blinking speed is 12cm/sec. By analyzing the 

hlink rate and the enviroiiment, it is possible to determine whether a person is tired 

and, if so, to provide a warning signal. This technique can dso he used to monitor 

the physiological state of pilots. To understand various types of eye sensing methods, 

we need to understand al1 types of eye nlovements. Knowledge of the various types 

of eye movements will help to understand the eye movement sensing techniques. 

1.1.1 Classification of the Eye Movement and Eye Blink 

Types of eye movements are summarized by Young (41. There are saccaciic 

cyc niovcmcnts, pursuit or slow-tracking movcmcnts, cornpcnsatory cyc movcmcrits, 

vergence eye rnovements, miniature eye movements, optokinetic nystagmus eye move- 

rnents and torsional eye movemerits. hdovements of the human eye can be divided 

into five categories: movements associated with the vestibule-ocular reflex, optoki- 

nctic movcmcnts, saccades, vergcncc niovcmcnts, and miniature cyc movcmcnts [G]. 

1.1.1.1 Vestibulo-Ocular Reflex 

Vestibiilo-ocrilar reflex eye movements occur in response to stimulation of the 

vestibular system [?, 81. These rnovements are divided into two classes: static and 

dynamic rcsponscs to vestibular stimulation. 

Static responses are produced by linear accelerations of the head. The static 

reflexes are very weak in humaris. They can he observecl in response to rotations 

about an anterior-posterior a i s .  The eyes respond to this stimulus by tilting their 



anterior- posterior ases to maintain t heir former orientation in space wit h respect to 

the world coordinates. These eye movements are very small. The static vestibule- 

ocular reflex usually does iiot exceed 7 degrees of rotation. 

Dynamic responses are produced by rotational accelerations of the head about a 

vertical mis. Llovements of the eyes occur much more readily to rotation of the head 

tlian to static responses. While the head is rotating, the eyes rotate in the opposite 

direction, keeping the image of the outside world stationary on the retina. If the 

rotation is large enough the eye will exhibit nystagmus. That is, the eye alternates 

between rotating in a slow phase in the opposite direction of the heacl and rotating 

in a quick phase in an anti-compensatory direction to fixate on a new point in the 

visual field [6]. 

1.1.1.2 Vergence 

Vergerice eye movements are movements of the two eyes in opposite directions 

in order to fuse the image of near or far objects [9]. These movements reach mavimum 

velocities of 10 degrees/sec over the range of nearly 15-degrw. 

Thc anglc bctwccn thc pupil ccntcrs and the objcct bcing obscrvcd dcpcnds on 

the distance to the object being viewed. To bring the object to the fovea of both eyes, 

the angle between the lines of siglit become smaller for objects that are far away and 

larger for objects that are nearer. The distance €'rom the eyes to an object is judged by 

the subject usirig a i iu~~iber of factors such as the aiiiouiit of accoriiiiiodatio~i required 

for focusing, the disparity of images on the retina, and the known size of the object. 

The ahility to control vergence eye movernents varies ftom one person to another [7]. 



1.1.1.3 Visual Tracking 

Visual trackiiig refers to the iiiovei~ieiits of the eyes that are iriade uuder visual 

guidance, and that hold an object of regard, and follow it when it moves [6,10]. Visual 

tracking is also called tracking movements, optokinetic movements, slow piirsiiit or 

smooth pursuit. If the entire visurl field is in motion, optokinetic nystagmus can be 

inducecl and is cliaracterized by a slow pliase to fixate on a point in the field and a 

fast phase to  bring a new point of fixation to the fovea. Optokinetic movements and 

optokinetic nystagmus can be induced in both the horizontal and vertical dimensions. 

Smooth pursuit is distinct in origin frorn movements of the eye associated with the 

vestibulo-ocular reflex, but in most cases, it cannot be induced in the absence of an 

appropriate stimulus. It is not cffectivc in tracking a targct moving at grcater than 

30 degrees per second or oscillating faster than 1 cycle per second 171. 

Optkinetic nystagmus, also known as "train nystagmus" is a characteristic saw 

tooth pattern of eye motion elicited by a moving visual field containing repeated pat- 

terns. Vcstibular nystagmus is an oscillatory motion of thc cyc, similar in appcarance 

to optokinetic nystagmus containing a slow pliase and a fast saccadic-like return. 

Spontaneous nystagmus, or gize nystagmus, is an ahnormal nystagniiis aîsociat,ed 

with a number of neurological disorders. 

1.1.1.4 Saccades 

Saccades are the fast movements of the eye that hring a new portion of the visiial 

field to the fovea region (6, 111. Saccadic eye movements are induced while reading 

or scanning a computer screen. They are voluntary in nature, but some involuntüry 

rnovements of the eye are similar to saccades. Most naturally occurring saccades 

are smaller than 15 degrees [6]. Angular velocities dunng saccades can reach 1000 



degees per second diiring larger saccades. Large saccades are often accompanied by 

smaller and corrective saccades to compensate for inaccuracies in the ending point of 

tlie saccade. Saccades also occur to correct for tlie sluggisli resgoase of optokiuetic 

movements to sudden changes in stimulus velocity, and bring the visual field back to 

the fovea. 

Saccadic eye movements include the "jump and rest" fixation movements ob- 

served in scanning a visual scene or reading. Ttiey are characterized by very high 

initial acceleration and final deceleration (up to 40,000 deg/sec2) and a peak velocity 

as high as 400 to 600 degrees/sec. The duration of the saccadic eye niovement varies 

wit h its magnitude from 30 to 120 milliseconds. Pursuit, or slow-tracking movements 

are used to trück slowly movirig visual targets iii the range of 1 to 30 ïleg~ees/sec. 

Thcsc iiiovcmcnts arc indcpcndent of thc saccûdic cyc movcmcnts. Compcnsatory 

eye movements are smooth movements, closely related to pursuit movements, which 

compensate for active or passive motion of the head. 

1.1.1.5 Miniature Eye Movements 

.\ccording to Cnrpcnter [G, 121, thcrc arc thrcc typcs of mininturc movcnicnts of 

the eye: tremor, drift and micro-saccades. Tremor lias a bandwidth of around ninety- 

Hertz. It is centered between 150 and 200 Hertz and its magnitudes are generally 

below 25 seconds of arc. Drift has a velocity of around 1 minute of arc per second and 

aiiiplitiides of 2 to 5 iiiiiiutes of arc. Drift is iioriually terniiiiated by a rriicro-saccade. 

Micro-saccades differ from saccades in that they are smaller (around 10 minutes of arc) 

and slower (aroiind 10 degrees per second), and tend to he more random in direction 

and amplitude. Miniature eye rnovement or fixation movements are normally iess 

than 1 degree in amplitude and occur during attempted steady fixation on a t a r e t .  





EOG to detect eye movement [18, 174, 165, 190, 184, 182, 20, 211. The method is 

briefly described as follows. Three surface electrodes are attached to each subject for 

tliis purpose, two at eacli outer edge of the eyes aiid one at tlie middle of tlie forehead. 

The EOG signal is amplified and recorded onto a magnetic tape for further processing 

by a mini-computer [14]. The eye movement recorded with the electro-oculograrn has 

an accuracy of 1-degree [16]. 

111 the EOG, a pair of electrodes is mounted above aud below tlie eye, in close 

proximity to the eye. The electrodes are used to detect a voltage difference, which 

is proportional t3 the eye position relative to the electrodes. This pair measures the 

vertical eye position. Another set of electrodes is mounted to the left and right temples 

to measure horizontal motion. Detectable signal levels are about 500 inicrovolts for a 

50-dcgrcc eyc movcmcnt. Tlicre arc scvcral sources of noise, including ncuro-rnuscular, 

encephalographic, and blink artifacts, as well as power line pickup. Proper placement 

of the electrodes is necessary in orcier to minimize cross coupling between vertical and 

horizontal signals and to obtain a consistent scale factor. 

In clcctrorctinograrn [22, 23, 24, 251, miniature silvcr-silver chloride elcctrodcs 

are applied to the skin surface near botli canthi of one eye. The response recorded 

on the skin is identical in shape and latency to the electroretinograrn recorded at 

the cornea. The amplitude of the surface-recorded ERG is about six percent of the 

coriieal ERG. Wheii the liglit stirriulus is Iield coiistarit: tlie peak-to-peak amplitude 

of the surface-recorded ERG b-wave is found to be: 1) Liliearly proportional to the 

angular deviation of the eyc! about a vertical auis, and 2) Constant over time when 

the eye position is constant. The signal amplitude is about twenty microvolts; the 

electronic noise level is about 0.3 microvolts. A calibration curve must be obtained 

for the object. Yonlinearity of t his curve is no longer a problem, since an inespensive 



rnicroprocessor can easily convert the measured voltage amplitude to gaze angle using 

table look-up procedures. 

The electroiuyograiii (EMG) is used to record eye bliuks bilaterally with two 

pairs of surface electromyogram (EMG) electrodes [26, 19, 27, 28, 291. Electrodes are 

placed on the lowr  eyelids, over the palpebral part of the orbicularis oculi muscles. 

EMG activity from the orbicularis oculi of both eyes is recorded on the two channels 

of a portable biomedical tape recorder. Tlie tapes are played back and axidyzed. 

Long-term recordiiig of normal human eye blirik behavior (up to 14h continuously) 

showed a niimber of perioclic trends in blink rate. Mean rates varied from 2 to 50 

blinkslmin and periods ranged from lOmin to 2.5h. 

Martin arid ot hers (301 described a passive, twu-ais oculoniotor detector to 

dcterminc the cyc position by rncasuring thc chargc distribution gcncrated by the 

corneo-retinal potential (CRP) of the eye. 

Two electrodes are placed riear the eye in the horizontal plane, to detect the 

voltage, which results from tlie induced electromotive force (EMF) 1311, in the eye 

orbit. Tlic mcasiircd voltagc is a fuiiction of the position of the cyc in thc horizontal 

plane. After amplification, the voltage is sampled by an A/'D converter and then 

processed by software. The aim of their project is to help people who have disabilities, 

particularly those who have difficulties in speech due to brain damage, to express 

eleiiieiitary iieeds, or to rewh a suitable level of iriteractioii with huiiiari or iiiaterial 

environment. The accuracy of the detection is not available from the paper. But the 

detection can he iised to activate the nienii on the screen of a cornpiiter. 



1.1.2.2 Magnetic Proximity Sensing 

.4 stxdl copper coil, iiicorporated iuto a contact leris, is worii by the subject who 

then sits in a magnetic field [32]. The current induced in the coil due to the angle ivith 

the field gives its orientation, and Iience the ilse of a niimher of orthogonal fields will 

give positional information. Remmel gives the details about the electromagnetic eye 

niovemerit moiiitor. Conipared to electro-oculograptiy, infrared reflection and pupil 

tracking; this monitor has very low noise, very low drift, good frequency response, 

and good linearity. With only three adjustments, ttie gain and horizontal and vertical 

angie offsets, this eye rnovement monitor offers unprecedented simplicity, resolution, 

and stability at an affordable cost. While this metliod offers highly accurate po- 

sitional and tcrnporal information, its disadvantagcs incliidc thc inflcxibility of the 

experimental set-up, and the discomfort to the suhject due to its invasive nature (d- 

loaing only around 30 minutes of recording tiine per session, and with some subjects 

reporting eye infections). Tliree Japanese researchers used this method to track eye 

niovcmcnt iu thcir stcrcoscopic display systcm projcct [33]. 

In optical sensing, one or trvo small infrared sources, togetlier with detectors, 

are positioiied close to the eye (e.g. 0x1 a spectacle frairie). The sources are situateci 

so t hat they shine on either side of t lie iris, on the boundary of the iris and the sclera 

(the white of the sye). The method works dile to the different reflective properties of 

the iris compared wit h the sclera. When the eye moves to one side, less infrared light 

is reflected back tu the detector on one side of the eye than the other. The signals 

can thus be calibrated for eye-movement. The advantage of the rnethod is that it is 

relatively inexpensive. A major disadvantage of this method is that while reasonable 



accuracy can be achieved in the horizontal direction, performance is severely compro- 

mised in the vertical direction. Set-up and alignment of the IR sources and detectors 

caii also be a problern. 

Fiber optic eye position sensing enables both horizontal and vertical eye position 

to be determined with respect to a pair of eye glass frames placed on a subject 

136, 37: 341. 

0 LOOKING LEFT 

Figure 1.2: Fuiictiorial Arra~igeriierit of the Iniagitig Leiises (froni [35]) 

Tlie imaging lenses are mounted on a pair of eyegluss Iranies around the field 

of vision. This allows normal cyc rnovcmcnt ancl unobstructcd vision. Thc optical 

sensors detect light reflected from left and right of the iris and send this light throiigh 

optical fibers to remote detectors. The instrument can achieve accuracy of better than 

hall a degree in the horizontal direction and three degee in the vertical direction. 

To accornplish this, tno portions of the cyc (A and B) arc imagcd as shown in thc 

figure 1.2. and the refiected light from each is monitored [33]. When the subject looks 

straight ahead, the imaged areas of the iris and sclera (A and B) are equal. 



When the subject looks right, the area of A will decrease and that of B will 

increase. The converse is true for looking left. The relationship between the amount 

of reflected light gatherecl by the iinagirig leiises and the degee to which the eye 

moves to either side is linear. By acquiring analog signals of the reflected light reach- 

ing the sensors, horizontal position of the subject's eye can be determined (36, 371. 

The calibration of the eye position sensor is accomplished in a short time simply by 

aligning the imagirig leiises. The fiber optic metliod hau been used to study saccadic 

suppression, eye rnovernerit prcdiction, and visual acui ty in a dyiiamic rat her than 

static environment [38]. 

1.1 .Z.4 Photoelectric Methods 

The photoelectric technique is applied to limbus. It is nlso called the limbus 

rcflcctioii tcchniquc. The limbus is dcfincd as an annular transitional zonc, approx- 

imately Imm wide, between the cornea and the bulbar conjunctiva and sclera. It is 

highly vascular and involved in the metabolism of the cornea. The ratio between the 

dark iris and bright sclera observed on the left and right sides of the eye may either 

bc mcasurcd dircctly with photo-scnsors or dircctiy on the imagc of thc cyc. Thc 

ratio is directly related to the horizontal position of the eye. The best wavelength 

for making the distinction between iris and sclera depends on the iris color [39]. In 

limbus reflection, a spot of light is imaged on the limbus, and the scattered light 

from it is detected by a riearhy photocell. The atriouiit of liglit reffected varies as 

described above, and this information is used to shift the position of the spot's source 

so thr t  the limbiis is continiially tracked diiring eye-movements. The position of the 

source thus gives the relative position of the gaze. Though spatial accuracy is high, 

disadvantages include movements of the head beirig interpreted as eye-movements, 



and the necessity for low ambient illumination. 

Recording of eye rnovements requires mechanical and electronic stability, easy 

aud iiontraiiniatic application, iiori-coiitact with the eye, low cost , liiiear properties, 

a sufficiently wide dynarnic rneasuring range and high spatial resolution. Limbus 

reflection methods seem to rneet al1 the mentioned criteria [4]. They do not require a 

device touching the eye. In this method, infrared light emit ting diodes and infrared 

sensitive detectors are positioned in front of the eye so that their 'receptive' fields 

match the iris/sclera transition, both on the nasal and on the temporal side. Upon 

horizontal rotation of the eye, for example in the case of abduction, the nasal detector 

detects iris reflection, while the temporally placed detector measures a decreased iris 

reflectioii. Subtraction of the nasal and temporal detector signals gives eye position 

with rcspcct to hcad position [40]. The advantagc of using two scnsors instcad of onc 

is discussed by klatsuoka [/Il]. A sensor array is iised to detect the eye movements 

by Reulen et a1.[40]. Maximum IR-light emission of the LEDs is at  a wavelength 

of 950nm. The detector array, r i t h  the same dimensions as the emitter array. is 

positioiicd abovc the LED array. In this arrangcnicnt, a givcn portion of radiant 

infrared-red light is constrained within a narrow heam-width, which covers a selected 

reflec t or area. 

Practical realizations employ a pair of emitterldetector systems directed at 

opposite sides of the eye ailci aiuplify the differerice betweeii the cletected sigrials as 

the eye moves. The use of a pair of ernitter/detectors has been shown to improve 

the liiiearity of the system. Vertical eye movement can be measiired if desired, hy 

employing an additional pair of emitter/detectors mounted so that the line joining 

midpoints of the infrared beams is at right angles to the liue joining the horizontal 

pair. 



The advantages of the limbus reflection systems are that they are inexpensive, 

easy to use, not significantly interfering with the subject's field of vision and useful 

for iiieasuririg a wide muge of horizoutal eye nioveriieuts. The disadvantage of the 

limbus reflection methods is that the head movement has a large effect on the output 

signal; it has been shown that a head movement of lmm produces a signal equivalent 

to a horizontal movement of 12 degrees. 

For the recordiiig of purely horizontal or vertical eye movernents, this system 

matches or nearly matches the magnetic induction (MI) systems as far as linearity, 

resolution and other basic properties are concerned. For the recording of oblique or 

torsional eye rnovements, the MI systems are superior. However, the invasive nature 

of the MI rnethods as wdl as other drawbacks (lirnited time of use, eye irritation, 

rcquircs corncal anesthctic) inakc tliesc mcthods Far from ideal for clinical application. 

The work reported in [39] shows that the lirnbus reflectiori technique is capable of 

rneasuring horizontal eye movenient with a resolution of better than 1 min of arc. 

Two papers use the limbus reflection technique to do research work in the area of eye 

movcmcnt [42, 431. 

1.1.2.5 Video Imaging 

Ivloriitoring eye movement using video cameras has the advantage of not being 

intrusive, heing inexpensive, and automated. The eye is imaged using CCD (Ctiarged 

couple devices) caiueras. Ofteu, these cairieras are sensitive to iiifrared light. aiid 

image by detecting illumination from banks of IR LEDs situated close to the subject's 

eyes. A computer then scans the image, and the boundary of the pupil is determined. 

This can be performed using either a threshold technique (picking up the difference 

in intensity of the image over the iris aud the dÿrker pupil, and then ealculating the 



best-fit circle for a number of these points) or a more complicated pattern recognition 

technique. More soyhisticated systems will also pick up the reflection of a point of 

light ou the corriea, aiid use tliis tu adjust for iniiccuracies bouglit about by sniall 

head movements. This method is able to track al1 eye movement parameters that 

are visible on the image, including piipil size and horizontal and vertical movements. 

The images may be videotaped for later re-analysis. 

-4 video-based Eye-tracking system and a software package are used for the 

acquisition, analysis and plotting of eye movement [44]. There are many researchers 

using the image sensing methods to detect eye movements. 

.4 miniature color field camera and very compact eye-movement sensors are 

attachecl to a trarislucerit reiriforeed plastic goggle üffording a wide view aiid excellent 

safcty [&il. This dcvicc is dcvclopcd to analyzc the displacemcnt of human lincs-of- 

sight. Movements of the eyeballs are detected anci converted into direct voltages 

corresponding to the rotation of eyeball in horizontal and vertical directions. In using 

the eye pointer, just as any other device of a similar nature, there is always a need to 

cnsure first tliat thc obscrvcr's linc-of-sight and thc location of thc mark indicating tlic 

position of that line-of-sight on the eye pointer agree with each other. The calibration 

procediire is simple and effective. Asking the observer to gaze at a fixed point on a 

board, the researchers can perform the calibration. Then the position of the eyeballs 

rt the tirrie of gaze is coiiiyuted. This calibratiori rnethod caii eliiuinate the trapezoidal 

and U-shaped distortions. Using a similar calibration method, a television camera 

senses the two-dimensional eye rnovement for teleoperator control [46]. 

-4s shown in figure 1.3, the human eye is potentially an ideal input device for 

tele-operator pointirig and control applications due t o t be innate ability of the oculo- 

motor system to rapidly shift the eyek line of gaze in response to the operator's area 



of interest. Caiculating the visual point of regard as the tele-operator scans a video 

display and feeding back ont0 the display a reticule slaved to eye movements may 

allow an operator with iuinirual Iiaud/eye coordiuatiori skills to desiguate poteiitial 

targets within RPV iniagery simpiy by looking at the desired target of interest. -4 
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Figure 1.3: Eye Landmarks (from 1471) 

low-cost, aiitornated, nori-intriisivi! maasiirement and analysis systsm is designed for 

eye dynamics using a PC-based video image processor. Using the video recordingç of 

tlie iiuniaii face, the system is capable of nieasuriiig the tirne profiles of the clriration, 

rate and velocity of eye blinks by automatically tracking the pupil, iris and the eyelid 

aiid measuring their positions and openings [4?]. 

Blink frequencies, duration and latencies have been related to vigilance, drowsi- 

ness, and niental workload. .4n e p  gaze system is designed for measuring eye blinks 

[48]. The Eye gaze systcni is a tool for incasuring, rccording, playing back, and 

analyzing what a person is doing with his eyes. .4 video camera located below the 

computer screen or below the workspace, if a computer monitor is not used, continu- 



al1 y observes the participant's eye. Specialized image- processing software determines 

the eye orientation and projects the participant's gaze point. The system imposes no 

riiecliaiiical coristraints oii the participaut, but requires a calibratioii procedure for 

each participant that takes less than 10 seconds [U]. 
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Figure 1.4: Application of Eye Movement Detection Csing CCD Image Sensor (from 
1491 

Figurc 1.4 shows the apparatus cornposcd of a CCD camcra systcm, 3SPACE 

ISOTRAK, a personal computer, a headgear and a mask. The left figure shows the 

systeni cliagram and the right side shows the application of the Iieadgear and the 

mask. Calihration is not described in the paper. But if the mask is fixed on the 

licad, thc calibration proccdurc becomcs casy. CCD iniagc array scnsor technology 

are applied to eye movement measurement [dg]. Figure 1.5 shows the measurement 

system. The whole systerri inclildes a video camera, support hardware, video and sig- 

nal processing electronics, an IBM compatible computer, data acquisition and signal 

proccssing softwvarc, and a light emitting diode torget display. The crror for the eyc 

position estimate is less than 0.05 degree. 

A compiiter-based video eye tracker to rneasiire the eye movement in real-time 



has been developed [50]. When viewed dong the mis of gaze, the pupil is essentially 

a circle. If the subject then looks away from the axis (rotate the angle by theta). the 

pupil appears to the camera as au ellipse whose niinor-axis aloiig the direction of eye 

movement is equal to the major axis times the cosine of deflection angle. The aew 

inethod meastires the aspect ratio of the elliptical pupil, and the angle of inclination of 

the major &S. Rom these measurernents, the axis of gaze in the coordinate system 

can be deterrnined, 

Figure 1.5: Video Camera Based Overview of Eye Movement Measurement System 
(from [50]) 

An efficient approach for real-time eye feature tracking from a sequence of eye 

images has been proposed [3]. First a dynamic mode1 for eye feature tracking is formu- 

latcd, which relates thc mcasurcmcnts €rom the cyc modcl to the tracking parümetcrs. 

The center of the iris is chosen as the tracking parameter vector and the gray level 

center of the eye is chosen as the measurernent vector. A discrete Kalman filter is 

then constructed for the recursive estimation of the eye features, while taking into 

account of the measurcmcnt noisc. Thc wholc cyc window is 75 pixcls by 43 pixcls 

and the tracking accuracy is approxirnately 0.25 pixels. The Kalman filter method 

[51] and statistical algorithm (521 are iised to track eye movements. A maximum 

Iikelihood estimation technique tracks the location and size of pupil in a video image 

to find horizontal and vertical cye position. Maqv rcsearchcrs use thc video based cyc 

movement measurement technique [53, 54, 55, 561. 

Enta shown in figure 1.6 is a prosthetic device called the eye-gwe-response 
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Figure 1.6: ERICA Block Diagram (from [57]) 



interface computer aid [57] (It is equipped with eye imaging hardware and software, 

which automatically recorded a digital portrait of the user's eye. From the features 

of the currerit eye portrait, the interface calculates the approximate location of the 

user's eye gaze on the computer screen. Six or nine menu options are displayed on 

the computer monitor. The user made a selection by staring a t  the desired option 

for a short time that is pre-set to two or three seconds. In this way, the user could 

interact with the computer, run applicatioii software, and manage periplieral devices. 

The limit of this system is the small number of the menu on the screen, which is not 

large enougli to present a full keyboard. Also head movement will cause the computer 

to lose the image of the eye. EHCI (eye-controlled human/computer interface) is an 

irnproved systeni [%]. Tt uses the liae-of siglit (LOS) anci an intentional bliiik to 

invokc conimands. Figurc 1.7 shows thc systcm diagram. 
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Figure 1.7: Schematic Diagram of the System (from (581) 

.4 human must pcriodically blink to kccp his/hcr cycs moist. Blinking is in- 

voluntary and fast. Eye blinking also provides very valuable information about the 

physical, physiological, and emotional aspects of the person [59, 60, 611. Also there 

is a correlative relationship between eye blinking and head nodding, which throws 



further light on the physical condition of the person such as the alertness, tiredness 

and fatigue [62]. Two parameters of the eye hlink, blink rate and blink duration are 

used to assess workload [63]. The higliest average blirik rate is about 21 blinks per 

minute, the lowest approximately 7 per minute. -4 statistical study can be found in 

[64]. Vincent [65] designed a systeni to collect data on the subjects' eye blink, heart 

rate, head movemerit, etc to a~ialyze on set of fatigue. The system diagam is in 

figure 1.8. 
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Figure 1.8: System Representation of Fatigue illemurement System (from [65]) 

Following arc somc rcfcrcnccs tliat dcal ivitli the cyc blink. 

1.1.2.6 Using Image Processing 

Nakano et al [66] measure blinks using image processing and apply it to detect 

driver's drowsiness. Many traffic accidents are caused by drowsiness while driving. 

The purpose of researcti is to cletect a driverk bliuking usirig facial images obtained 



by a TV camera and to estimate the driver's arousal level to prevent the occurrence 

of an accident due to drowsiness. The method can obtain the facial images, using 

irifrared liglit sources, wliicli are not afiected iriucti by the change of the aiiibient liglit 

by day and by night. 

Tock [67] described a computer vision system for tracking the eyes of a car driver 

in order to measure the eyelid separation. This measurement is used as part of a larger 

system designed to detect when a car driver is becorriiiig drowsy. The system ruils 

unattended in a car. It does not interfere with the driver's normal driving actions and 

requires no cooperation from the driver. A color CCD camera is moiinted behind the 

steering wheel of a car. It is connected to a Sun SparcStation 2 with a DatacellS2200 

Sébit  real tinie culor frarric gralher. The systeni is able tu cornpute eyelid separation 

at fraiiic rates, so tliat it can bc rccordcd synchronously with the output of othcr in- 

vehicle sensors. The output from the system is a continuous measurement of eyelid 

separation. The same approach can be found in [68]. .A small CCD camera is rnounted 

in the vehicle instrument panel to capture images of the subject's face while driving. 

Thc systcrn analyïcs facial images of thc drivcr to detcrmiiie blinking bchavior, wliicli 

it uses as a nleasure of driver alertness. An accurate real-time drowsiness detector 

prototype is manufactured and tested in an actiial vehicle. The testing shows that 

long blink duration becomes more frequent as the subject feels drowsy. 

1.1.2.7 Usiiig EEG Signals to Detect Eye Blinks 

Gupta and Varner [69, 701 concentrated on real-time removal of eye-blink and 

ephall movement artifacts from the forehead EEG recordings. A fixecl band pass 

FIR filter is used to remove slow baseline drift. The average human eye blink rate is 

about 12 blinks/min. The eye blink sigrial cm be obtained by using a low pass filter. 



The center frequency is set to the eye blink frequency, about 10hz. Some experiments 

with eye blink movement have been carried out in the Advanced Research Control 

and Robotics lab at  the Faculty of Rehabilitatioii Medicirie of University of Alberta. 

The eye movements include eye open, eye close, blink both eyes with fast speed, 

blink both eyes with normal speed, and hlink both eyes with slow speed. During the 

erperiment the EEG signal from the subject was recorded. The low pass filter was 

used to process the raw data, and tlien band pass filter frorri 5hz to lOhz was used to 

obtain the eye movement data. 

1.1.2.8 Eye Blink being Used in Human/Computer Interface 

This system is setup for the people who have motor clisabilities and have limited 

methods of adaptive control and means of communicatioii and control, the majority 

of whoin also suffcr vocal impairmcnts. Phillips and othcrs dcvcloped switch to en- 

able a severely physically limiteci person to access and operate a computer through 

switch closure [71]. The patient can use eye blink to activate the switch. Even more, 

Murphy [72] successfully developed a system called the blink-miter for patients with 

amyotrophic latcral sclcrosis (.4LS), tliosc wit h strokcs, and high spinal cord injury, 

and for a patient who waç paralyzed as a result of having contracted bulbar polio. 

ALS causes a progressive degeneration of the nervoiis system, from which the patient 

gradually loses the ability for al1 voluntarp muscular movement. However, some of 

the iuiic tioris reriiaiii, sucli as cogrii t ive, emot ioiial aiid iiitellect ual Fuiictioiiiiig. So trie- 

times these patients are referred to as "locked in". The blink-writer system overcomes 

these problems hy aiitomating the alphabet board process. The menu schema and 

item scanning method used in blink-writer form the basis of the functional inter- 

face with the patient. Items are alternately liighlighted ou the screen and then the 



highlight is extinyished. While an item is being highlighted, the system looks for a 

response from the patient. If none occurs within the preset time, the system moves . 

to the next item iii the seqiience. Iii this way the patient cari coinniunicate with the 

outside world. The blink- writer has proven very effective in re-establishing limited 

communication capabilities for patients with severe netirological impairment, and also 

in giving them some control over their environment. 

1.1.2.9 Magnet ic Eyelid Movement Sensor 

Takagi et al [73] constructed a displacement sensor for detection of eyelid move- 

ment, asing amorphmis wire magneto-inductive (MI) elements. The elements are 

fornied from tension-annealed zero-magnetostriction arnorphous wires. The MI effect 

and the symmetrical MI characteristics of the element are used to form thin sensor 

heads without coils. An oinorphous displaccrncnt scnsor in non-contact dctcction of 

the minute mechanical vibrations of both eyelids has been used. The minute magnets 

(three mm in diameter, l m m  thick) are fastened to the eyelids using double-backed 

tape, and a magnetic sensor head is fixed to the g lus  frame worn by the subject. 

Figurc 1.9 shows thc arrangcmcnt. Chaiigcs in magnctic ficlcl duc to magnet dis- 

placement during eyelid vibrations are then detected from a distance of 10 mm or so 

by magnetic field sensors fasteoed to the nonmagnetic frame of glasses worn by the 

subject. 

Jaschiils ki et a1 [74] iiivestigated t lie possible effects of terriporally rxioduiated 

light stimulation near the critical fusion frequency (CFF) when subjects observe a 

cathode ray tube (CRT) operatecl at different refresh rates. In this experiment, a 

photodiode is mounted on the monitor that displayed the image of the eye next to 

the pupil a t  a position where the iris is imaged. Whenever the eym: close, the bright 



Figure 1.9: Arrangment of MI Element on the Glasses Frame (from (731) 

imzge of the lid prodiiced a signal in the photodiode. which is sampled at 20nis 

intervals. Based on the data, the duration of the eye blinks and the interval between 

bliiiks is evüluated. 111 order riot to iiifliieiice their sporitarieous bliiikiiig, suhjects are 

not iiiformed that eye blinks are measured. The eye blink duration of individuals is 

t'rom 71ms to 225ms, and tahi! eye hlink interval of individiials is from 1.55s to 11 .OIS. 

1.2 Objectives of the Thesis 

Tlie tiiesis is to design an assistive device tliat will tielp patients with eye ini- 

plants to Iiave natural eye inovement. The first part is the cleterrnination of design 

specifications. The second part is the system design and irnplementation. This in- 

clildes tlie sensor aiid motur, the system setup arid t lie systeni on-lirie calibration. 

The tliird part is the application of the system. 

1 2 .1  Design Specificat ions 

The purpose of this thesis is to have the same movement in the artificial e p  

as in the natural eye. With the unaided eye, only large movements cari be observed. 

Rotations of the cyc through l-dcgrec arc not noticeablc [lSG]. That means the crror 



between the real eye position and the artificial eye position should be less than or 

equal to 1 degree. The resolution of the sensor used to measure the portion of the 

real eye arid the artificial eye should also be less tliaii oue degree. The resolutiori 

of the motor rnovement should also be one degree. Different eye movements have 

different speeds. For visual tracking, the eye movement speed is less than 30 degrees 

per second, which means that the speed of the motor should be faster than 30 degrees 

per second to drive the artificial eye to move siinultaneously with the real eye. 

1 S~ecificat ion Table 1 

1.2.2 System Design and Implementation 

Position error between two eyes 
Spcctl of motor 

Resolution of the motor 

The design phase includes the sensor and rnotor specification, the wireless com- 

munication between the sensor and the motor controller, the control algorithm,  th^ 

fiiial systeiii expeririieiit aiid the oiiliue calibratiori. 

Less than 1-degree 
Less t han 30 dcgrccs/scconds 

Less than 1 degee 

What kinds of sensors to use to sense the eye movement is a key issue. From 

the review described before, we know that tliere are many classical methods and some 

advtlriced new techiiiques . 

The constraint of the project limits the size of the sensor. By det i led review 

of the available sensing technologies, we finally decide to start with a tiny infrared 

sensor array, which is the first generation of our model. The subject may use eyeglass, 

Table 1.1: Table of Specification 



so soine small devices and circuits may attach to the frame of the eyeglass without 

being noticed. The small sensors mounted on the eyeglasses will detect the movement 

of tlie real eye and tlie riioveirieiit signal cari be used to coiitrol the artificial eye 

movement. The eyeglass introduces the unstable factor of the system in the sense 

that the resolution will drarnatically drop when there is a shift between the eyegiass 

and the head of the subject. 

Tlie standard chica l  rriethod of recording eye rnovements, sucli as electro- 

oculography and other electrode metliods, lias been used for a long time. Althougli 

it siiffers from low resolution, drift and noise, the digital signal processing and other 

filtcr method caii be used to overcome this clrawback and this method can be usetl 

clirunically. So the second-gerieratioii riiudel of the rol~otic eye will be based on 

biomcdical clcct rock sciising mc t hod. 

The motor has to be put inside the eye socket. So we have to choose smaller and 

lighter ones. The light servo 3.5 motor frorn Germany we are currently using is the 

sniallcst and lightcst motor WC havc found. It only wcights 3.5 grarns. The spccd of 

the rnotor is very high. It only takes 0.2 second for the actuator to move from one end 

to the other end, on the other side, the gear will rotate about 24 x 360 = 5040 degrees. 

So the angular velocity of the inotor is ahout 5040/0.2 = 2.5 x 10000 degree/seconds. 

Tlie speed is higlier thaii 1000 degree per secorid, so it is fast enougli to siiiiulate tlie 

eye movemeut . 



1.2.2.3 Control Diagram and Algorithm 

Ili order to desi@ the systeiii and iiiiuiuiire the circuit, the iriotor drive aiid 

control components are integrated into the eye socket mode1 and miniaturized pro- 

grammable electronics are reqiiired. CVe will ilse miniatiirized CMOS micro-controllers 

callecl Pico micro-controller for the control part. This micro-controller is now avail- 

able in surface tectiriology aiid is oiie of ttie sniallest controllers. 4Imt of the Pico 

controllers have functions such as analogue data acquisition, counterftimers, real- 

time clocks, RS-232 micro-programmable serial communication and on-board storage 

in PROM. 

The e p  muvernent signals will t x  the input signal for our control loop. Because 

thc artificial cyc will bc niountcd to thc motor, WC can dctcrrnine thc artificial cye 

position signal from the motor. This will be the feedback signai of the control loop. 

The Pico controller is the kernel of the circuit. We can also connect it to the computer 

to do the simulation and analysis. The control program will he written and built into 

thc rncmory of tlic Pico controllcr. Wc will start with tlic classical coritrol algorithin 

such as PI, PD and PID to control the motor. .-\dvanced control algorithms will also 

h ~ !  rleveloped and cornpareil with each other. 

1.2.2.4 Online Calibration of the Eye Movement 

When we design an instrument, it must be calibrated. For the data obtained 

diiring an experimental procediire to he representative of the events heing qiiantitied, 

the measurement instrument must be calibrated and tested. To explore and quantify 

the pei-hrmalice of a measurement iiistrument, a known input must be applied to 

the measurement instrument, and then an output is measured. .A transfer function 

can he derived for the measurement instrument. We need to calibrate our robotic 



eye system. For horizontal eue rnovement detection, the user is asked to gaze at a 

fixed point on a board in front of him, then the position of the eyeballs at the tiine of 

gaze is coiuputed. If we waut lligiier resolutiou, tlieri niore points will be used for the 

patient to gaze at. In this way we can find the relationship between the eye position 

and the output signal. The relationship usually is not a linear ciirve. However this 

non-linearity of this curve is not a prohlem, since an inexpensive Pico microprocessor 

ciin easily convert the measured voltage amplitude tu gaze angle using table look-up 

procedures or some other algoritims. 

1.2.3 Application Aspect 

When the whole system is ready, we will do the experiment with the real eye. 

Ethics approval will be obtained prior to the participation of any human subjects. The 

scnsor will dctcct thc subjcct's cyc movctncnt. Tlic moverncnt signal will bc siniulatcd 

on the screen. At the same time, the signal will be used to control the artificial eye 

niodel, so that the artificial eye and the real eye will niove sirnultaneously. 

The last stage of the psoject is to minimize the systern size and mount the whoie 

systcrn into thc patient's injurcd eyc sockct and do thc cnpcriment. During my PhD. 

study, we probably cannot do this. But I am sure that the advanced technology and 

the effort of the researchers will make the dream corne into reality. 

Contribution of This Thesis 

1.3.1 Pioneering Robotic Eye System and Its Social Effect 

Although there are many papers in the literature that describe the movement of 

the eye, they are al1 about the real eye. No paper describes the movement of an ocular 



implant. This research will fil1 a major gap in this area. This is a piece of pioneering 

that develops a miniature robotic device to enable natural movement of an artificial 

eye implant usiug highly iutegrated circuit design and micro size conipouents witli 

efficient multi-sensor fusion and control algorithrns. This project has attracted broad 

public attention m e n t  ly. It was pu blished on Robotics and Autonornous Systems 

magazine in 1999. It was reported in the .luly 29, 2000 issue of the New Scientist 

Magazine and the U of A Express News. It was featured ori the front page of the .4ug. 

Sth's 2000 the Globe and Mail, and on Aug. 9th 2000 evening TV news programs of 

CBC News iTV News, A-Channel News, CTV/CFRN News, and other TV and radio 

stations. Worldwide newspapers and media cited Reuters report on the study. 

1.3.2 The Online Calibrat ion System 

Many rcscarchcrs dcvclopcd systcms to dctcct thc cyc movcmcnt. For thc sys- 

tem they designed, they have to do the calibration before they can use it. The 

calibration procedure is off-line. But in Our research, we have to design an online 

cslibration procedure, so that whenever the sensor slips or there is a reference change 

bctwccn tlic scnsor and the cyc, tlic systcm can autoniatically calibrate. 

1.3.3 Real-time Eye Movement Detection and Analysis System 

-4 real-time eye movement detection and aiialysis system is set iip For the real 

eye movement detection and ocular implant control. 

During thc cxpcrimcnt, the rcal eye movement of the subject can be detectcd 

and the signal is sent to the micro controller to control the artificial eyeball to move 

simiiltaneously. The real eye movemeiit signal, and the artificial eye movement signal 

will be transmitted to the computer through the RS232 port. All signals can be 



displayed and analyzed by the coinptiter. In this way we can detect the real eye 

movement and simulate the movements on the screen simult aneousl y. 

1.3.4 Multisensor Fusion, Sensor Failure Detection and Fault Data 

Recovery 

Sensor fusion is a key issue in many systems, especially in robotic systems. In 

this thesis a neural network based fusion method for sensor fusion of infrared reflection 

data to estilriate the position of the e)r is proposed. From the siniulation, it can be 

observed that this network performs well in the situation when sensor noise and sensor 

Fdiire occiir. 

2.3.5 Mot ion Control of Robot Manipulators 

In this thesis a neural network controller is developed. It takm: advantage of the 

inanipulator rcgrcssor and thc rccursivc crror back propagation lcarning algorithm, 

it can dynamically control the robot to follow a desired trajectory. 

The proposed neural network controller can be built into the robotic eye system 

to do the cotitrol. 

Thesis Structure 

The organization of this thesis is as follows. 

Chapter 1 is an overview of existing eye movement detection technologies. This 

chapter derives the design objectives. 

Chapter 2 develops an autonomous ocular motor system, so that the artificial 

eye can have more natural movement. Fusion method is proposed for eye movement 



detection. First the eye movement is recorded and stored as sensed data space. Then 

during the experiment, the eye movement signal is obtained through the sensor array 

aud through the rnatching rule arid the eye position is obtained. The main part of 

this chapter deals with the experimental system, fusion technologies, and preliminary 

results. 

Chapter 3 presents a neural network based approach for sensor fusion. An 

iirtificial rieural network can learn tlie characteristics of a non-linear, non-rnodeled 

system through training samples. Then during the real application, the sensor signal 

can be used to feed the network and obtain the desired output. This approach has 

been used in the thesis to detect the eye movernent. 

Chapter 4 describes intelligent seiisor and control system, the robotiç eye sys- 

tcin, wliich cotnpriscs biomedical clcctroclcs and a micro controller. Thc systcm is 

intended to provide a rehabilitation ocular implant device that could be useful to some 

people with ocular implant. With the proposed device, the ocular implant can have 

the same natural movement as the normal eye. The b a i s  for this systern is the use of 

bioclcctrical signals frorn tlic user's body. The system can acquirc the dynamical cyc 

orieritation, which is sent to the micro controller to control the artificial eye to have 

the same orientation. The system is set up to carry out experimental st udy Different 

configurations of the electrodes are explored and the best configuration is used to 

serise tlie eye riiovernerit aud coritrols the artificial ocular. Tlie ettiics approval was 

obtained and the pilot study has demonstrated its potential for clinical applications. 

Chapter 5 dascribes an approach that lises search algorithms to rnaximize sensor 

systern reliability and niinirnize the sensor cost. Many search algorithms are used 

to determiiie the optirnized solution. These include tabu search, genetic search, and 

simulated annealing. An improved search algorithm is also developed for this purpose. 



The new algorithm is wry efficient and can yarantee the optimal solution. Yumeric 

examples are also included in this chapter. 

Iri chapter 6, priricipal coiiipoiieiit aiialysis is useci to riioiiitor the eye inovemerit 

sensor data and detect the sensor failure. Incidence matrix is used to isolate the fault 

sensor. L M  and minimum variance methods are iised to recover the fault sensor 

data. Simulation studies using the recorded eye movement data are also included in 

the chapter. 

Chapter 7 describes an approach of using FIR Median Hybrid FiIters for the 

analysis of eye tracking movenients. The filter can remove the eye blink artifact 

from the eye rnovement signal. The method based on electrooculograph (EOG) to 

determirie the eye position is used. Because the EOG signal is always corrupted by 

thc cyc blink artifact, and thc artifact musi; bc filtcrcd out. For this purposc, thc 

FIR Median Hybrid Filter is studied in the chapter, ancl its properties are explored 

with examples. Finally the filter is used to deal with the real eye blink corriipted 

EOG signal. Examples are given of analysis procedure for eye tracking or a random 

rnoving targct. Tlic mctliod provcd to bc highly rcliablc. 

Chapter 8 addresses several techniques to coritrol robot manipulators uncertain- 

ties. First a neiiral network is proposed to control the robot to follow the generated 

path. This network model is able to compensate the structured and unstructured 

dy iiatiiic u~icertiiiiit ies of t lie robot by usiiig both on-liiie aiid off-liiie trairiiiig. PD 

controller computed toque controller and adaptive controller with and without exact 

model are iised to control the robot and comparecl with the proposed method. A 

simulation study is also included. 

Cliapter 9 wrüp up with the conclusions and future direetioxis. 



Chapter 2 

A Simulation Study on Robotic 

Eye System 

Introduction 

In this chapter, a simulation stiidy on robotic eye system is described. Infrared 

sensor array is usecl io detect the eye movement. First the eye movement is detected 

by the sensor array and the sensor data is recorded and stored as sensor data space. 

Thcn during thc siniulation, the cyc movcmcnt signal is obtainccl through thc pro- 

posed fusion method. The simulation results and preliminary experimental results 

concerning the robotic prosthetic eye system are presented. 

2.1.1 History of the Artificial Eye 

There is a long liistory of artificial e p ,  from aiitiquity to preserit (75, 76, 

771. Before the nineteenth century, artiecial eyes were made of metal. They were 

expensive, heavy and painfiil to Wear. Metal eyes were replaced by glass eyes at 



the beginning of the nineteenth century. Ocular prostheses were created to replace 

the lost eye. Physically artificial eye appears natural, but it is static. Patients are 

gerierally iiot satisfied witli a static artificial eye. Ratlier, tliey want the artificial eye 

to move like the natural eye. Several research groups have addressed this problem 

(78, 79. 80). The most siiccessful method was the hydroxyapatite orbital implant after 

enucleation. This rnethod was designed to improve the motility of the prosthesis of 

the patients who Iiad undergone enucleatiori. Al1 the patients who had the mobile 

implant had better cosmetic results tlian those with static implants, and the small- 

degree motility of the prosthesis was excellent. Large-degree rnovement was not good, 

howvever . 

2.1.2 Previous Work 

Thc cyc can rotatc around any mis. A thrcc-dimensional modcl can bc uscd to 

describe the movement of the eye. The eye rotates from side to side around the x- 

auis. Rotation around the horizontal y-nuis leads to eye movements that are directed 

upwürd or downward. Torsional eye movement occurs arourid the z-uis. 

Thrcc antagonistic pairs of inusclcs control natural cyc movcmcnt: thc latcrai 

and media1 recti, the supenor and inferior oblique, and the superior and inferior recti. 

IZIthoiigh al1 of the extra ocular muscles contribute to some degree to al1 eye 

movement by contracting or relaxing, only two muscles in any one plane determine 

eadi irioveiiient. For exaxriyle, the lateral axid iriedial recti are ctiiefly respoiisible for 

moving the eyes horizontally. Both the superior and inferior oblique and the superior 

and inferior recti can move the eye vertically as well torsionally (811. 

To provide the artificial eye with the same functionality as the natural eye, we 

niounted the artificial eye onto a tiny mal1 sewomotor. The aim of this chapter is to 



describe the sensing of natural eye movement and control of the motor to drive the 

artificial eye simultaneously. 

The Experimental System 

.4 small servomotor was iised to drive the artificial eye. A servomotor is con- 

trolled by pulse-modulated signal. Tlie width of the pulse signifies to what position 

t lie shaft sliould tum. 

The sniall infrared eniitter m g ,  which can easily be fitted to the eyeglass 

frsme, is iised. The ernittcr sends out an infrared light to illiirriinate the eye, and the 

reflected infrared light is detected by the detector array. Using the fusion algorithm 

describeci in the next section, the eye rnovement signal can be obtained. 

Fusion Met hod 

Due to the advantages of multiple sensor fusion in automatic target recognition, 

autouomoiis robot navigatioii, and autoniatic rnariufucturiiig, research or1 riiultisensor 

fusion has rcccived incrcasing attcntion for tlic past ycars [82, 83, 8.11. Thc fusion of 

a multisensor system involves more complicated algorithms in comparison with the 

single sensor. First, the sensors. which have been employed in a multisensor envi- 

ronment, include various types of sensors, such as video camera, tactile sensor, range 

findcr, sonar, and torquc scnsor. To dcvclop a cohcrcnt and cfficicnt trcatment of the 

information provided by many sensors and to alloiv for the sensor system reconfigura- 

tion are very important. Second, a number of fusion strate@, ranging from simple 

set intersection, logical operations, heuristic production rules, to more complex rneth- 



ods involving nonlinear least square fitting and maximum likelihood estimates, have 

been ernployed to combine the sensor outputs 1841. Finally, the multisensor system 

may iutroduce redundaiicy, wliicii can be used to tolerate serisor failures and recover 

faulty sensor data [85]. 

The fusion algorithms and theories developed earlier can be roughly divided 

into three categories: statistical fusion algorithms 186, 971, neural network and fuzzy 

set based fusion [88, 891, and iiiformation ttieoretiç fusion algorithms [90, 911. Sta- 

tistical fusion policies need the a priori knowledge about the observation process to 

niake in ference about ident i ty. Algorit hrns of t his type were developed using Bayesian 

t heorem, Dempst er-Shafer eviclence t heory, and adapt ive decision t heory. Yeural uet- 

work and fuzzy set based fusion policies are distributioii free and no prim knowledge 

about the statistical distributions of the classes in the data source is nccdcd in ordcr 

to apply these methods for fusion. Information theoretic fusion policies make use of a 

transformation or mapping between parametric data and a resultant identity declara- 

tion. The techniques include expert systems, rule based and adaptive learning. Each 

of the abovc methods lias bcen successful in dcaling with certain problcrns associatcd 

with multisensor robot systems. But these methods have been developed based on 

some assumptions such as the representative training samples for the neural network 

and fuzzy set based fusion algorithm, mode1 specification of data classes for the statis- 

t icd fusiou algori t hiiis [92], and the kiiowledge about the iiifoririatiou t lieore tic Fusiori 

algorit hms. 

In this diapter, a modeling sensor fiision approach is presented ~ising the sensor 

array 1931. A linear array of photo diodes is used to receive the reflected lights from an 

object. Assume that the sensor data is binary. If a photo diode receives a reflection, 

its output is 1, othenvise the output is O. Then we will have reflected data vector 



sensor [D object 

Figure 2.1: Use Sensor .4rray to Detect an Object 

V = [VI: h, V3, . . . , Vm], wliere 7n is the diiiieiisioii of the seirsor. 

O non reHectian 
t: = (2.1) 

1 otherwise 

With this approach, the shape of the ohject cannot be ohtained, but the iiifor- 

miition as whether the space is occupied by the object or not is gathered. This single 

algorithni caii be used to detect an object. If the seiisor is sonar, tlieri the data cari 

be used detect the distance between the sensor and the target. Let us assume that 

range data values are between O and 255. Then the reflected data structure is the 

same, except the value is different: 

If the scnsor is an infrarcd scnsor, thcn it not only rcprcscnts the distancc 

between the object and the sensor, but also includes information about the surface 

color of the object. This property will be explored to detect the eye movement. The 

Iinear sensor array is used to detect infrared reflection from the eye. There are many 

mcthods for dctecting the movcment of an cyc. Thc survcy of cyc movcment recording 

methods can be found in Young's review (41. The sensor measurement in this case is 



different from an autonomous mobile robot. The mobile robot will always confront 

an uncertain environment. In the present case, the sensor here is always facing the 

uatural eye, except wheii the eye is iiioviiig. For each syecified positiou of the eye, 

there will be a corresponding output of the linear sensor array. In this way different 

eye positions are iised to train the sensor. Eventually, a data space of eye position 

and the sensor data space will be obtained, using a matching method to End their 

relationship. 

2.3.1 Dynamic Timing Window 

tVIi~n dealing with ssnsor data: the validati~n should be known and the next 

data point can be estimateci. To deterinine sensor error and estimate the next sensor 

data point, a dynamic timing window is introduced. If the object property k i n g  

obscrvcd is varying witli rcspcct to timc, thcn thc scnsor data is also varying with 

respect to tirne. Current data and previous data are used to estimate the next data 

the sensor will get. In this way a dynamic timing window is introduced. Assume 

there are rn sensors. Each sensor S,, for i = 1,2: . . . , m gives an output sample Yi. A 

timing window with n succcssivc samplcs is uscd for cach scnsor, as shown below. 

911 !Il2 . s e  ?lin 

y21 9422 ... Y2i1 

Ymi Ym2 -.. Ymn 

Each coluaiu is the data for 7 n  sensors at the sanie saiiiple ti~tie, aiid each row 

is the data for same sensor at successive sample times. How to use this m x n data 

to estimate the (n + l)th data for each sensor will be disciisseci in next the section. 



2.3.2 Dynarnic Polynomial Approach 

Wlieii the seusor is used to explore the property of tlie object, the iiiforruatioo 

obtained must be maximized. The object's property is changing with respect to time. 

A higher sarnple rate will be irsed to detect the object, so that the object property 

change is insignificant during the time interval. In this way, the data for each sensor 

is very sniootli and cari be approxiniated by a polynomial equatioii. Normally a 

polynomial equation can be expressed as follows: 

Where t is time, and [no al  . . . a,,] denotes the coefficient vector. To determine the 

coefficierits, r r f 1  equatioiis are required. That means that if ttiere are II equations, the 

(n - 1) th  order polynoniial c m  be used to fit tlie data. Take tlie first row in the t iming 

matrix [yii,  312: . . . , I J ~ ~ ] ,  assuming that the data are sampled iit time [t ,, t Z :  . . . , tn] 

respectively. A least mean square algorithm is used to fit in the polynomial. For each 

time point t,, there is the ft(ti), and the sampled data y l i .  The meiin square error for 

this curvc fitting El is 

t n-t  n 

Partial differentiation of El with respect to [ao, ai, . . . , a,,] respectively, gives 

the n liiiear equatiotis witb the coefficients [ci., c i l ,  . . . , un]. 



- - 

2.3.3 Distance 

Qo 

Q 1 

an-i 

Luo et al. [94, 96? 851 used the distance matrir to determine the corresponding 

relationships of the sensors to each other. Here a distance vector is introduced to 

deterniiiie the relationships of ttie next sensor data to the curreut one. The definition 

following is: 

Assume vector 



and 

112 = [ ~ 2 1 , ~ 2 2 ,  . *  r ~ 2 m 1 ,  

then the distance hetweeti these two vectors is defined as, 

= ELi ( u l i  - u ~ ~ ) ~  

2.3.4 Minimum Distance 

For a data space which has n distinct vectors. there will be n x (n - 1)  distance 

vectors. A very important variable is the minimum of them. The definition is: 

.\ssuiiie space S = [Vl, i;' . . . , Vn], \< m d  II, are two differeiit vectors aiiioiig the 

space. Then the distance betiveen these two vectors is defined as, c l î j ,  accordirig to 

the definition in (2.9) 

The minimum is defined as: 

2.3.5 Matching Detection 

The matching rule is shown in the following equation. First a threshold is 

clioseu and then the distance betwveeii two vectors is calculnted. Fiually the distance 

is compared with the threshoid. If the distarice is less than the threshold, the two 



vectors are said to be matching; otherwise, the two vectors are said to be not matching. 

Di <= DI, rnatching 

Di > Dt, no matching 

Where Di stands for the distance between two vectors and Dtm stands for 

threshold constant. 

2.3.6 Model Matching 

Sensor Error Calibrated Sensor 

Figure 2.2: Modeling Matching Block Diagram 

In our model matching approach, the timing window, the least-squares estima- 

tion of the parameters in the polynomial model, and the above matching rules are 

combined. As shown in the block diagram in figure 2.2, the timing window is always 

changing. Thc ncxt scnsor data vcctor comcs into thc timing window, as thc carlicst 

ones are popped out. The polynomial estimation is used to predict the next data, 

to detect the sensor error and correct it. The model-matching block uses the newest 

data vector data from the timing window to match the data in the calibrated sensor 

data space, and generates out ail output close to the desired value. 



2.3.7 Simulations 

2.3.7.1 Initial Sensor Data Space Creation 

A linear sensor array is used to detect the infrared reflection from the eye. As- 

sume the real ideal mode1 of eye. For each position of the eye, there is a corresponding 

output of the sensor. In this way the eye position data space arid the sensor data 

spacc are gencratcd. Thc minimum distance arnong the scnsor data spacc is found and 

used as  a criteria for matching purposes. So if the threshold is less than the minimum 

distance, it is guaranteed that there will not be more than two vectors matchiog tlie 

same vector. So the output is unique. Figure 2.3 shows the relationship between the 

numbcr of sciisors and thc minimum distancc in thc sensor spacc. From simulation 

study, we found that with more sensors, the distance in the space data will be larger. 

and accordingly the space for the threshold will be larger. It can tolerate larger error. 

That is one of the reasons why multiple sensors are used. 

2.3.7.2 Simulation Results for Matching 

Figure 2.4 shows the simulation result for the matching. -4 sinusoidal eye target 

tracking signal is iised here as the eye movemsnt signal. The circlt! and the dot 

stand for the ideal position and real position respectively. The thresholds chosen for 

niatçhing are 2 and 3 respectively. Wlieti the tliresliold equals to 2. Two vectors 

cannot find their matches. The reason is that the threshold is too small, and the 

error of the vector lins some effkct on it too. For threshold equals to 3, the match is 

good. The error amplitude is less than 1.5 degree. 

Figure 2.5 sliows tlie relationship betweeii the tlirediold aud the error. It is easy to 

see that if the threshold is too small, there will be only fewer matches and the error 
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Figure 2.3: Thc Rclationship Bctwccn thc Numbcr of thc Scnsors and thc Minimum 
Distance iu the Spuce 

Figure 2.4: Modeling Matching 



will be very large. If the threshold is too large, it will also induce wrong vectors. 

From the curve, an optimal threshold can be found for this situation. An optimal 

match will be ackiieved for this theshold. Iri this case the rlurriber of the seiisors is 7. 

T h c u m d ~ n E m w  

Figure 2.5: The Relatio~iship Betweeri Threshold arid Error 

2.3.7.3 Dynamic Estimation 

Figure 2.6 shows the output of the sensor and estimated sensor output and the 

corresponcling error. The circle and the dot stand for the ideal ones and estimated 

oiies respectively. It is easy tc) see tliat recursive polyrio~riid fit works very well for 

this case. With a polynomial of higher order, improved perforniance is achieved, as 

shown in table 2.1 (order means the order of the polynornial). 

order 
3 
4 
5 
6 
7 

Table 2.1: Table of Relationship Between the Order of 
Polynomial and the Estimated Error 

Error 
-0.1 

- 0 . m  
-1.5 x  IO-^ 
-2 x IO-'' 

-2.5 x 10" 

o. 1 
0.015 

1.5 x 10d3 
2 x 1 0 4  

-2.5 x IO-" 



Figure 2.6: Dynamic Polynomial Fit and Estimation 



Proposed Method 

Figure 2.7: Block Diagram of the Control System 

The airn of the project is to detect natural eye movement, and use the detected 

signal to control the movement of an artificial eye. A block cliagram of the control 

system is showii in figure 2.7. The infrared sensor acquired the desired position angle 

of the naturül eye. The desirecl angle, angular velocity and angular acceleration were 

gcncratcd as the inpiit signals. In figure 2.7 thc part cncloscd by dashcd linc dcscribcs 

the micro controller. It obtains the feedback information frorn the motor and transfers 

the angle informzttioii signals. The error signal was formed to generate the PWM 

(pulse Width kIodulation) signal for rnotor control. The motor then drives the ocular 

implant to tlic dcsircd position. .4n cyc pit modcl wris uscd in t h  cxpcrimcnt. Thc 

pits of the model are in the same size as that of the real eye. 

An eyeglass frame was mounted on the eye pit modei. Two artificial eyeballs 

were mounted into the eye pits. One eyeball was used to simulate the real eye (rigbt 

part of figure 2.8). 

One eye bal1 can be rotated manually. The other eyeball was mounted on a 

motor, and then rnoiinted into the eye pit (see the left part of figure 2.8). This eye 



Figure 2.8: Eye Pit Model with Eyes 

- 

Figure 2.9: Eye Pit with Eyeglass and Eyes 



simulates the artificial eye. The infrared emitter and detector were mounted onto the 

upper front eyeglass frame in front of the natural eye simulation (figure 2.9). 

Duriug the experiiiieut, the siiuulated natural eye was rotated nimually hori- 

zontally from one extreme to the other. The detector sensed the eye position signal. 

The eye signal was coded and transferred to the P W M  signal. The motor drives the 

art ificial eyeball to the desired position t hrough a built-in control unit. 

Conclusion 

This chapter describes a simiilation stiidy of sensing the a y  movement as well 

as a prototype of an assistive device, for detectiiig natural eye rnovement and driving 

the artificial eye to follow the natural eye movernent. A laboratory prototype htw: 

been proposed. 



Chapter 3 

Neural Network Based Sensor 

Fusion and Fault Detection and 

Recovery in Robotic Eye System 

3.1 Introduction 

This ctiapter describes a11 approacli of usiiig the Artificial Neural Network to 

do the sensor fusion to detect the eye movement in the Robotic Eye System. 

Two types of neural networks were used for the sensor fusion and sensor fault 

detection and recovery respectively. Usually the sensor fusion relies on the mode1 

of the systecn, tio~vever, sometimes it w u  not possible to get the accurate riiodel of 

the system, or one or several of the parameters of the systern rnay be unknown or 

partially known. In addition, there may be measurement in accuracies associated 

with the sensors. In this case, conventional rnethod may not have good performance. 

An artificial neural network cm learn the characteristic of a non-linear, non-modeled 



systern through training samples. Theii diiring the real application, the sensor signal 

can be used to feed the network and obtain the desired output. Using the micro sensor 

array to detect the eye i~ioveirieiit carried out experinierital study. The sensor data 

was amplified, digitized and then sent to the cornputer. Tm-layer neural networks 

were trained by the data samples. First trained network was used to do the sensor 

fusion, and the second two neural networks were used to detect the sensor M u r e  

aiid recover the faiilty data. Soft sensor failure and hard sensor failure experimental 

studies were included. Main part of this chapter deals with the network training 

me thod and esperimental stiidies. 

Background 

Multisensor integration and fusion have got rnuch attention in recent years [164]. 

Bayesian methocl was one of the classic rnethods that have been used in sensor fusion. 

This rnethod tiad its shorting comings. It  lacked Rexibility arid could not discriminate 

uncertainty and ignorance. Dempster-shafer theory \vas used to overcome this short- 

coming, which could bc found in [168, 1731. It providcd a way for information fusion 

where uncertain elements existed. Instead of placing an exact probability on a given 

event as Bayesian theory did, upper and lower probabilities were used as likeliliood 

bouncis. It was used for image processing and signal classification. Based on Bayesian 

thcory and Dcmpstcr-sliafcr theory, Wang [Mg] presentcd a new strategy for statis ti- 

cal decision and evidence combination, which was called double bound testing (DBT). 

It increascrd the flevihility of decision. Al1 of the ahove methods were statically baqed 

fusion algorithms, which have been successfu1ly applied to the multiple sensor fusion 

in some applications. However, statist ically based fusion algurithms policies need t lie 



a priori knowledge about the observation process to make inference about identity, 

which sometimes was dificult to obtain. To compensate for this drawback, neural 

network aiid fuzïy set based fusion policies were distribution free and no prior kuowl- 

edge was needed about the statistical distributions of the classes in the data source 

in order to apply these methods for fusion. 

Fuzzy set and neural network were also used in sensor fusion [188, 155, 191, 

171, ?? 1701. Fuzzy approacli [188] was usecl for classification. Neural netwvork was 

used to do motion detectiori [155], object detection [191], speech perception [170], 

ancl signal processing [161]. Lee [171] presented perception-action network. The net 

embeclded feasible system behaviors in various level of abstraction, so that the system 

cati re-plan aiid cutitrol i ts behaviors towards the set goals. 

This cliaptcr prcsents a ncurai nctwork bascd approach for sensor fusion (167, 

1661. An artificial neural network can learn the characteristics of a non-linear, non- 

modeled system t tirough training samples. Then during the real application, the 

sensor signal can be used to feed the network and obtain the desired output. 

Neural Network Approach 

3.3.1 Two Layer Neural Network 

.4u artificial rreural iietwork cari lesrxi the cliaracteristic of a 11011-linex, riori- 

modeled system tlirough training samples. Assume t here were n inputs X = [xl, Q, . . . . x,]: 
and nz outputs Y = g2,. . . , gm]. They were related by a nonlinear unknown func- 

tion Y = F ( X ) .  A neural network sketched in figure 3.1 was able to learn the 

relationship between S, and Y. 

This was a two layer neural network. Input layer was a hidden layer, and al1 



. ... 

Output 

Output layer 

Hidden layer 

Input 

Figure 3.1: Two Laycr Ncural Nctwork 

the neuroiis werc fed with the sensor mcasurement xi. i from 1 to n. 

The hidden neurons have activation function Fin and biases Bina 

Output layer was the second layer, and al1 the neurons of this layer were fed 

with the output of hidden Iüyer. The output neurons have activation function FmL 

and biascs Bout. 

A set of weights was connected tao each layer. Let U:, be hidden layer and 

output hyer. 

ln this network, the output of Y can be expressed as 

3.3.2 Learning of Neural Network 

Supervised learning method !vas used for this two-layer network. The output 

of the network was compared to the desired output. The error was used to adjust 

thc wcight and the bias. In this way, thc nctwork can bc traincd by minirnizing this 

error term. The block diagram of the learning method was shown in figure 3.2. 
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Figure 3.2: Supervised Learning 
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Figure 3.3: Fiision and Sensor Failiire Detect ion 



3.3.3 Sensor Fusion and Sensor Failure Detection 

Figure 3.3 was the block diagrain for seiisor fusion aiid detectiou. D*j was jtli 

data of sensor 2.  Each row data was the successive data from same sensor and each 

coliimn data IVX the data from the entire sensor at the same tirne. Eâch row data 

and the time interval were fed into the neural network to obtain the weigtit, and 

the estiinated sensor output can be acquired. The l u t  coluniri wlrs the newest data, 

which was used a s  input for the trained neural network to do the fusion. 

Experimental S tudy 

Sensor Data Space Creation 

Figure 3.4: The Artificial Eye Mode1 

Multiple sensors were used to detect the eye movement [122]. A niue cells pair 

infrared sensor arrays were used to detect the eye movement. Here in this chapter, 

only three cells sensor array was used for the detection. The experimental study  vas 

first carried out using the 'artificial cye modal, as shown in figure 3.4. Two artificial 



eyeballs were rnounted inside the eye socket model, which have same volume of the 

real eye pit. Two eyeballs were linked to the servomotors, which was controlled by a 

rriicro coritroller. Tlie rriicro coritroller drives the servorriotor to niove the eyeball usiiig 

a predefined eye movement signal. The infrared emitter will send out the infrared 

light to illuminate the artificial eye, and the infrared detector will receive the reflected 

infrared light. The relationship between the infrared array output and the eye position 

was non linear. Training the neural network could coniplete the nonlinear rnapping 

between the input and the output, whicli was divided irito the following three steps: 

a Calibration 

First step was to let the eye move following the predefined eye movemetit 

signal, and record the infrared sensor oiitpii t sirnul taneously. Do t his calibra- 

tion procedure many times until the number of times was large enough. to 

rriiriirriize the expected square error. 

Training 

Using the recorded sensor output as input for the rnulti-layer neural network, 

the predefined eye movement signal as output to train the supervised network. 

Thc wcight and tlic lias of thc nctwork wcre obtaincd as tlic information for 

the mapping between the sensors and the eye position. 

Experiment 

During the experiment, feed the recorded sensor output to the neural network, 

the output of the nctwork was the eyc movcmcnt signal. 

As s h o w  iii figure 3.5, the artificial eyeball uioveriieut r a g e  was 40 degrees, 

fiom minus 20 degrees to plus 20 degree. The servomotor drives the artificial eyeball 



from the left end to the right end at the slow speed. The resolution was 1 degee 

for the tirne being. And then the infrared sensor recorded the data and sent it to 

the coniputer for analysis. The tliree cells seiisor array data was sliowii on the left 

side panel of the figure 3.5. Using the three steps described above, the trained neural 

network was obtained. 

-20 -10 O 10 20 
The deflection of the eye The deflection of the eye 

Figure 3.5: The Eye Movement Record in Tracking Target 

3.4.2 Experimental Results for Fusion 

Tu do the experiment for the fusioii, periodiciil eye inovemeiit signal was sent 

to the controller to drive the artificial eyeball. The recorded sensor array data with 

noise was fed into the trained neural network to get the fusion output. Figure 3.6 

shows the process. 

3.4.3 Experimental Results for Fault F'ree Sensor Data 

Matlab was uscd to do thc ncural network training and the simulation. Fig- 

ure 3.7 shows the experimental result for fusion. Left side of the panel of figure 3.7 



Figure 3.6: The Fusion Block Diagram 

shows the infrared array data. From the figure, we can set! that the artificial eye 

moves back and forth three times during the experimental study. The right side of 

the panel of figure 3.7 shows the eye positiou output. Tlie result verifies the fusiori 

algorithrn. 

E Y ~  position Sensor 
,y data 

3.4.4 Experimental Results for Soft Sensor Failure 

- Trained NN - 

Soft sensor failure means that the sensors were still working, however, there will 

be some noise in the sensor data, such as the b i s ,  drifting, and precision degradation. 

Tlic amplitude of thc scnsor rioisc was vcry low. Tiic iictwork cari tolcratc tliis. 

Figure 3.8 shows the experimental results wit h soft sensor failtire. In the experiment, 

the random noise was added to the sensor output. The noise amplitude was from 

1 percent of the maximum sensor output amplitude to 10 percent of the maximum 

amplitude. Thc rclationship bctwccn tlic noisc aniplitudc in pcrccntagc and t h  

position error in degree was s h o w  in the figure. 

3.4.5 Experimental Results for Hard Sensor Failure 

Hard sensor failure means that the sensor does not work a t  d l .  Usually in 

electroriics it cal  l e  defined as the stuck-at seiisor failure, where the serisor was stuck 

at one extreme of its signal range. In practice, this is likely to be an open (stuck-at 

O) sensor or a short circuit (stuck-at 1) sensor. Figure 3.9 shows results when sensor 

ce11 one, ce11 two and ce11 three stuck a t  O respectively. It was clear that using the 
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Figure 3.8: Fusion with Soft Seusor Failure 



trained network without failure detect ion and recovery, the result was totally out of 

order. 

Figure 3.9: Hard Sensor Failure rithout Failure Detection and Recovery 

3.4.6 Experimental Results for Failure Detection and Recovery 

To deal with the sensor failure, two types of neural networks have been gener- 

ated. The training steps of the neural networks was described as follows: 

O Sample selection 

Select a set of data samples for normally working sensors and a failed sensor, 

whose readings were to be recovered. 

O Training for failiire detection network 

Using the normally working sensor data and the data of faulty sensor data as 

input for the multi-layer neural network, the maximum and minimum value 

were assigxied as output for tliose two types of dota respectively to train t tie 

supervised network. 



Training for failure recovery network 

Using the normally working sensor output as input for the multi-layer neural 

uetwork, the failed seuson' data as output to traiu the supervised network. 

The weight and the bias of the network were obtained as the information for 

the mapping between the normal sensors and the abnormal sensors. 

Completion 

Try to add the sets of normal scnsors vcnus abnormal sensors data sample. 

The thorough exploration of the data will enable the network to deal with 

different sensor failure configuration. 

Using the trained nsiiral network, the previn~is hard failiirt? problern can be 

solved easily. As shown in figure 3.10, the left side was the detection result. The 

thresiioid distinguishes the normal sensor data and the abnornial sensor data. The 

right half pancl shows the rccovcred cyc position signal. 
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Figure 3.10: Failure Detection and Recovery 



Conclusion 

Seiisor fusioii was a key issue iii iiiauy systeiiis, iuaiiily iu robotics related sys- 

tems. This chapter proposes a neural network method for sensor fusion of infrared 

reflection data to estimate the position of the eye For the Rohotic Eye System. From 

the experiment, it was easy to find out that this network performs well under the 

situation of noise and sensor fault. This approach needs to be further validated by 

the cxperimcnt through rcal cyc movcmcnt cxpcrimcnt. Future work will bc thc 

experimentation and estension of this method to reiated field. 



Chapter 4 

Electrooculography Based Robotic 

Eye System 

4.1 Introduction 

This chapter ciescribes the intelligent sensor and control system, robotic eye 

system bench model, which comprises biomedical electrodes and a micro controller. 

The system was intended to provide a rehabilitation ocular implant device that could 

bc uscful to sornc people who have ocular implants. Witli the proposcd devicc, thc 

ocular implant can have the same natural niovement as the normal eye. The basis 

for this systern was the use of bioelectrical signais from the user's body. The system 

can acquire the dynamical eye orientation, which was sent to the micro controller 

to colitrol the artificial eye to have the sanie orietitatiou. The bioelectrical serisors, 

micro servomotor, and artificial eye model were set up to investigate the eye movernent 

detection and control methods. This chapter starts with the review of EOG method. 

Then the system was set up to carry out experimental study. Different configuration 



of the electrodes ivas explored and the best confi y ra t ion  was used to sense the eye 

movement and controls the artificial ocular. The pilot study has demonstrated its 

poteritial for clinical applications. 

Background 

The aim of the study is to identify the natural eye movement and then to control 

the ruotor to drive the artificial eye to tlie desired positiori. The first step is to detect 

eye movenient from the natural eye. 

The EOG (Electroociilography) method is investigated in this chapter. It was 

wiclely used in opht halmic research and clinical laboratories because it provicies a 

non-invasive method for recording full range of eye movements. The EOG was useful 

in ophthalmology for diagnosis and prognosis of several diseases such as best's disease 

[97], and multiple sclerosis [98]. It c m  be used for tliagnosis and prognosis of several 

eye ailments caused due to primary depigmentation such as those associated with 

rnyopia, siderosis or chloroquine intoxication, retinopathies due to hypertension or 

diabetcs [99]. Bcsidcs thc clinical research and laboratorics use: the EOG ivas also 

broadly used as assistive technologies, such as the HL11 (Human machine Interface) 

[IOO], which provides a pointing device that could be useful to the people with physical 

dieabilities; and for the determination of eye position in fast jet Right [101]. 

From the abovc studics, WC found out thc EOG is simple to usc? thc clcctroriic 

parts can be very small, and it can be used as long term monitoring. These entire 

characteristics are reqiiired for the purpose of oiir project. Therefore, it was selected 

as our eye motion sensor. 

The organization of the chapter is given as follows. Section 2 describes the 



ail the components needed for the experimental system. Section 3 discusses the 

methoâology and the mecbanism of EûG. Section 4 presents the experimental stuây with 

EOG. Section 5 addresses the issue on the system integration and control. The last 

section concludes the chapter. 

The Experimental Components 

4.3.1 Motor 

A srnail servomotor was used to drive the artificial eye. The motor shown in 

figure 4.1 is the one of the lightest n o d  servo, weighting only 3.5 gmms. With a 5 

volt power supply, the motor has sufficient toque to drive the artifciai eyeball mounted 

ont0 the motor shaft. A servomotor was controlled by a pulse-modulated signal. The 

width of the pulse was the code that signifies to what position the shaA should tum. 

Figure 4.1 Light S m o  Motor 

Choosing a sensor for naturai eye position is a challenge. Many kinds of sensors 



have been tried. Large ssensors are not practical for this application. 

4.3.2 ECG (Electrocardiography) Electrode 

Biomedical Sensor 

The electrode shown in figure 4.2 is ECG silver/silver chloride electrode, which 

is used to detect the ECG. The disposable electrode is about 1 centimeter in diameter 

and at  tached to the rectangular disposable sponge p d s .  The tip of 30-inch lead wire 

WHS attirched to the electrode, as showu iu figure. It can also be used tu detect the 

EOG. The EOG ineasures the electrical potentirrl of the eyes. The human eye is a 

dipole. The EOG signal can he iised ro measiire the positions of the eyes with respect 

to the head. The electrical avis of the eye corresponds to its visual mis. Determining 

orientation of the dipole will determine the orientation of the eye (Davison, H, 1980). 

EOG ciin record the cyc movcmcnts ovcr 70a, with a typical accuracy of approxi- 

matcly f 1 .Y to Ho. However. greater resolution is possible by averaging equivalent 

responses. 

4.3.3 Artificial Eye Model 

Ari cyc pit niodcl tvas uscd in the cxpcrimcnt as showri iii figurc 4.3. Tlic siac 

of the pit of the mode1 is the sarne size as the natural eye pit. Eyeballs cvere mounted 

on to the servomotors. 



Figure 4.2: EOG Electroàe 

Figure 4.3: Artiticid Eye Mode1 



Using EOG to Detect the Eye Horizontal 

Movement 

EOG is one of the methods that havc rcccived much attention rccently. EOG 

measures the induced potential, which causes the eye movement, rather than rneasure 

the mechanical movement of the eyeball itself. 

Two small (6-8mm in diameter) electrodes were used for the recording contact 

poiiits around the cycs. Disposablc clectrodc ivith low impcdancc functioning as a 

reference electrode is located on the midline of the forehead. The configuration of 

the electrodes is sliown in chapter 7. One pair horizontally placed electrodes is to 

record the horizontal eye movements. To record the one eye horizontal movements, 

one electrode iieeds to be iiioved to the iiiiddle poirit of the two eyes. The EOC 

electrodes can easily be fixed in place without causing any discomfort to the subject. 

The siibject can w a r  eyeglasses, spectacles aiid the EOG apparatils does not. interfere 

significantly with the observer's visual field. 

The electrooculography is usually recorrled as a direct curreiit (DC) signal be- 

cause the movements of the eyes were relatively slow in both electrical and electrophys- 

iological terms. The potential differences between the two electrodes was amplified 

and sent to the computer through the AD card with a 30Hz sample frequency At 

the same time, the amplified signal wlls s h o w  on the screen of an oscilloscope, as 

shown in chapter 7. 



Experiment al Result s for EOG Eye Move- 

ment Det ect ion 

4.5.1 Health Research Ethics Approval 

To do the experiment with hunian sub,ject, we need to get the ethics approval. 

The protocol has been submitted to the review cornmittee and the Health Ethics 

Board hm reviewed tlie protocol for this project aiid fouud it to L>e acceptable wittiiii . 

the limitations of human erperimentation. The HERB has also reviewved and ap- 

proved the patient information material and consent h m ,  which were included in 

appendix. 

Descriptioii of Researcti Procedures were stated as followiiig: 

The block diagram of the eye niovement detection system was shown in figure 

6.7. Configuration of the electrode setup was shown in figure 6.6. Two electrocles 

were placed on the skin to the outside of each eye. The ref'erence electrode was placed 

on the lowver foreliead above the riose. Ttie eye betims like a dipole rotating through 

an inliomogeneous volume conductor (the heûd), the EOG being the d.c. signal that 

is measurable at the surface of the volume. The horizontally placed pair of electrodes 

will detect tlie signals with the any la r  deflection of the eye, which will he arnplified 

and send to the cornputer through DAQ card. Whole experimental system set up 

Thc wliolc systcm was setup as s h o w  in figure 4.12. EOG signal was dctcctcd by 

the system and the signal wvas sent to the micro controllet through the interface. 

The micro controlier uses the natural eye position signal to control the artificial eye 

niovement to the corresponding position. 

O Preparation 



The subject was introduced to the present project, the apparatus being used, 

and the tasks to be cornpleted. 

Elcctrodc application 

Alcohol swab was used to clean the skin in the electrode locations. Fine 

sand paper was used to clear the skin and reduce surface offset potential. 

Silver/silver chloride disposable electrodes were then attached to the three 

locations around thc hcad. Each clcctrodc has clcctrodc gcl incluclccl, thcsc 

are standard electrodes used clinically for electrical recording. 

Testing 

The testing protocol was a mainly tracking task. The subject was asked to 

locus on a spccific targct and thcn thc signal was mcasurcd. Thc signal \vas 

filtered and fed to an A/D card for use by the micro controller. 

0 Task 

The subject was askecl to stübilize Iiis/tier iiead. The subject he/slie was 

askecl to look to the left, right, and to the center. Then the subject was asked 

to inove the eye horizontally. A calibration curve will be generated, and then 

the eye position signal will be used to move the artificial eyeball accordingly. 

The whole procedure will be recorded. Both eye position as mewured by the 

targct location and EOG signal will be rccordcd. 

4.5.2 Sensor Placement 

When using the EOG to detect the eye movement, it is important to know 

where to apply the electrodes. To detect the horizontal eye movement, one pair of 

electrodcs was placcd on the sidc of thc cyc, and the refercncc electrode was put 



on the forehead. The question is if the two electrodes placed on the side of the 

eye has vertical offset, will it affect the result of the EOG. Experimental study has 

been carried out by tryiug differeut coiifiguratious of the electrodes. Tliree pairs of 

electrodes were placed on the side of the eye, as shown in the figure 4.4. The pair 

has no vertical offset with respect to the eye is called Middle pair. The upper one is 

called up pair and the lower pair is called down pair respectively. 

III- 

1 DOWN 1 
Figure 4.4: The Configurations of the Electrodes 

For three pairs of electrodes, there were totally nine confi yration sets, such 

as up-iip, upmiddle, updown, rniddle-up, middle-middle, middle-clown, down-up, 

down-middlc, down-dom. For each set of configuration, the subjcct was askcd to 

fixate at center point throughout the test. The recorded data for each set was plotted 

in figure 4.5. It is straightfonvard that the middle-middle pair electrodes has the 

lowest drift by looking at the plot out in Ggure 4.5. It is verîfied by comparing the 

variauce iri table 4.1, wliich shows tliat the rriiddle-ruiddle pair bas the lowest variance. 

From the experiment, it is also found out that the eye blink artifact shows up in the 

EOG signals. The eye blink signal does not corrupt the EOG signal, which uses the 

middle-middle pair, but corrupt al1 the rest of the sets. The eye blink signals were 



the small spikes in the wave of the signal, which is easy to tell from each set data. 

Configuration 

4.5.3 Two Eye and One Eye EOG Signal 

-, 

UP 
MIDDLE 
DOWN 

Using the best configuration from the previous section, the two eye movement 

and one eye movement data were recorded. The recorded data were plottecl in fig- 

ure 4.6. The left panel depicts the two eye horizontal movement signals. The elec- 

trodes were placed close to the temple of each side of the head. The right panel shows 

thc lcft cyc horizontal rnovcmcnt signals. The rcason for rccording one cyc rnovcmcnt 

signal is to find out the difference between the one eye horizontal movement signal 

and the two-eye horizontal movement signal. I t  is clear that the miplitude of the 

two-eye signal is almost twice as that of the one eye signal. These two figures show 

tlic srnootli pursuit movcmciit (froni 1100 to 2000 in lcft sidc pancl and from 400 to 

1000 in right side panel) of the eye from left side to the right side and back to the 

left side. 

The signal is close to linear, but d.c. drift is a problern. This is the drawback 

associated with the EOG, since it is subject to a slow shift in baseliiie electrical 

potent ials. The drift is priinarily caused by the polarizrtion of electrodes. 

The following steps are tised to improve the signal qiiality hy slippressing the 

cirift: 

T e  4.1: The Variaucc of the Data frorri Each Set of 

MIDDLE 
0.0810 
0.0038 
0.0470 

UP 
0.2581 
0.5624 
0.1879 

a Preparation. The drift is usually caused by an accumulation of electrical 

charge in the recording electrodes, but it can be minimized, or even eliminated 

DOWN 
0.0544 
0.0270 
0.0437 



Fi y r e  4.5: The Baseline of EOG to Detect Eye Movement with Different Electrode 
Configurations, il-iip, D-down, M-middle (sec! figure 4.4). The aihject wnq to rrsked 
to foccis on a point at the center of the target 



Two Eye Movement 

Sample Frequency 30 HZ 

One Eye Movement 

200 300 400 
Sample Frequency 30 HZ 

Figure 4.6: Using EOG to Detect One Eye (one electrode at nose and one at temple) 
and Two Eye Movement (electrodes at each temple). The subject moved his/her eye 
from onc cxtrcrne to anothcr and movcd back 



by several methods through recording contact area site preparation (i.e. mild 

skin abrasion, conductive paste). 

0 Polarization of the electrodes. Let the test subject settle for at least an hour 

or SO. 

0 Filtering. Usiiig a low-pays filter with the conier frequency set to some very 

low frcqucncy around 10 Hz. 

Using the metliods above, low drift EOG signals can be obtained as shown in 

figure 4.7 to 4.9. The subject is required to direct his gaze from left to right and 

right to left very quickly. The experimental data of first subject is sliown in top of 

figurc 4.7. Drift caii bc obscrvcd from thc EOG signal, possibly bccausc thc long lcads 

were used in the experiment. After the short leads were used to replace the long leads, 

t here was minor drift in the EOG signal of second subject 's EOG signal (middle plot, 

figure 4.7). From the EOG signal of third subject (bottom plot, figure 4.7), we found 

thc signal was bounded at bottom and top. Tlic rcason for this is thot t h  amplifier 

gain was tuned a little bit high during the experinient, which is also happened in 

figure 4.8 and 4.9. 

Experimental Study with the Eye Move- 

ment and Motor Control 

EOG method was used to determine the natural eye position and use the signal 

to çontrol the artificial eye movement. To find out the relationship between the output 

of the sensor and the eye deflection angle. a calibration set up is needed as shown in 

figure 4.10. 



Figure 4.7: Experimental Study with Subject 1 2 3 



Figure 4.8: Experimental Study with Subject 4 5 6 
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Figure 4.9: Experimental Study with Subject 7 8 9 
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Figure 4.10: The Natural Eye Calibration Set Up 



The subject was asked to stabilize his/her head in front of a board. The distance 

between the neighbor targets was constant. The distance between the subject and the 

board wvas set to oiie riieter. Tlie deflectiou aiigle of tlie subject's eye was deterrriiued 

from the distance between the start target dot and the end target dot. During the 

experiment, the subject was asked to look to the Mt, right, and to the center of the 

target board. Then the subject was iisked to move his/her eye horizontally by looking 

at specifiç tugets. -4ssume that the subject's left end vision was x, right end was T,, 

and center Tc. The distance betwen the subject and the target board was L. Then 

the subject's eye deflection range is, 

Tlie subject was üsked to fixate at the left eiid target, arid riiove the eye tu the 

next target until he/she reaches the right end target. The corresponding voltage was 

reîorded and a calibratiori ciirve will be generated, as shown in figure 1.11. The 

deflection range of the subject here is 102 degrees. The calibration curve is quite 

liiiear froni minus 30 degrees tu plus 40 degrees. 

Eye deflection angle 

Figure 4.11: The Calibration Curve of EOG to Detect Eye Movement 

After the calibration cunre was obtained, tlie eye movement signal !vas fed to 

80 



the miao controller to control the artificial eye model, as show in figure 4.12. The 

subject was asked to ûack the moving target with M e r  eye. The eye position signal was 

fed to the controller to move the artficial eyebail so that it will have the same iine of gaze 

as the naturai eye. A pilot study has been camed out. The whole pmcedure was 

videotaped and promising resuits were obtained 

Figure 4.12: The Eye Movement Detection and Ocular System Set Up 

4.7 Conclusions 

This chapter describes the design of an assistive device, the Robotic Eye System, which 

can detect the nanual eye movernent and drive the artificial eye to foilow the naturai eye 

movemeut. This chapter pmposes an EOG method to detect the eye movement. A lab 

prototype system has been designed and constnicteâ, which performs the desired tasks 

vexy weii. ïk5s approach needs to be fÙrther validated by M e r  experiments. The next 

step is to rebe the sensing elements of the device, improve the control algorith, 

mlliianirize the circuit design, and paform cluiical test to validate the final design. 



Chapter 5 

Reliability of Multiple Sensors in 

Robotic Eye System 

5.1 Introduction 

The robotic eye system will be able to operate reliably and safely over prolonged 

periods of time, only if its sensors work properly. In our first generation of the robotic 

eye system, a linear infrared sensor array was used. Because the probability of success 

for cach irifrarcci scnsor is diffcrcnt, dctcrmining the rcliability of tlic cntirc scnsory 

system based on the information from each sensor is very important. Adding more 

sensors will increase the reliability of the sensory system, however, the price will also 

increase. TO ensure satisfactory system reliability a t  reasonable cost is also very 

irriportarit for eacli systerri. So there is a trade off letween the reliability of the 

system and the cost of the sensors used. This chapter describes an approach that 

uses several search algorithms to maxirnize the system reliability and, at the same 

time, minimize the sensor cost. The search algorithms utilized include tabu search, 



genetic search, and simulatcd annealing. i\ new and improved search algorithm is 

also developed for this purpose [123]. The new algorithm is very efficient and can 

guarautee the optiiiial solutioii. Nuiiieric examples are also iucluded in this chapter. 

The algorithm developed here is expected to find its usefulness to improve reliability 

of the sensors in ot her multisensor robot systems. 

Background 

Multiple sensors are used for intelligent systems to deal with inaccuracy and 

iincertainty. Diiring the pmt, decade, camptitm tdinalogy has proviciecl hardware 

with switch density as high as lu6 per cubic ceritirneters which is approximately the 

neuron density in the human brain [124], but sensory system development lags far 

behind. For example, cameras have 106 pixel elements, but a human e y s  have 250 x 

1oR pixel elements. To conipensate for the lag in sensory technology development, 

multiple sensors are used in the system design, not only because of their information 

gat.hering capiibilities, but also for their hilsafe capability. Commonly used sensors for 

robotic systcms includc vidco camcras, rangc findcrs, sonar, and tactile and infrarcd 

sensors. Duplicate sensors can be employed for fault tolerance and they achieve tasks 

that cunot be performed by a single sensor. For tliese reasons, multiple sensors have 

attracted much research attention in recent years. When multiple sensors are used 

in a robotic systcni, thc reliability of the scnsor systcm as rclated to ttic probability 

of success of each individual sensor should be examined. For example, assume there 

are N independent sensors in the system, with each cornpanent having an identical 

probability of success p. Let q = 1 - p, the assumption of statistical independence 

üIlows us to use Bernoulli's law, which finds the probability of i out of N coniponents 



workiiig at the same time as 

If p is a function of time t, i.c. p = p ( t ) ,  thcn, thcn q( t )  = 1 - p(t) and, by 

using Bernoulli's law, the probability of i out of N components working at the same 

time t is: 

It is guarantccd that a systcm will function corrcctly as long as inorc than lialf (in 

Figure 5.1: Rdationship Between Yumber of Sensors and the Reliability 

thc casc of one dimcnsional scnsor fusion, which is exactly thc case in our robotic 

eye system) or more than two-thirds ( in the case of Byzantine Agreement) of the 

components function correctly [123, 1261. So the reliability of the system is the 



summation of the terms in equation 3.1 with i varying from N to [NI21 + 1. The 

maximum number of the sensors is set to 20, and the possibility of success of each 

sensor is set to 0.9, 0.6, 0.5, 0.4 respectively. It is easy to firid out that for p = 0.9, 

only ten sensors will let the system have the possibility of success close to 1. For 

p = 0.6, the systern reliability is increasiiig with respect to the number of the sensors, 

but not as fast as the curve of p = 0.9. For p = 0.5, the system reliability is oscillating 

with respect to the nuniber of the sensors: the reliability is always less than the single 

sensor reliability, as shown in figure 5.1. It is interesting to see that for p = 0.4, the 

system reliability is decreasing with respect to the number of sensors. That means if 

we want to mount multiple sensors onto the systern, and the reliability of each sensor 

h u  to be at least greater thaii 0.5, as otherwise, the reliability of the system will 

dccrcasc with more scnsors. 

The Reliability Mode1 of Multiple Types of 

Sensors 

Iri the iiitroductiori, we corisidered orily orie type of seusor. Iii reality, tliere are 

usually many types of sensors used in a system. In what follows we first develop a 

reliability mode1 for two types of sensors, and then extend it to the case of multiple 

types of sensors. 

For a system with two types of sensors, assume that there are Nt sensors in 

type one, and N2 sensors in type two, respectively, and al1 sensors are independent 

of each other. For the same type of sensors, the probability of success is assumed 

to be the same. Let us assign pl and p, to type one and type two sensors as the 



probability of success, respectively. Let ql = 1 - pi, q2 = 1 - pz, and = Nl + &. 

The assurnption of statistical independence alloivs us to use Bernoulli's law, which 

finds the probability of i l  out of N conipouents working at the same tilrie as 

Let r( i i )  denote the above equation and define 

then eqiiation 5.3 c m  be rewritten as: 

rnin(i 1,1V2) 

wliere 

BEN2( i l ,  i2) = ben(pl ,  ni, il )  * ben(p2,n2, i l  - i2) (5.6) 

The reliability of the system is the summation of the ternis in equation 5.5 with 

i l  varying from iV t,o [iV/2] + 1. If DÏ denotes the reliability of the system, then 

It is easy to extend the type of sensors from 1, 2, to m. Each type of sensors 

lias Ni components, and thc probability of succcss pi. 

Let N = CE, and the multiple variable Bernoulli term be BEN, (il, in, . . . , i,) 



So the probability of i l  out of N components working at the same tirne is 

( )  = . . . BEN,(iI,i~, . . . , i,) 
i z = O  i3=0 ifn =O 

The reliahility of this miiltiple type cornponent system is the siimmation of 

the terms in equation 5.9 with i l  varying from N to [ N / 2 ]  + 1. If D,,, denotes the 

reliability of the system, tlien we have 

5.3.1 Cost Constraints in Redundancy Systems 

Multiple se~isors are used for systeiiis to iiicrease reliability, Iiowever, they also 

raise the issue of cost, and there is a tradeoff between system cost and reliability. If 

the reliability and cost of each component are known, then an interest problem is to 

evaluate the reliability of the entire system subject to a cost constraint. The problem 

can be stated formally as follows 

.4ssunie there are m types of sensors in the system. The cost and reliability of 

the ith type sensor are c, and pi respectively. Let Ni he the sensor nuniber for the it h 

type of sensor. The cost constrain in tliis case is given by 

and the problem is to determine the optimal combination of sensors such that the 

reliability of the system is maximized subject to the cost constraint in equation 5.11. 

Some heuristic approaches such as tabu search. genetic algorithms, and simulated 

annealing can be found in [125]. However, in general these methods cannot guarantee 



that the solution is optimal. .4 robust and efficient method such as the quasi-Newton 

method can be used to solve this problem if the constraint is converted to a lin- 

ear equality coustraitit. Here, iii this cliapter, we oiily discuss tlie tbree heuristic 

algorithms, and propose irnproved search algorit hms for the problem. 

a Tabu search 

Tabu search creates a list of nodes il1 the search space, which are visited 

by the search algorithm. These points then becorne "tahii" for the algorithrn, 

wliere "tabu" means that these points are not revisited as long as they are on 

the list. This will allow the search algorithni to clirnb out of a shallow local 

minimal in thc search proccss [127 1281. 

a Genetic Xlgorithms 

Geiietic ûlgoritlirii atteiiipts to apply tlie coticept of "survival of the fittest" 

to op timization problems [129, 1301. Biological systems adapt thernselves 

to fit into an ecological niche. The same evolutionary process will lead to 

series fit answers. This approach has been shown to be experimentally use- 

Fu1 for solving optimization problems. Possible solutions to a problem are 

callcd chromosomcs, which arc groupcd into gcne pool. The ncst gcneration 

is formed via operations, known as crossover and mutation. 

Simulated annealing 



Simulated annealing tries to find the optimal solution of an optimization 

problem in a process like the formation of cooling crystals [131, 1321. The 

idea is that the irielted crystals will cool dowu to a niiiiiriial eriergy state. 

The strategy is as follows: Given a configuration of the elements of the sys- 

tem, randomly displace the elenients, one at  a tirne, by a small amount, and 

calculate the resulting change in energy, AE. If A E  < O then accept the 

displacement and use the resulting configuration as the starting point for the 

next generation. If AE > O then the displacement is accepted with probabil- 

ity p(AE)  = e x p ( - i l E / k b T )  where T is temperature and kb is Boltainann's 

constant. 

For above three algorithrns, eacli has its advantages and disadvantages. The tabu 

search is more sensitive to local minimum than the genetic algorithms. since it fo- 

cuses on searching its very vicinity it will quickly converge to local minimum and 

take a long time to clirnb out of the local minimum. Simulated annealing has the 

samc drawbacks ris the tabu scarcli. The gcnctic algori thni docs not look for a local 

minimum. None of the three algorithms can guarantee that the solution is a global 

minimum. Our improved algorithm guarantees the optimal solution withoiit an ex- 

haustive search. By stuclying the equation XI=, N*c, < i~hximum-eost,  we find tliere 

arc a vcry large nunibcr of solutions. WC nccd to mininiizc this solution spacc as far 

as possible. From the introduction section, it is easy to see that more sensors will 

result in a more reliable system. Inspired by this idea, we t l  to find the sets of Ni, 

so that the cost = XE, i V i ~  is less than and closest to the ilIazimum~cost. The 

optimal solution is guarantccd in thcse sets. Here is a numcric examplc. Assume that 

there are three types of sensors, their costs are [5 8 101, and the ibfaximum-cost = 50. 

The whole solution space for 5iVI + 8N2 + ION3 < 50 is shown on the right side of 



figure 5.2, while the optimal solution space is shown on the left side of fi y r e  5.2. The 

number of original sets is 100 and the number of optimal sets is 8. Thus the size of 

the solution space is greatly reduced. 

Figure 5.2: Three Types of Serisor Example 

Here is a step-by-step description of the new proposed searcti methocl: 

stepl: Sort cost vector [cl, y' . . . , k] 
in ascending order. 

step2: Make the type cc = [O$, . . . , N,,], 
;Vm = int (Maximum~cost /ci,,) 
the start carididate. 

step3: Add cc to the optimal list. 
step4: Reduce & by 1, rnazprice = maxprrice 

-c,,&, add cc to the optimal list. 
step5: Solve [ci, c*, . . . , ç,,- 

niaxprice problem . 
step6: Add resiilt of s t q  5 to optimal list. 

1 step7: If N,  # O, goto step 4. 
Tablc 5.1: The Ncw Search Mcthod 

The method is a recursive rnethod. It always finds the configuration of the 

componcnts so tliat thc reliability is rnaximizcd with thc price limit. Bascd on thc 

above search method, the optimal list is much shorter tlian the original list. However, 

the optimal list will still be very large, if the number of the component type is very 



large. Through exceriment, it was found that if we lise averge = C Nipi/ 1 Ni as a 

criteria, where pi is the probability of success of each type, and then set the threshold 

as niiddle point of the average set, we will have a iiiuch reduced list, wliicli will be 

called the final list. 

Because the final list is very small, it is easy to calculate the reliability of each 

type from it and ubtain the optimal value. The simulation results ore included in the 

next section. 

Numerical Experiment 

Tables 5.2 to 5.4 give the results from the numerical exaniple, which is based 

on reference [1?5]. Eleven possible component types are used to construct the sensor 

system. Table 5.2 shows the sensor cost and probahility of success. 

Table 5.2: Table of Sensor Cost and Possihility of Siiccess 

Table 5.3 gives the best sensor configuration found by al1 three heuristics and 

the improved search method when cost limits of $58 and $52 are used. From these 



two examples, we can see that only tabu search finds the single sensor configura- 

tion, although, it is not the best configuration. Al1 the best configurations are the 

corribiriatiou of the sensors. 

S 

Table 5.4 shows the differences ûmong the methods. Our search method, which 

1 0 0 0 0  
1 1 0 0 0  

is labeled as "iiew" in the table, garantees thut the final solutioii is optimal. Tlie 

cost $ 52 
Ta 1 Sa 1 Ga 1 new 

results obtained using three heuristics are very close to optimal. In fact, the simulateci 

- -  --  - 

cost $ 58 
Ta 1 Sa 1 Ga 1 New 

Table 5.3: Sensor Configuration Under Cost Limit 
O 

annealing method also reaches optimal value in this case. 

O 0 0 0  

Because the dimension of this problem is low, it is possible to plot the relationship 

O 0 0  

cost limit 
52 
52 
52 
52 
58 
58 

D I 1 1 

between the reliability and the average probahility of siiccess for the space after ap- 

O 
O 

combination 
5 
3 
3 
3 
7 
3 

algorithm 
Ta 
Sa 
Ga 

New 
Ta 
Sa 

58 New 1 3 1 58.00 1 94% 

cost 
49.70 
49.40 
49.40 
49.40 
56.00 
58.00 

Table 5.4: Difference Among the Methods 

rcliability 
89% 
92% 
92% 
92% 
91% 
94% 



plication of the improved search method. It is observed from figure 5.3 that the 

reliability of the system tends to be high when the average probability of success is 

high. Through a nunierical experinieiit, we found that if we use the rniddle point as 

a threshold, we will always have the optimal configuration in the final list. 

From table 5.5, we see that the new search method is very efficient. When the 

cust limit is 52, the solo configuration is [2 ,5 ,2 ,10,2 ,3 ,7 ,6 ,2 ,7 ,7] ,  and the uumber 

of configurations under the cost constraint is 4939200. After we apply the proposed 

search method, the niimber of configuration is reduced to 1599. Furthermore, the 

threshold method reduces the number to 87. This represeiits a reduction rate of 

1 ! 1 I 

58 1 9461 760 1 2768 1 371 1 25503 
Table 5.5: Efficiency of the bIethod 

Agüin, because tlit! dinierisioii is luw for tliis case, the reliability of al1 ttie con- 

figurations can bc calculatcd, and the relationship bctwccn thc rcliability and the 

average probability of success can be derived, as show11 in figure 5.3. 

Ratio 
56772 

We can use the following third-order polynomial to fit the data, here 0 denotes 

thc estimation of 3: 

cost 
52 

I j  = ax3 + bx' + ĉ c + d (5.12) 

New 
1599 

Size of Solution Space 
4939200 

Using the LMS mcthod, it is easy to find thc cocfficicnts for cach casc. Thc curw is 

shown in figure 5.4. 

Threshold 
87 



Figure 5.3: Relatioiiship Betweeri the Reliability and the Average Probability of 
Success 

Figiirr! 5.4: Linear Reciirsivr! Ciirve Fit 



it is observed that the cuves fit wefl to data in figure 5.4. In order to find the 

characteristics of the original data, we use the following mode1 to describe the system. 

where e denotes the error between the original data and the fitted data. The distri- 

bution of the error can be obtained by a Q-Q plot [133], which can be generated in 

three steps as described below. 

a 1. Arrange the errors obtained as el,e?,  . . . , e ~ ,  and their probability values 

(1 - 1 / 2 ) / N ,  (2 - 1/2)/N, , . ., ( N  - 1/2)/iV; 

0 2. Calculate the standard normal quantiles ql , q2, . . ., q ~ .  

a 3. Plot the pairs of observations (pi, e i )  

The correlation coefficient for the Q-Q plot is detined bÿ 

The Q-Q plot is shown in figure 5.5. Frorn thc corrclatiori, WC find that the 

error is close to a normal distribution. 

Conclusion 

In this chaptcr, n gencral formula is devclopcd to dcrivc to cvduatc thc relia- 

bility of the multiple sensor system. Several search metliods are reviewed, and a new 

search method is developed for the prohlem addressed in Section 2. It  is found that 

the three heuristics methods may be able to find a satisfactory configuration. Among 
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these algorithms, the simiilated annealing method may he able to find a satisfactory 

solution, which are as good as or better than that of the other two heuristics. How- 

ever, none of these three heuristics is guaranteed to find the optimal configuration. 

Our ncw scarch mctliod can find tlic optimal solution for this case. Howcvcr, in this 

chapter, the assumptions used for the probleni are too restrictive to allow generaliza- 

tion. It assumes that each component is independent, but in reality that may not be 

true. There are some approaches for this problem, such üs PDOP [?]. These should 

also bc considcrcd in future rcscarch. Thc rcsults From this chaptcr can be applicd to 

the robotic eye system with the linear infrared sensor array. With the reliability of 

each sensor in the robotic eye system, the reliability of the robotic eye sensor system 

can be obtained easily. The approach can also find out the optimal solution for the 

~iuiliber of the seiisors c m  be used for the robotic eye systeni wlieii the total cost 

of the sensor is given for the robotic eye system project. The application can be 

extendecl to any other niiiltiple sensor robotic systems. 



Chapter 6 

Using Mult ivariat e S t at ist ical 

Sensor Fusion Techniques in 

Robotic Eye System 

6.1 Introduction 

To eiisure the robust iiess of the robotic eye seusor systerri, xriultiple serisors 

are used to detect the eye movement. However, some sensors may fail and provide 

faiilty data. In this chapter, multivariate statistical techniques are used to deal with 

sensor data monitoring, faulty sensor detection and isolation. In addition, principal 

componeiit arialysis is used to monitor the serisor data arid detect the sensor failure, 

and incidence matrix is used to isolate the faulty sensor. We also study LMS and 

minimum variance methods for recovering the faulty sensor data. Simulation studies 

are included. 



Background 

Durraut Wliyte (1021 started the uiicertairity riiodeliug for iiiultiple seusor sys- 

tems in 1985. Gaussian distribution was assumed and Bayesian inference with min- 

imum variance estimate wns applied to fiise linearly striictiired miiltiple sensor sys- 

tems. In 1990s, Centralized Kalman filter and decentralized Kalman filter were used 

for the sensor data fusion [102]. Many systems use the Kalman filter 1103, 104, 105, 

1061 to cxplorc the multiple scnsor systcm. Luo [94, 96, 951 synchronizcd sensor in- 

formation by a dynamic nioving qiiadratic curve approximation and distance matrix. 

Tliere are many other methods treat the uncertainty of the multiple sensor system, 

such as Dempster shüfer rule [107], ellipse mode1 [log], perception net [109]! doul~le 

bound test [110], and so on. Tlic abovc scnsor fusion mcthod rcquircs indepcndencc 

of sensor errors or closed form analytical expression for error densities. But in reality, 

independence of sensor errors can seldom be assiired. Several methods such as trian- 

gulation based fusion (1111 were proposed to overcome this problem. In this chapter, 

a statisticul mctliod is applicd to cxplorc the niultiplc scnsor systcni. 

Multivariate statistical niethod such as principal component analysis methoci 

hm bbeen iised in cliemical engineering for many years [112, 1 13, 114, 115, 1161. How- 

ever, few papers have used t his method in the field of robotics. Nowadays, robots are 

equipped with al1 kinds of sensors: sucli as video camera, range finder, sonar, tactile, 

and infrared sensors. In employing some of these sensors, sensor replication can be 

considered for hiilt tolerance. Because the sensor rnerrsiirements are highly correlated 

under normal conditions, the availability of many sensors provides valuable redun- 

dancy for sensor hul t  detection and identification. The organization of the chapter 

is givcn as follows. Section 2 dcscribes a principal component analysis approach to 



monitoring the sensor data and detecting the fault sensor data. Section 3 presents a 

method for the fusion of sensor data. Sections 4 and 5 propose a method to detect 

and isolate the fault serisors. Two estirriatioii techniques are preseuted in Section 6. 

Section 7 illustrates an application to an eye movement detection process. Finally, 

some conclusions are made in Section 8. 

Principal Component Analysis 

The principal components mode1 of multivariate analysis accounts for the vati- 

ance of a set of data hy providing those combinations of correlated variables that, 

maximize the variance of a weighted sum. The weiglits in the principal components 

associated with a vector of correlated attributes (or variables) are exactly the nor- 

rnalized latent vectors of the covariance matrix of the vector of attributes, and the 

latent roots of the covariance matrix are the variance of the principal components. 

PCA is concerned with the analysis of one block of data, and its goal is to form new 

orthogonal viiriables, which are linear components of the original variables. If the 

original variables arc corrclatcd, it is possible to sumrnatizc most of the variability in 

much lower dimension subspace. 

.Assume that we have a vector .Y = [xl, xz, . . . , x,,], and X = u a r ( S ) .  Let 

a = [q, a2, . . . , ap,] denote a px-variate vector of unknown weights for each of the 

componcnts of X, and let ci dcnotc the scalar 

where each weight ai is a measure of the importance to be placed on component 

xi. To maximize car(cl ) ,  note that cl = a l X ,  var (c l )  = alCa. Thus the problern of 



finding weiglit vector n that maximizes unr(ci) is equivalent to the problem of solving 

the mavimization problem 

max (a1Ca) (6.2) 

Subject to the constraints on a that a'a = 1. One approach to solving this 

constrained optimization problem is to use the associated Lagarian equation 

whcrc X is a largarian niultiplier, aiid maxiniizc t usirig t hc constraint. Diffcrcntiating 

t with respect to u, and setting the result equal to zero yields 

that is 

Since n # 0, therc! will he ii solution if 

This means that, X is the eigenvalue of E, and a is a normalized eigenvector of C. 

Since C is symmetric and positive semi definite matrix of px x p z ,  therc are p z  values 

of X that will satisfy the determinate equation. Let us assume that the eigenvalues 

of C are A L  >= X2 >= . . . >= A,, A,, = max(X,) = XI, and the eigenvectors are 

( a i ,  a*, . . . , a,,) respectively. WC will sce t hat A,, is selcctcd as thc A. It is apparent 

that Ca = Aa: premultiplied by a' gives 



alCa = Aa'a = A = var(cl) (6.7) 

To mavimize uar(cl), we take X as the largest eigenvalue hl ,  i.e. A,, = XI, 

and a = al.  Thc scalar cl = a\X is called thc first principal componcut. Similarly, 

the ilh principal component of X is defined as c* = alN, where ai is the ith normalized 

eigenvector so that uar(c,) = A,. 

Explicitly we can write 

or C = AS! where C = [cl, C Z ,  . . . , .Y = [xl, 22, . . . , x p r ] ,  and A = [al a, . . . a,] 

with N A  = I. Prc-rnultiplying thc abovc cquatioii l>y A' givcs rlfC = A1.4,Y = X. If 

we choose the first n principal component, X can be divided into two parts, first part 

the linear combination of the first n principal component, second part the error part, 

denoted as E. Then X can be expressed as foHows: 

Let T = [cl q . . . cn], and P = [al a* . . . a,], theii 

CVlieu writiiig the above equatioii, wve assuiried tliat al1 the iiisignificaut infornia- 

tion in the data set is confined to error E. In this way, the dimension of X is reduced 



from p z  to n, n << pz. hlatrix P is called the loading matrix, whose dimension is 

px x n, and Matrix T is called the score matnu. 

The residud iiiatrLu E cau Lie further decoruposed iiito TFT. The decompositioii 

is made so that [T T I  is orthogonal and [P P] is orthonormal. The correlation matrix 

can be approximated as: 

6.3.1 Identifying the Optimal Dimension n 

Parameter n is a very important factor, because if n is too small, the error E 

will bc vcry largc. If thc n is too largc, the cfficicncy of dirnension rcduction is low. 

Determination of the value of n is a tradeoff that depends on how much information 

will be sacrificed. There are some rules: 

0 Rctain tliosc componcnts whosc cigcnvalucs arc grcatcr than one. 

a Dctcrrninc thc dimension bascd on the fLvcd pcrccntagc of tlic curnulativc 

variance explained. 

a Plot out the variance versus the number of component, and find approxirnate 

value of n paphically. 

No mater how the decision is made, some information will be lost. Heiice the 

parsimony rule is the key factor. 

6.3.2 Online Monitoring 

The data collected during the normal operation of the system can be used to 

perform online monitoring. There art! several toois for this piirpose, these incliide 



loading plot, score plot, and contribution plot. 

Loadiag plot 

Loding plot shows the relationship between the systern variables. Al1 the 

variables sharing the same information contents tend to ciuster together. If 

ahriormal data is collected, the clusters will change accordingly, thus iising 

thc loadiiig plot can hclp find out the faulty data. 

(1) Loading plot can be used to identify the relationship between variables 

graphically, 

(2) Similar data tend to cluster togettier, 

(3) Loading plot can be iised to detect ahnormal sensor data. 

Score plot 

Score plot is used to indicate the relationship between various samples. Two 

siriiilar sarnples witli sirriilirr scores will lie close to eacti other in the score plot. 

The score plot is a tool to detect the abnormal system behavior. Hoivever, if 

no abnormal shift happens, only the correlation structure breaks clown, and 

then the plot will not be able to detect the fault, but iising contribution plot 

can detect this. 

(1) Score plot cm be used to End out the relatioriship bett\*evceri variables 

graphically 

(2) Similar sample tend to cluster together 

(3) Score plot can be uscd to dctect the rbnormal scnsor data. 

a Contribution plot 

Using contribution plot can detect the abnormal data which the score plot 



cannot detect. Contribution plot based on the value of squared prediction 

error (SPE), which is described as follows: Assume X,,  is the new obser- 

vatioii. Let = X,,,A, tlieu a predictioii of X,,  is given by X,, = 

Cn,PT = X,,PP*. The error vector is given by en, = X,., - ,?,,,, and 

SPE is denoted as e',,e,,, . 

Assume the system is linear with respect to its associated multiple inputs and 

miiltiple oiitpits, consider the input vectnr a( t )  = [u l ( t ) ,  u 2 ( t ) ,  . . . , ~ l ~ ( t ) ] ~  and oiitpiit 

vector y ( t )  = [yi ( t ) ,  ~ ( t ) ,  . . . , The correlation rnatrix between u ( t )  and y ( t )  

can describe their relationship. The fusion cati be divided into following three steps. 

O Calibration 

Let the sensor operate under the normal situation, and record the sensor 

data of both the input and output simultaneously. Repeat the calibration 

procedure. The iiuiriber of repeat sliould Le so large that the expected square 

error is insignificant . 

O Training 

Use the recorded a block of input and a block of the output data block, to 

dcrivc the modulc for thc systcm. 

Experiment 

During the real operation, feed the recorded sensor input data to the model. 

The output of the model is the desired output. 



6.5 Sensor Fault Detection 

W;eri the PCA is applied to iiioliitor the perforniance of process, the squared 

prediction error Q [Il71 is usually used. The Q statistic is given by: 

where x is the new data to be monitored. The upper limit for the Q statistic is given 

by 

where c, is the normal deviate corresponding to the upper 100(1- a)th percentile, 

and 

6.6 Fault Sensor Isolation 

By using the SPE, Sensor fault can be detectecl, but it cannot isolate the faiilt. 

Using the PCA model, the fault can be isolated [Ils, 121, 119, 1201 

As shown in Section 2, the PC.4 modcl can bc cxpressed as 



where [T f'] and [P P] are orthonormal matrices. The dimension of P is the 

number of principal components used. The relationship between P and P is 

where 1 is the icientity matrix. When the model is appiied to the new data, the 

residual e ( t )  is 

e ( t ) = xncw [ t  ) - xkw ( t  ) 

= x,,(t) - PP*x,&) 

= (1 - PPY')x,,,(t) 

= P P * I " , ~ ( ~ )  

Now assume rn , ( t )  = &,(t) + AxnW(t), where xR,(t) is true value, and 

the h r , , , ( t )  is faiilt value. It is easy to find out that ~ ~ x ; , , ( t )  = O. thus ive can 

define the primary residual as e ( t )  = PT&r,,,, ( 1 ) .  Using the primary residual, we 

cari get tlie riew residuül e* (t) = CVe(t ) = W P T  h x , ,  ( t )  tlirough ü px - n by px - n 

transformation matrix W: so that the structure of W P  is isolable. If the ideal isolation 

structure is I,, then we require 

where pT can be obtained from the PCA model, I ,  is predefined, and W can 

be determined from the above equation. Becaiise the number of unknown variables 

are less than the number of linear equations, usually there will be no solution for CV, 

but LMS method can be used to estimate an optimal W. 



Error Data Recovering 

6.7.1 LMS Method For The Sensor Data Estimation 

When the sensor is used to explore the property of the object, the information is 

gathered as much as possible. Since the object's property is changing with respect to 

the tirne, iiiglier sainpie rate need to be usecl to detect the object, so thlit the object 

property change becomcs insignificant during onc time intcrval of proccssing. In this 

way, the data obtained by each sensor is very smooth and can be approximated by a 

polyriomial model. Typically a polyuomial model can be expressed as: 

f ( t )  = a0 + a i l  + uzt' + . .. + untn (6.20) 

wherc t is tinic and [ao, q, . . . , a,] arc cocfficicnts. The lcast mcan squarc crror 

method can be used to determine the coefficients. 

6.7.2 Minimum Error Variance Method 

The unknown value is estimated by using a weighted linear combination of the 

avnilablc sarnples: 

The error r is defined as the differerice between the estimated value and the 

true value 

'ri = Vi  - V i  

vi is the true value. Then the average error of k estimate is 



Because vi is not available, we cannot obtain Ci €rom above equation. 

The error variance O;, c m  be written as 

Here l u l ,  u?, . . . , un] are the true values, l&, û2,. . . , &] are the corresponding 

estimates. 

Because of the uiikriown vi ,  4, we cwnot pet Vi, SU the first step is to get 0;. 

Let us assume that somc randoni noisc is addcd to the data, so the crror is 

also a random variable, since it is a weighted linear combination of other raiiclom 

variables. Now we compute 

The first term of equation 6.11 is 



where = coz:(l{b). 

.\nd the second term can be written as 

Bg combining these three terms, we hiive the following equation: 

Once o2 and al1 covariance CG are coniputed, above equation becomes a function 

6; = f(wli WZ,. . . , w ~ )  (6.32) 

The riiinimization of 6; is accornplished l>y settiiig the ri partial first derivatives 

of 5; witii respect to CVi For 1 <= I <= n to zero. 



Whicli yields 

Because the matrix in equation 6.35 is positive semi definite, this equation has one 

uniquc solution. 

6.8 Application of the Eye Movement Detection 

Multiple liiiear sensor arrays are used to detect the eye iiiovenieut [122]. The 

infrared emitter mentioned in chapter 2 generates send out the infiared lights to 

illiirninatc! the eye. The reflected lights are detected hy a detector array. Because the 



i~ifrared sensor array is close to each other, the data among them are highly correlated. 

We c m  use the PCA mode1 to examine the data, detect, isolate and recover from any 

sensor fault . 

6.8.1 System Under Normal Operat ion 

Diiring the simulation, we use linear sensor arrq with seven sensor cells to 

detect the eye movernent. So the data block will be x,,,,,,, where m=7 is the number 

of the serisor, a~ id  ri is riurnber of sarriplts. hssurrie at first the data are d l  good. Mter 

analyzing the data, we obtain the correlation matrix and its eigenvalues in table 6.1 

Table 6.1: Eigenvalues of the Correlation Matrix 

According to the rutes discussed in Section 4.3.1 to identify the optimal dimen- 

sion, since only X I ,  X2 are greater than 1, so the first principal component and the 

second principal componcnt arc clioscn. and. 

Shown in figure 6.1 are the two monitoring plots, namely the loading plot and 

thc score plot, froin which, it is casy to find out that the data tend to clustcr together. 

The SPE test under normal operation region is shown in figure 6.2. 

The residuai space is given by 



Figure 6.1: Loading and Score Plot for Normal Systern 
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Fipire 6.2: SPE Test 



-4 desired structure is: 

Table 6.2: Dcsircd isolation Structure 

The transformation matrix CC' obtained by the LPvIS method is given by. 
- - 

0.6926 1.6870 -0.3025 -0.4958 1.4394 

-1.7949 -0.2048 -1.1247 -1.2968 1.9376 

0.251 1 -0,6942 0.6290 -0.77'24 0.7239 

0.8839 - 1.9672 O. 1670 0.5403 2.7962 

1.3561 1.2824 -1.1405 -0.7973 2.7146 - 
Wiiicli yields the t rarisforrried space 

- 
-0.0000 +1.0000 1.0000 -0.0067 0.0000 0.0000 1.9326 

+0.0000 -0.0000 2.1716 - 1.8025 1 .O000 1.0000 0.0000 

+1.0000 -0.0000 0.0000 -0.2154 1.0000 0.0000 0.1222 

+2.2996 +1.0000 0.0000 -0.0000 1 .O000 2.3456 0.0000 

+ 1 .O000 +1 .O000 1 JS66 +0.0000 0.0000 1.0000 2.5684 
i 



6.8.2 System With Sensor Fault 

6.8.2.1 Simulation Results For Soft Sensor Fdlure 

Soft sensor failiire is referred to as sensors that are still working, however, the 

sensor data are conupted with some noise. The amplitude of the sensor noise is 

usually very low. Since there are total seven seiisors iii the infrared sensor array, wve 

divide the data into eight pcriods. For rhc first seven pcriods, wc add the fault data 

to the sensor data, which is shown in following table 6.3. One means that fault has 

Figure 6.3 is the plot of loading and score plot. Because of the fault data, the 

happened, O means no fault has Iiappened. 

data has transferred from original place to other place. It is easy to find out from 

figure 6.4, that the sensor data lias fiault from ttie begirining to data sample 350. It 

is under normal operation after. Figure 6.5 shows the residual structure. The index 

Table 6.3: Structure of the Faulty Sensors 

1 

at each moment reflects the faulty sensor. For example, from data û-50, first sensor 

ASl 
1 
O 
O 
O 
O 
O 
O 
O 

AS3 
O 
O 
1 
O 
O 
O 
O 
O 

Time 
1 - -50 
51-100 
101 - 150 
151-200 
201 - 250 
251-300 
301 - 350 
351 - 450 

fault, the index should be [Wl l l ] ,  which is exactly shown in figure 6.5. 

A S  
O 
O 
O 
O 
1 
O 
O 
O 

As2 
O 
1 
O 
O 
O 
O 
O 
O 

AS4 
O 
O 
O 
1 
O 
O 
O 
O 

6.8.2.2 Simulation Results for Hard Sensor Failure 

Hard sensor failure means that the sensor does not work at all. Usually in 

A S  
O 
O 
O 
O 
O 
1 
O 
O 

electronics it cari be defined as the stuck-at sensor failure, where the sensor is stuck 

AS7 
O 
O 

I 

O 
O 
O 
O 
1 
O 



Figure 6.3: Lottding and Score Plot Under Sensor Fault 

Spe test 
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Figure 6.4: SPE Test Under Sensor Fault 



Figure 6.5: Use Residual Structiire to Isolate the Fault 



at one extreme of its signal range. In practice, this is likely to be an open (stuck-at O) 

sensor or a short circuited (stuck-at 1) sensor. Figure 6.6 shows SPE test under the 

hard sensor failure wheri eadi serisor is stuck at extreme value. The residual structure 

is same as the soft sensor failure. From the simulation, it is found that the sensor 

fault c m  be isolated. In this chapter we assume ooly one sensor is fault at one time. 

Spe test 

Figure 6.6: SPE Test Under Hard Sensor Failure 

6.8.3 Fault Sensor Recovery 

When the fault happens. it needs to be isolated and recovered. Previous sections 

addressed the isolation problem when a sensor fault appears. This section ail1 address 

the recovery problem. If the sensor dota is not changing rapidly during the operation, 

the faulty data is simply rcplaccd by thc prcvious data. But whcn thc data is changing 

quickly, some estimation methods need to be used to handle the problem. In this 

section, two methods are presented for estimation. Method 1 is a minimum variance 

method and method 2 is a LbIS method. As shown in table 6.4, the first row shows 

thc noise level, which is thc pcrccntagc of the maximum value of the signal. Thc 

second and the third rows show the average error between the measurement and the 

estimation in percentage for method 1 and rnethod 2, respectively. From the table, we 



can observe that when the noise leve! is low, method 2 performs better than method 

1. But the performance of method 2 degades as the noise level becomes higher, and 

eventually inetliod 1 becouies a preferred clioice. So wlieu we operate the systeni, we 

can combine t hese two methods toge ther to confront the different noise environment. 

Conclusion 

A principal component analysis technique was presented which enables a system 

to detect faulty external sensors. The approach has been applied to eye movement 

detection and verified hy simulation with soft sensor failure and hard sensor Fiilure 

using infrared liriear arrays. Two sensor fault recovery methods are also explored and 

compared with each other through simulation. 

This approach does not require the assumption that the individual sensor statements 

are independent. It not onlp extends the types of the sensor used, but also makes the 

approach flcxiblc in terms of the numbcr of the scnsors uscd. 

Simultaneous multiple sensor failure detection is not covered in this chapter. The 

possibility of the simultaneous sensor failiire is very low; still it will have worse ef- 

fect on the system than the single sensor failure. Further works will concentrate on 

detect iiig the siniultaiieous multiple sensor failure. 

Tablc 6.4: Comparison Between Two Mcthods 

1.56 
9.98 
3.86 

O 
8.88 
0.91 

' Noise % 
Method 1 
Method 2 

3.12 
9.18 
6.55 

9.76 
11.42 
20.35 

3.90 
9.23 
8.02 

7.81 
10.25 
15.91 



Chapter 7 

Using FIR Median Hybrid Filters 

on Study of Eye Movements in 

Robotic Eye System 

7.1 Introduction 

This chapter describes an approacli of usiiig FIR Mediaii Hybrid Filters for 

analysis of eye movements in the Robotic Eye System. In the Robotic Eye System's 

second model, the real eye movement is detected iising the biomedical electrodes. 

However, the bio-signal is conupted with the eye blink artifact. Using the FIR hybrid 

Filter, eye blink artifact cari be removed from the eye movenieiit signal. 

The background of the project is described first. From the review of the eye 

movement methods, the electro-oculogram (EOG) to determine the eye position is 

used. The FIR Median Hybrid Filter is studied in the chapter. Its properties are 

erplored wit h examples. Fiually the filter is used to deal the real eye blink compted 



EOG signa!. Examples are given of analysis procedure for eye tracking or a random 

moving target. The method proved to be highly reliable. 

Background 

The loss of an eye resul ts in a shocking deformity. A person with one eye missing, 

through various reasons, may suffer severely psychologically as well as physically. 

Tliese groblei~is Irequeiitly coucerri the re-coristructive surgeons, wlio waiit to create 

the artificial e p .  The purpose of our project is to develop an ocular system to let the 

artificial eye have the same natiiral movement. To provide the artificial eye with the 

same functionality as the muscles, the artificial eye was mounted onto a tiny small 

servomotor. The aim of the present project is to sense the natural eye rnovement 

in the horizontal direction only and then to control the motor to drive the artificial 

eyeball to rnove correspondingly and naturally, triatching the horizontal movement 

of the natural eye. Eye movement methods were extensively reviewed to find the 

suitable sensing method for this project. The sensor should be small, easy to mount, 

not invasivc and not obstruction of thc vision of thc rcal cyc. EOG mcthod is onc 

of the niost suitable methods that can be used for the project. As a classic eye 

movement rnettiod, EOG is extensively used for many applications, such as detection 

of the rapid eye rnovement in infants [136], deterinination of the eye position in fast 

jct flight [147], and in the dcvelopment of a fish eyc VR system [135]. There arc many 

techniques used to analysis the EOG signal, such as kalman filter [w] , conventional 

and matched filtering method [139], non linear eye movement detection method [Ml. 

The EOG signal is always corrupted by the eye blink signal, which is of high 

amplitude with a short half-wave lasting approximirtely 0.2 seconds [l45]. The ad- 



dressed problem can be solved using the Median filter, which has been previously 

applied to biological signal processing, mainly to situations in which the mean value 

of the sigual abruptly changes. 

This cliapter mainly talks about using different kinds median filter to process 

the EOG signal [14û]. 

Median filtering, first introduced in 1971, is a rather well-understood nonlin- 

ear data srnootliiiig teclinique useful for noise suppression 1134, 138, 142, 141, 1401. 

Median filters are used in many signal processing applications 11431 and in image 

processing [144] due to their good edge preserving ability combined with moderate 

noise attenuation on Rat regions. Mediaii filter is better than classical smoothing 

procedure iii certain situations, tlieir advantüges are: 

Median filters preserve sharp edges; whereas linear low-pass filtering blurs 

siich edges. 

O kledian filters are very efficient for smoothing of spiky noise. 

In noise free situations an ideal edge is preserved completely, the property cannot 

be achieved with any other linear low-pass filter. However, in noisy conditions also 

the median filters lose their ability to preserve sharp edges, so improved FIR Median 

Hybrid filter is used instead. 

Thc rcst of the chaptcr is organized as follocvs. In section 2, mcdian filtcr and 

improved median filter are given and their characteristic is explored. In section 3, the 

properties of the median filters are explored. Numeric examples are included. The 

method is used to process EOG data in section 4, last section concludes the chapter. 



Median Filters and Improved Median Fil- 

ters 

7.3.1 Median Filters 

The median of n numbers xl, 5 2 ,  . . ., x, is, for n odd, the middle number in 

size. It can be written in form: 

Median(xi , x2, . . . , x,) 

.\ median filter of size n on n seqiience is for n odd defined through 

where v = (n  - 1)/2, rnedian filters are known to preserve sharp change in 

signais, which, in many cases, iiappcncd in bionicdical and communication signals. 

Clowever, one of the disadvantages of the median filters are the fact that sinusoidal 

waveforms are distorted in the process, mo t  her disadvantage is t hat the median 

filters [ose its properties in noise conditions. To solve this problem, Hybrid filter is 

irit rodiiced. 

7.3.2 FIR Median Hybrid Filter 

The FIR. Median hybrid (FMH) filters consist of few linear FIR sub filters and 

the median operation taken over the outputs of the substructures. Al1 kinds of FIR 

filters can be used as substructures. The general form of the hybrid filter is defined 

by 



!An) = Medianui ( x ( n ) ) ,  f2(dn)),  . . , f,n(x(n)))), (7.3) 

Where fi, fiI, . . ., fm are linear FIR filters, which work on the input signals. The 

block diagrain of thc gcncral structure of the FMH filtcr is shown in figure 7.1. 

Figurc 7.1: Gcncral Structure of tlic FMH Filtcr 

7.3.3 Least Square Optimal Approach 

Wlien the sensor is used to explore the property of the object, the information 

obtairied i~iust be riiauirriired. The object's property is ctiarigiiig wittt respect to tiixie. 

A higher sample rate will be used to detect the object? so that the object property 

change is insignificant diiring the time interval. In this way, the data for each sensor 

is very smooth and can be approximated by a polynomial equation. We are given a 

collection of data { z ( t  1) ,  z ( t 2 ) ,  . . . , 2( tn ) } ,  that are noisy measurcments of a process, 

whicii is estimated by a polynornial equation and can be expressed as follows: 

t is time, [ao, ai, . . . , u , ~ ]  are unkown coefficients. Measurements are of 



Where v k  is observation error, with variance ok2 We let the estimate be 

Assume the observation error zero mean ancl uncorrelated with each other, and 

have the variance nk2, or the covariance matrix 

Residual is designed as 

The mode is shown in figure 7.2. 

Figure 7.2: The Block Diagram of the Estimator 

The least-square estimation problern may be stated: Determine { â r }  to mini- 

mizc thc sum of thc squarcd wcight rcsiduals 

We can 6nd {âk}by setting 



Once we get (âk), we get the mode1 signal, then by plugging the next time 

internai, we will be able to estimate the next step signal. 

7.3.4 Residual Smoot hing 

For small white noise, a method called residual smoothiug can filter it out. 

.Assunie that the r variables are generated by a signal-plus-noise mudel 

x, = si + ni (7.11) 

Wliere the signal si varies slowly compared with the noise ni. îvledian filtering 

gives an estimate of Si 

Thus the residiials 

Givcs the cstimatcs of thc noise variables. Furthcr median filtering of the rcsid- 

uals could reduce the noise further 

zi = iMedian(ii,)=O 

Additiou of a and 4 uow gives a Iiopefully good estiruate of si ,  



Simulation results show that using above equation can achieve better results 

t han using equation 6.12. 

7.3.5 Linear-nonlinear Combinat ional Filters 

A new class of linear-nonlinear combinational filter is developed in this chapter. 

It will be able to restore the biomedical signal not only from the impulsive noise, but 

also from the Gaussian noise. Figure 7.3 shows the structure of the linear-nonlinear 

combinatiorial filter. It consists two parts. The leavt square optimal filters are used 

in the first layer to remove the noise. The median filter is used in the second layer 

t,o preserve the edge and removc! tlie impulses. The bettar performance was achieved 

by using the following structured filter. I t  can remove the impulse noise, preserve the 

rdge, and filter out the white noise. 

I FIR Filter 1 1 1 FIR Filter 
r I I 

1 Median Filter 1 

Figure 7.3: Linear-Nonlinear Combinational Filters 



7.4 Properties of the Median Filters 

The noise atteiiuatiou properties of al1 the types of niediau filters are explored 

in this section. Because the median filters are nonlinear, this complicates the mathe- 

matical analysis af their performance. It is not possible to separate signal effects and 

noise effects as simply as for linear filter. So we start from the easiest case. 

-4ssume the input signal has the probability densi ty and distribution functions 

of /(x) and F ( x )  rcspcctivcly. Tlic Icngtli of thc filtcr window is N = 2k + 1. Thc 

probability tlensity of 

is given by 

Let us consider an input signal consistiiig of a polynomial signal 

(7.16) 

corrupted by 

white noise. In the figure 7.3, the median is taken over three values. xl ( r i ) ,  z(n), and 

x,(n). ..\ssumc their dcnsity functions arc h(z), f (x), and fr(x), and distribution 

functions are F&c), F ( x ) ,  and Fr(z) respectively. Then the output density function 

becomes 
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Figure 7.4: Output Variance Versiis Filter Window Length 

Figure 7.5: Use Liiiear-Noiiliiiear Coiiibiriatioual Filters to Filter the Signal with uiid 
without Noise 



Nurneric examples are shown in f iyre  7.1 and figire 7.5 respectively. In fig- 

ure 7.4, the input is a zero mean unit variance Gaussian noise. Different window 

lerigtli of the iiiediau filter is used to process the input, iiud the variance of the out- 

put is obtained. From the simulation, it is easy to find out that with shorter window 

length, the output noise becomes larger. A numeric example is given in f i y r e  7.5. 

Input signals are shown iri .A without noise and B with white noise. Both signals 

have the spike, wiiich should be removed. Picture AA and BB are the corresponding 

processing results. For the signal without noise, the spike is wiped out, and the signal 

is totally restorecl. For the second input with white noise corrupted, the spike is also 

removed, some very small spike happened somewhere else, which is related to the 

window leugt b. 

Experimental Study with the EOG 

7.5.1 Using EOG to Detect the Eye Horizontal Movement 

To incasurc thc cye movenicnt, we dctcctcd the EOG signal. Two small (G- 

Smm in diameter) Ag/AgCI electrodes were used for the recording. One electrode 

\vas placed on the skin oiitside each eye. +4 low impedance disposable electrode is 

located on the midline of the forehead and functioned as a reference electrode, The 

coiifiguratiori of the electrodes is sliowu in figure 7.6. Oiie pair of Iiorizori~ally placecl 

electrodes is to record the horizontal eye movements. The potential difference between 

the two electrodes is amplified and sent to the computer through the AD card with 

a 30Hz sample frequency. At the same time, the amplified signal is shown on the 

screen of an oscilloscope, as stiown in fi y re 7.7. 



Figure 7.6: Electrode Configuration 

Oscilloscope r=- 
$Inter facetp l74 A/D Car 

1 Computer 1 

Figure 7.7: The Block Diagam of EOG Based Eye Movement Detection System 



7.5.2 Using the Median Filter to Remove the Eye Blink from the 

Corrupted Signal 

The overall performance of the EOG detection system was good. The subject 

was niked to sit still and quiet to prevent the EMG and other artifacts from entering 

the EOG channel. During the experiment, the subject was asked to look at the 

center first, and inteiitionally Idiiiked his/lier eye. Then the subject randomly moved 

his/her eye. The EOG signal will be recorded. As shown in figure 7.8, the upper part 

is the eye blink cormpted EOG signal. It is apparent that two eye blinks happened 

duriiig the recording period. The filter can remove the eye blink and recover the eye 

niovement signal, as sliown in the lower part of the figure. 

Figure 7.8: Usiiig the Median Filter to Rernove the Eye Blink 

Conclusion 

In this chapter, an improved median filter was described. It can remove the 

eye blink signal from the EOG signal. Compared to the re y l a r  linear FIR filter, this 



method works better under white noise and preserves the edges very well. To realize 

the rnethod in real time, this approach needs to be validated by hardware design. The 

filter can be built into the iuicro controller of the robotic eye systeru as the processor 

before the controller control the artificial eye to move. 



Chapter 8 

Fundamental Study of Robotic 

Motion Control for Robotic Eye 

System 

This chapter addresses several techniques to control the ro bot manipulator un- 

der the uncertainty model, which can be applied to the Robotic Eye System. 

First a ncural network is proposcd to control tlic robot to follow thc gcncratcd 

path. This network model is able to compensate the structured and unstructiired 

dynamic uncertainties of the robot by using both on-line and off-line training. PD 

control, computed torque control, and adaptive cootrol with and wit hout exact model 

arc uscd to control the robot and compared r i th  the proposcd mcthod. Thc sirnula- 

tion study on a 2-d.0.f planar robot is included, rhich can be applied to the robotic 

eye system. 



8.1 Introduction 

To reacli a specific target, the robot sliould follow tlie trajectory witb coutroller. 

There are lots of studies of the control aspects of a robot [133, 1511. An ideal robot 

control system is difficiilt to achieve. There are environment noise, modeling error 

and faults which will effect the robot system as shown in figure 8.1). 

System Noise Modeling Ermr 

n I 

Fauit 

Fi y r e  8.1: A Typical Robot Control Systam witli Uncertainties 

I t  is difficult to control the robot under uncertsinties. Classic PD controller 

doesn't require the rnodel of the robot, however, it needs the large actuation to 

achieve precise control. Computed torque controller needs the exact model to have 

good performance. Adaptive controller can deal r i t h  the robot under uncertainty 

model. Tlicre arc lots of studics of robot control under unccrtainties using neural 

networks [148, 1491. Meng 11501 proposed efficient neural network architecture for 

identification and adaptive control of unknown robot dynamics. These controllers 

can achieve precise control and compensate partially unknown manipulator dynamics, 

but it necds the online cstirnation of the robot dynamics. 

This chapter begins with a proposed neural network, which can control and 

compensate partially unknown manipulet or dynamics. The results of the simulation 



were presented and the control algorithrns were compmed with each other. The 

chapter concludes with the discussion and further considerations 

8.2 Partially Unknown Robot Manipulator Con- 

trol 

A one-layered feed fonvard iieurd ~ietwork is desigried for iiiotioii coiitrol of 

robot manipulators. 

8.2.1 Mode1 for Motion Control of Robot Manipulators 

The dynamics of an n d.o.f rigid robot manipulator can be dcscribed by 

iQ)q + c(q, * 4 + G(q) = r (8.1) 

Where T is the vector of joint torqiies; q ,  q? and q are the joint position, velocity 

and acceleration, respectively; Ad, C and G represent the mas, velocity and grwity 

tcrms, rcspcctivcly. Equation (8.1) can also bc cuprcsscd as [150] 

Where Y € P X r  is a coefficient matrix consisting of known fiinction of q ,  q, and q, 

wliicti is called manipulator regressor, and  BER^"^ is a vector consisting of known 

and urikriowii robot dyriarriic parameters. Ttie coritrol law is assigued as 

Where q, = id - A * e, s = q - 'Ir, e = q - qd  and K and A are a constant matrices 

(for more detail, see Meng, [150]). Variable can be expressed as 



Where E) is obtained by an off-line learning process using a recursive error back 

propagation process (1521. At3 is updated using an on-line learning process, 

ae = -ryTs (8-5)  

Where r > O is a constant matriv Choosing a Lyapunov functioii 

1 
ru = + (43 - B ) ~ I - - I ( E )  - e)) 

2 

It is proved that the position and velocity tracking error converge to zero [l50]. 

Thc off-liiie training proccss can be cxprcsscd as 

Y = FVX 

Wliere Y+T: S+Y ( q ,  <i, tir) arid CY 4 3 .  

The weight I V  is updatecl by 

8.3 Simulation St udy 

8.3.1 Pajectory Generation 

For simplification without losing generalization, a two-degree of freedom (d.0.f) 

planar robot is iisecl for simulation st i id.  The length of the two links is chosen aî l m  



and the point mass of each link is 2k, and lh respectively. The desired trajectory is 

an ellipse with the horizontal axis length 1 . h  and the vertical axis l m  respectively. 

Usiiig inverse kiueiiiatics, the joiut space [O 4 01 of tlie robot trackirig tlie whole ellipse 

is obtained. The trajectories of the robot in joint space and Cartesian space are shown 

in figure 8.2 

Trajectory in Cartesian Space Trajectory in Joint Space 

Figure 8.2: Cartesian 

Time 

Space and Joint Space 

8.3.2 Using the Proposed Neural Network Controller to Control the 

Robot Under Uncertainty 

Using proposed neural network architecture; several computer simulations have 

been done with motion control of robot manipulators. To control the robot to follow 

thc gcncratcd trajcctory shown in thc lcft pancl of figure 8.2, thc dcsircd vclocity and 

acceleration of the desired trajectory are obtained by using the inverse Jacobian and 

the derivative of the inverse .Jacohian. Then, the neural network is trained off-line 

using the recursive error back propagation process. The weights are referred to the 

manipulator rcgressor is given by 



The true value of ml and ma are 2 and 1 respectively, the true value of II and 

i2 are 1 respectively. The initial of 8'' is chosen randomly. After three steps, the 

fiual error is less tliaxi IO-? After learuiiig, tlie i~iauipulator regressor is [1.00 1.00 

1.00 3.00 3.001, and the true values is [l 1 1 3 31, which is exactly the same with the 

trained results as shown in figure 8.3. 

Iteration Times 

Figure 8.3: The Error Dpnamics of Off-Line Training 

Thcn thc wcight obtaincd via off-linc training proccss is uscd as the initial valucs 

for the adaptive on-line training whose learning algorithm is described in (8.7-8.9). 

The initial position, velocity and acceleration is chosen 95% of the desired initial 

values, respectively. In addition, a disturbance [l 1jT is added to the model. The 

dynarnics of tlic trajcctory in workspacc is shown in the lcft panel of figurc 8.4. Thc 

right panel of figure 8.4 shows the error dynamics of two joint angles. The steady- 

state error of 01, O2 are -0.1600° and 0.0337", respectively. It shows that proposed 

rnodel could follow the generated trajectory very well. 

8.3.3 The Cornparison of Joint Dynamics With Other Controller 

To see how well the proposed model performs, several other control approaches, 

siich as PD controller, compiited torqiie controller and adaptive controller are iisecl 
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Figure 8.4: The Trajectory and Error Dynarnics üsing Neural Network Controller. 
The Left Panel Shows the Simulated Trajectory in Cotnparison with the Desired 
Trajectory. Tlic Error Dynamics is shown in the Right Panel. 



to control the robot to follow the desired trajectory. 

F ia t ,  a PD controller is used. Figure 8.3 shows the error dynamics of the joint 

angles. Various gaius are tried to test the PD coiitroller, aiid when K p  = 200 and 

kv = 10, the controller can achieve a better result. The steady state error of the joint 

angles el, O2 are 7.5256' and 2.7662", respectively. 

Dynamics Ermr of PD 

Time 

Figure 8.5: The Error Dynamics of Joint Angles Using a PD Controller 

Tlien, coniputed controller with arid without exact robot corifiguration model 

is uscd. The lcft pancl of figure 8.6 shows thc error dynamics of joint anglcs using 

computed torque coritroller nith exact model. The steady state error of the joint 

angle e l ,  Oz are -0.1913" and -0.3656", respectively. This result is better than that 

using a PD controller, but is not as good as the proposed model. Using a computed 

torquc controllcr with modcl mismatch by multiplying a constant 0.4 to M(B) rnatrix, 

the error dynamics of the joint angles is s h o w  in the right panel of figure 8.6. The 

steady state error of joint angles O , ,  82 are -0.4831" and -0.9453O, respectively. 

Finally, an adaptive controller is used to control the robot to follow the tra- 

jcctory shown thc left pancl of figure 8.7. Thc adaptivc controller uscs the cornputc 

torque control and takes advantage of the rnanipulator regressor of the robot dynam- 

ics. Tliere is a rnodel mismatch; the initial value of ml and rn* are set as 0.8 and 0.4 
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Figure 8.6: The Error Dynamics of Joint Angles Using a Computed Torque Controller 
with Exact Mode1 (Left Panel) and Mode1 Mismatch (Right Panel). 



respectively. The true value of ml and mz are 2 and 1 respectively. The steady state 

error of the joint angles 4, O2 are -0.1036O and -0.1363" respectively. The results 

of the adaytive coritroller are better tliaii the PD coutroller and computed torque 

model, and is as good as the proposed model. 

Error Dynamics Using Adaptive Control 

6r----l 

O 200 400 600 800 
Time 

Figure 8.7: The Error Dynainics of Joint Angles Using an Adaptive Coiitroller 

Conclusion 

The proposed rieural network coritroller takes advantage of the manipulütor 

regessor and the recursive error back propagation learning algori t hm, i t can dyiiami- 

cslly control the robot to follow a clesired trajectory. For onlp three steps of iteration, 

the error goes to less than 1.0e? In addition, the on-line learning process will guar- 

antee that the tracking position and velocity errors will converge to zero although 

initially thcre may cnists a rnodcl niismatch. Thc proposed models can be built into 

the micro controller of the Robotic Eye System, so that the system can adaptively 

control the artificial eye rnovement under the uncertainty of the model of the model 

of the artificial eye system. 



Chapter 9 

Conclusion and Future Work 

In this chapter, the results obtained in this thesis will be summarized in the 

conclusion section. Then the future work related to our study will he outlined. 

9.1 Conclusion 

In this thesis, several aspects of the eye movement detection and motor con- 

trol were inwstigated. The results obtained in Chapters 2, 3, 4, 5, 6, 7, 8 can be 

sunimarized as follows. 

An autonomous ocular motor system was developed and the simulation re- 

sulted are iricluded. The fusion rnethod is proposed for eye movemerit detec- 

tion. First the cyc movcrncnt is rccordcd and stored as scnsed data spacc. 

Then during the esperiment, the eye movement signal is obtained through the 

sensor array and through the matching rule and the eye position is obtained. 

The experimental system set up, fusion technologies, and preliminary results 

are included for the first gcncration modcl. 



A neural network based approach for sensor fusion was developed for the mul- 

tiple sensor fusion. An artificial neural network caii learn the characteristics 

of a rioii-lilieax, iioii-iriodeled systeni tlirough traiuiug saiiiples. Theu during 

the real application, the sensor signal c m  be used to feed the network and 

obtain the desired output. 

a Newly developed intelligent sensor and control system was developed. This 

was thc sccond-gcncration modcl of thc robotic cyc projcct, which cornpriscs 

biomedical electrodes and a micro controller. The system is intended to pro- 

vide a rehahilitation ocular implant device that could be useful to sorne people 

with ocular implant. With the proposed device, the ocular implant can have 

tlic samc liatural movcmcnt as the normal eyc. Tlic b a i s  for this systcm is 

the use of bioelectrical signals from the user's body. The authors are investi- 

gating the lise of Electroociilogram. The system can acqiiire the dynamical 

eye orientation, which is sent to the micro controller to control the artificial 

eye to have the sanie orieritatiori. Bioelectrical sensor, micro servomotor, alid 

artificial eye modal were setup to investigate the eye movement detection and 

control methods. The pilot study hm demonstrated its potential for clinical 

applications. 

A iiew approacli that uses seirrcli dgoritliriis to iiiaxiiiiize systeni reliability 

and miiiimize the sensor cost was acliiewd. Compare with tabu search, ge- 

netic search, and simiilated annealing, this new approach is very efficient and 

can guarantee the optimal solution. Yumeric examples are included. 

Principal componcnt ûnalysis wvs  uscd to monitor the sensor data and detect 

the sensor failure for the first generation sensor model. Incidence mat rk  !vas 



used to isolate the fault sensor. LMS and minimum variance methods were 

used to recover the fault sensor data. Simulation studies were also included 

in the cliapter. 

.4 new approach of using FIR Median Hybrid Filters for analysis of eye track- 

ing movements was described. The program can filter out the eye blink 

artifact from the eye movement signal. Because the eye blink artifact is al- 

ways corruptcd in thc EOG signal, it niust bc filtcrcd out for thc purposc of 

our project. The FIR Median Hybrid Filter was studied and its properties 

were explored with exarriples. Finally tlie filter was iised to deal the real eye 

blink corrupted EOG signal. Examples were given of analysis procedure for 

cyc tracking or a raiidoiii moving tatgct. Thc nictliod provcd to bc highly 

diable.  

Several techniques to control the robot manipulator under the uncertainty 

mode1 and sensor failure were addresses. First a neural network was proposed 

to control thc robot to follow thc gcncratcd path. This nctwork niodcl wvas 

able ta compensate the structured and unstructured dynamic uncertainties of 

the robot by usirig both on-line and off-line training. PD controller computed 

torque controller and adaptive controller with and without exact mode1 were 

used to coutrol the robot aiid coiripareci with tlie proposed riiethod. Sec- 

ond a residual generator for detection and isolation of the senor failure was 

designed. Assume one faiilt a tirne, the proposed rnethod coiild detect and 

isolate the fault sensor. The simulation study based on a 2-d.0.f planar robot 

w u  inchded. 



Future Work 

The work presented iri tliis tliesis caii only be considered preliniinaxy, sirice 

many challenging and possibly more important problems have not been touched in 

this thesis. In this section, a niimber of problems will be proposed as the tiitiire 

directions. 

0 Circuit minimization is very important in the design of this robotic eye sys- 

tem. Because the whole systeni, the rnotor, the artificial eyeball and the micro 

coiitrollcr will bc intcgratcd into thc sizc of the cyc pit volumc, it is critical 

to find the tiny and powerful and energy efficient motor for the system. The 

controller not only shoiild he sniall, but also shall be able to process the sen- 

sor signal and control the motor to drive the eyeball to move simultaneously 

witli tlie real e y .  Tlie further directions in this project are search for the 

smaller motor, trying out smaller size controller and necessa- compoiient, 

and integrate them into a small size system. 

0 The energy is very important issue in the further design of the robotic eye 

systeiii. The riiotor used to drive tlie eyebüll will corisunie lots of power, so 

low power design technique [154, 187, 180, 1781 has to be incorporated into 

the system. Search For high power, rechargeable and smaller siae hattery is 

an approach. In this case, the whole system should be very easily removable. 

Tliere are r~iatq liigli tecliiiical rediargeable solutions [172, 158, 183, 177: 163' 

160, 159, 179, 162, 185, 175, 176, 157, 181, 186, 1691, such as infrared charge 

and rnicrowave charge, which may be taken into consideration. 

a Sensor is always the key ta the success. Although the second generation 



of the sÿstem can detect the eye movement and control the motor to drive 

the artificial eye to move accordingly, the robustness, the stability of the 

systeni iieeds to be further tested and improved. hirtiier direction of the eye 

movement detection may be the residual signal of the injury eye socket, and 

O t her multisensor fusion techniques. Mu1 tiple sensor fusion technique can be 

used to prevent the sensor failure and recover the faulty data. 
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Section B: 
Details of Project 
(Note that spaces have been minimized in ihis electronic version of the form. Use "cut and 
paste" to add information. Do NOT indicate that the board should "see attached".) 

Description of the Project 

B 1. Provide a clear statement of purpose and objectives of the project. 

The aim of this project is to let the anophthalmic patient have a natural movement of his artificial 
eye. The loss of an eye cm be solved by the ocular implant. The artificial eye can be made like 
the real eye. But the problem is that it is static, and doesn't have the natural movement. Present 
study is to design a small automatic control system to let the artificial eye has the same natural 
movement as the real eye. 

82. State hypotheses and / or research questions. 

1) How to detect the real eye movement? 
2) How to use the real eye position signal to control the artificial eye movement? 
3) How to design the miniaturized control system? 

B3. Briefly summarize past human andor animal research, which has led to this project. 
(1 page maximum, 12-point font) 

A person with one eye missing, through various reasons, may suffer severely psychologically as 
well as physically. 

Figure. 1. The patient has bis lost eye replaced 

Patients with such defects rnay withâraw from society. The prosthesis has been created to replace 
the lost eye, as shown in figure 1. The prosthesis is an artificial eye, which appears n a d .  But it 



is static. The purpose of this paper is to develop an ocular system to help this kind of patient, so 
that the real eye and the artificial eye can have the same natural movement. 
The first step is to get the signal fiom the real eye. The artificial eye is mounted on a small 
servomotor. The control algorithm is to get the movernent signal from the real eye and use it to 
control the artificial eye. 
For eye movement sensing, the following methods are used: electrodes, magnetic induction, 
optical sensing, photoelectric methods and i n h e d  oculography, and video Imaghg. 
There are many methods that don? measure the mechanical movement of the eyeball itself, rather 
they measure the induced potential, which cause the eye movement; These include the electro- 
oculography signal sensing, electroretinogram signal sensing, and electromyogram sensing, etc. 
The resolution of these methods is around 1 degree. 
Fiber optic eye position sensing enables both horizontal and vertical eye positions to be 
determined with respect to a pair of eyeglass fiames placed on a subject (Drouin and Drake, 1987). 
The imaging lenses are mounted on a pair of eyeglass frarnes around the field of vision. This 
allows nonnal eye movement and unobstructed vision. The optical sensors detect light reflected 
fiom lefi and right of the iris and send UUs light through optical fibers to remote detectors. The 
instrument cm achieve accuracy of better than half a degree in the horizontal direction and three 
degree in the vertical direction. 
Nakano and others measured eye blink by image processing and application to detect the driver's 
drowsiness (Nakano, et al., 1996). 
Tock and Craw described a cornputer vision system for tracking the eyes of a car driver in order 
to measure the eyelid separation (Tock and Craw, 1996). 
Sanjay and Harvinder concentrated on real-time removal of eye-blink and eyeball movement 
artifacts fiom the forehead EEG recordings (Sanjay, et al.. 1996). 
Eadie used an improved limbus reflection method to measure eye movements (Eadie, 1995). Eadie 
used a new technique, which involved illurninating the limbus with infrared radiation and 
measunng the difference in the reflected radiation as the eye moved. Practical realizations 
employ a pair of emitterldetector systems directed at opposite sides of the eye and ampli@ the 
difference between the detected signals as the eye moves. The use of a pair of emitterldetectors 
has been shown to improve the linearity of the system. The methods above can detect the eye 
movement, but the system is large and cornplex, it can't be used in small system. The following 
methods fiom Japan researchers provide the idea to use the small device and get the signal from 
the real eye. 
There were also some simple devices used infrared sensors to detect the eye blink, although the 
speed might be slow and the precision might be low, the device was simple and easy to use. 
From al1 the methods and systems and devices, a suitabie method can be found to design a small 
eye rnovement detection and control system. 
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Description of Sample/Population. 

B4. Descnbe the numbers and type(s) of subjects to be included. If appropriate, speciQ nurnber 
of subjects in each study group. Pmvide a rationale for the sample size and include sample 
size calculations where appropriate. 

This experimental study tries to find out that the subject without oculormotor disabilities c m  
have their eye movement detected by the EOG and IR method, and the signal can be used to 
control the artificial eyeball movement. The number is temporarily set between 10 and 20. The 
subjects will have no known oculomotor disabilities. They will al1 be able to understand the 
tasks. 
BS. List any subject inclusion/exclusion criteria. 

The only cntenon is that the subject should have at least one natural eye. 

86. Will subjects be recruited who are - 

Under 18 years of age 
Cognitively impaired 
Residing in institutions (e.g. prison, 

extended care facility) 
S tudents 



Employees of researchexfs)' organization 
In emergency or life-threatening situations 
Have language barriers (eg. illiterate, 

not English-speaking, dysphasic) 
In another country 

Description of Research Procedures 

87. Provide a summary of the design and procedures of the research. Include details of any 
specific manipulations/interventions and measures: quantity, type and route of administration of 
dmgs or radiation; operations; tests; use of devices that are prototypic or altered frorn those in 
clinical use; time cornmitment for subjects; rnethod of data analysis. 
(Maximum 2 pages using 12-point font. Append questionnaires, interview protocols, if 
applicable.) 

Use EOG (Electrooculography) to detect the eye horizontal movement 
1) System set up 

EiE+-' 
Figurez: Eye movement detection system 

Above is the block diagram of the eye movement detection system. 
2) Configuration of the electrode setup is s h o w  in figure 3 

Figure 3: Electrode configuration 



As shown in the figure3, two electrodes are placed on the skin to the outside of each eye. The 
reference electrode is placed on the lower forehead above the nose. The eye behaves like a dipole 
rotating through an inhomogeneous volume conductor (the head), the EOG being the d.c. signal 
that is measurable at the surface of the volume. The horizonially placed pair of electrodes will 
detect the signals with the angular deflection of the eye, which will be amplified and send to the 
cornputer through DAQ card. 

3) m o l e  experimental system set up 
The whole system is setup as s h o w  in figure4. EOG signal is detected by the system and the 
signal is sent to the micro controller through the interface. The micro controller uses the natural 
eye position signal to control the artificial eye movement to the corresponding position. 

Mtcro 
conmller 

Figure 4: Use the artificial eye to track the real eye movement system set up 
4) Protocol 

1. Preparation 
The subject is introduced to the present project, the apparatus being used, and the 
tasks to be completed. 
2. Electrode application 
Alcohol swab is used to clean the skin in the electrode locations. Fine sand paper is 
used to clear the skin and reduce surface offset potential. Silvedsilver chlonde 
disposable electrodes are then attached to the three locations around the head. Each 
electrode has electrode gel included, these are standard electrodes used clinically for 
electrical recording. 
3. Testing 

The testing protocol is a mainly tracking task. The subject is asked to focus on a specific target 
and then the signal is measured. The signal is filtered and fed to an A/D card for use by the micro 
controller. 

5) Task 



The subject is asked to stabilize his/her head. The subject he/she is asked to look to the left, right, 
and to the center. Then the subject is asked to move the eye horizontally. A calibration cume will 
be generated, and then the eye position signal will be used to move the artificial eyeball 
accordingly. The whole procedure will be recorded. Both eye position as measured by the target 
location and EOG signal will be recorded. 

Use Infrared array to detect the eye horizontal movement 

The emitter and the detectors are mounted to the M e  of the eyeglasses that subject will 
Wear. The emitter sends out the infrared light to illuminate the eye. The reflected inFrared 
light is detected by the detector array. As shown in figure 5, the detector array is fixed so 
the position of the detector is fixed. The reflected light will change according to the eye 
position. The reflected light signal is converted to a digital signal and transferred to the 
micro controller. Through sensor fusion algorithrn, the eye position cm be açquired 

modulate 
signal 

1 1 1 r i i i 1 1  

1 eye position 

demodulate 
signal cuirent amp. 

Fig. 5. Infrared emitter array (left panel) and eye position acquisition block diagram (Rght panel) 

2) Protocol 

Protocol is similar to EOG experiment. The subject wears the eyeglass with the infrared array 
instead of the electrodes. 

B8. Which treatments or procedures are additional to those required for standard patient care? 



Infrared measurement of eye position is not commonly used clinically, however, IR 
measurements are used in some other ophthalmology. EOG measurements of eye position are 
routinely used. 
B9. If the procedures include a blind, under what conditions will the code be broken and what 

provisions have been made for this? Who will have the code? 

Obtaining Consent 

B 10. Clearly detail who will be recmiting subjects and obtaining consent, and the procedures for 
doing this. If appropriate, speciq whether subjects will be randomly assigned to groups before 

or after consent has been attained. 

Subjects will recmited at the U of A and Glenrose hospital. Recruitment will be via 
announcement at posted in electrical engineering and Glenrose hospital. U of A student 
volunteers will be recruited by contact with department directors. 

B 1 1. Attach a copy of consent form(s), information sheets and al1 recmitment notices, letters or 
advertisements. (See Appendix A of Guidelines. Use of standard Consent is highly 
recommended .) 

B 12. Specify methods for dealing with groups identified in #B6. If the subjects are not 
ablekompetent to give hilly infortned consent, who will consent on tiieir behalf! 

Potential subjects will not be coniacted directly. 

B 13. What is the reading level of the Information Letter? 
What is the reading level of the Consent F o n ?  

Grade 7. 
(For most populations, the target level is Grade 8. See Appendix A of Guidelines for 
information on calculating reading level. The Standard Consent Template is Grade 7.) 

What steps have been taken to make the consent form and subject information 
documents comprehensible to the person giving consent? (Please include a statement 
on how the reading level was determined, Le.: level was detennined using Word Perfect 
6.0) 

B 14. If subjects will be offered compensation for participating in the research, provide details. 



Specify the arnount, what the compensation is for, and how payment will be determined for 
subjects who do not complete the study. 

Only volunteers will be recruited. 

B 15. Do any of the procedures include the use of deception or partial disclosure of information 
to subjects? 

[ 1 Yes Provide rationale for deception or partial disclosure. Describe the 
procedures for (a) debriefing the subjects and @) giving hem a second 
opportunity to consent to participate afler debriefing. 

Risks and Benefits 

B 16. What are the benefits of the proposed research for the subject and I or for scientific 
knowledge in general? 

The subjects who have two normal eyes will not receive any benefits. Patients who lost one of 
their eyes will receive great benefit from this automatic control device designed to provide more 
natural appearance prosthesis. 

B 17. What adverse effects may result fiom the research? (Include risks, discornfort, 
incapaci ty, psychological risks, and any reported side effects of procedure or 
dnig.) How will adverse effects be dealt with? 

There is no possibility of electncal shock, since we will use battery power. 
For the IR eye measurement, there are four level of risks pecified by William A. Hyman, Gerald 
E. Miller, and Joseph S. Neigut [I l .  These are: 
Class power 

1 <0.1mw 
2 >class 1 but <= Lmw 
3 > class 2 but <=5mw 
4 > class 3 but <=0.5w 
5 >O.Sw 

The emission level for this experiment is calculated as follows: 

Emitter energy = E, = 0.5 mw/cm2 (from the manufactured specification sheet) 
Sensitivity area = &=O. 17 mm' . (fiom the manufactured specification sheet) 
Therefore the total energy efficient with the ara is 



E,o,l = 0.5 rnw.0. 17*104 =8 .~* lO*~  mw. 
Which is below the lowest level of risk specified by William A. Hyman, Gerald E. Miller, and 
Joseph S. Neigut. 

References 

[ l ]  William A. Hyman, Gerald E. Miller, and Joseph S. Neigut. (1992) Laser diode for head 
pointing and environmental controi In: RESNA intemational'92. pp377-379 

Privacy and Corifidentiality 

B18. What steps will be taken to respect privacy of subjects and protect confidential data? 
The principal investigator or faculty supervisor will retain al1 data for a period of seven years 
after the project is cornplete. 

B 19. Identify any agencies or individuals who will have access to confidential data now or in the 
fiiture. 

820. Do you anticipate secondary analysis of these data? (Note that secondary analysis requires 
further research ethics approval.) 



CONSENT FORM 
Pari 1: 

Title of Project: Desim. - sensin~ and control of an artificial eve-im~lant for naniral eve movement 

Principal Investigator(s): Jianjun Gu phone number(s): (780) 492-4875 

Part 2: 
During this experirnent, three electrodes will be put on the three locations of the head. The 

subject is required to keep hidher head steady and move his/her eye according to the instruction 
of the principal investigator. To prevent electrical shock, we are using battery power. 

We have calculated the infiared levels to be safe. 

Do you understand that you have been asked to be in a research study'? 

Have you read and received a copy of the attached Information Shcet'? 

Do you understand the benefits and risks involved in taking part in this 
research study? 

Have you had an opportunity to ask questions and discuss this study? 

Do you understand that you are free to refuse to participate or withdraw from 
the study at any time'? You do not have to give a reason and it will not affect 
your care. (Use wording ctppropriate to your sir bject group) 

Has the issue of confidentiality been explained to you? Do you understand 
who will have access to your records? 

Do you want the investigator(s) to inform your fmily doctor that you are 
participating in this research study'? If so, please provide your doctor's name: 

(N.B. This question is optional). 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 

This study was expiained to me by: 

1 agree to take part in this study. 

Signature of Research Participant Date W itness 

Printed Name Printed Name 

1 believe that the person signing this form understands what is involved in the study and voluntarily agrees to 
participate. 

Signature of Investigator or Designee Date 



Information Sbeet 
Title of Proiect: 

Desim. - sensing and control of an artificial eve-implant for natural eve movement 
Name of Princi~al Investinator : 

Name: Jianjun Gu 
Title(s): Ph. D. Candidate 
Department 1 Program: Department of Electrical and Computer Engineering 
Mailing address for ethics information: 238 CiviVElectrical Engineering Building 
Telephone: (780) 492-4875 Fax: (780) 492- 18 1 1 E-Mail: Jason@nyquist.ee.ualberta.ca 

Name of Co-Iavestieators 
Narne: Dr. Cook 
Title(s): Professor and Dean, Faculty of Rehabilitation Medicine 
DepartmentlProgram: Faculty of Rehabilitation Medicine 
Mailing address: 

Al Cook 
Faculty of Rehabilitation Medicine 
University of Alberta 
3-48 Corbett HaIl 
Edmonton, AB T6G 2G4 

Telephone: (780) 492-599 1 Fax: (780) 492- 1626 E-Mail: Al.Cook@ualberta.ca 
Name: Dr. Max Meng 

Title(s): Associate Professor and Director, ElecCncal and Computer Engineering 
Department/Program: Department of Electrical and Computer Engineering 
Mailing address: 

Department of Electrical and Computer Engineering 
University of Alberta 
Edmonton, Alberta 
Canada T6G 2G7 

Telephone: (780) 492-59 17 Fax: (780) 492- 18 1 1 E-Mail: Max.Meng@Ualberta.Ca 
Statement of DurDose and obiectives of the ~roiect. 
The aim of this project is to let the anophthalmic patient have a natural movement of his artificial 
eye. The loss of an eye can be solved by the ocular implant. The artificial eye c m  be made like 
the real eye. But the problem is that it is static, and doesn't have the natural movement. Present 
study is to design a small automatic control system to let the artificial eye has the same natural 
movement as the real eye. 
Risk of the ex~eriment. 
During this experiment, three electrodes will be put on the three locations of the head. The 
subject is required to keep hidher head steady and move his/her eye according to the instruction 
of the principal investigator. To prevent electrical shock, we are using battery power. 
We have calculated the infrared levels to be safe. 
Privacv of subiects and - orotect coafidential data 



The principal investigator or faculty supervisor will retain al1 data for a period of seven years 
after the project is complete. The name of the subject, private information of the subject and the 
data of the subject will not be released without the permission of the subject. 
The subject can withdraw fiom the experiment anytime without any reason, and stop to be a 
volunteer. 
Protocol 

1. Preparaiion 
The subject is introduced to the present project. the apparatus being used, and the tasks to be 
completed. 

2. Electrode application 
Alcohol swab is used to clean the skin in the electrode locations. Fine sand paper is used to clear 
the skin and reduce surface offset potential. Silver/silver chlonde disposable electrodes are then 
attached to the three locations around the head. Each electrode has electrode gel included, these 
are standard electrodes used clinically for electrical recording. 

3. Testing 
The testing protocol is a mainly tracking task. The subject is asked to focus on a specific target 
and then the signal is measured. The signal is filtered and fed to an A D  card for use by the micro 
controller. 

4 Task 

The subject is asked to stabilize hisher head. The subject helshe is asked to look to the lefi, right, 
and to the center. Then the subject is asked to move the eye honzontally. A calibration curve will 
be generated, and then the eye position signal will be used to move the artificial eyeball 
accordingly. The whole procedure will be recorded. Both eye position as measured by the target 
location and EOG signai will be recorded. 
5 The emitter and the detecton are mounted to the fiame of the eyeglasses that subject will 
Wear. The emitter sends out the infiared light to illuminate the eye. The reflected infrared light is 
detected by the detector array. The detector array is fixed so the position of the detector is fixed. 
The reflected light will change according to the eye position. The reflected light signal is 
converted to a digital signal and transferred to the micro controller. Through sensor fusion 
algorithm, the eye position can be acquired 
Protocol is similar to EOG experiment. The subject wears the eyeglass with the i n h e d  amy  
instead of the electrodes. 



Volunteer Wanted 

Electrical and Cornputer Engineering 
Title of Proiect: 

Design. sensine and control of an artificial eve-implant for natural eve movement 

Statement of DiirDose and obiectives of the ~roiect. 

The aim of this project is to let the anophthalmic patient have a natural movement of his artificial 
eye. The loss of an eye can be solved by the ocular implant. The artificial eye c m  be made like 
the real eye. But the problem is that it is static, and doesn't have the natural movement. Present 
study is to design a small automatic control system to let the artificial eye has the same natural 
movement as the real eye. 

Risk of the ex~criment. 
During this experiment, three electrodes will be put on the three locations of the head. The 
subject is required to keep hidher head steady and move hidher eye according to the instruction 
of the principal investigator. To prevent electrical shock, we are using battery power. 
We have calculated the infiared levels to be safe. 

Contact information: 
Narne: Dr. Max Meng 
Telephone: (780) 492-59 17 Fax: (780) 492- 18 1 1 E-Mail: Max.Meng@Ualberta.Ca 
Name: Dr. Cook 
Telephone: (780) 492-599 1 Fax: (780) 492- 1626 E-Mail: Al.Cook@ualberta.ca 
Name: Jianjun Gu 
Telephone: (780) 492-4875 Fax: (780) 492- 1 8 1 1 E-Mail: Jason@nyquist.ee.ualberta.ca 



Volunteer Wanted 

Glenrose Rehabilitation hospital 

Title of Proiect: 
Desien sensine and control of an artificial eve-implant for natural eve movement 

Statement of puroose and obiectives of the aroiect. 

The aim of this project is to let the anophthalmic patient have a natural movement of his artificial 
eye. The loss of an eye cari be solved by the ocular implant. The artificial eye cm be made like 
the real eye. But the problem is that it is static, and doesn't have the natural movement. Present 
study is to design a small automatic control system to let the artificial eye has the sarne natural 
movement as the real eye. 

Risk of the ex~eriment. 
During this experiment, three electrodes will be put on the three locations of the head. The 
subject is required to keep hisfher head steady and move hisher eye according to the instruction 
of the principal investigator. To prevent electrical shock, we are using battery power. 
We have calculated the infiared levels to be safe. 

Contact information: 
Name: Dr. Max Meng 
Telephone: (780) 492-591 7 Fax: (780) 492- 18 1 1 E-Mail: Max.Meng@Ualberta.Ca 
Narne: Dr. Cook 
Telephone: (780) 492-599 1 Fax: (780) 492- 1626 E-Mail: Al.Cook@ualberta.ca 
Narne: Jianjun Gu 
Telephone: (780) 492-4875 Fax: (780) 492- 18 1 1 E-Mail: Jason@nyquist.ee.ualberta.ca 




