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Abstract 

Continuous wave ranging systems have an inherent problem of range ambiguity. 

Direct sequence spread spectmm is added to an existing commercial CW ranging system 

to elirninate the ambiguity and to capitalize on the other advantages that spread spectmm 

offen. These include increased process gain and multipath rejection. 

The proposal investigates the different functions required to modify the existing 

continuous wave system. Circuits and components are designed and analyzed to 

implement the specific functions. Al1 the digital components are modeled and simulated 

on a Field Programmable Gate Array. The analog components are evaiuated through 

experiments and the results are presented. From the results of the simulations and 

analyses, it is concluded that the implementation of the proposal is both feasible and 

practical. 
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Chapter One 

1. INTRODUCTION 

Technological advances in almost every field came about due to the need to 

achieve more capabilities than what wese currentl y available. These advances established 

newer and increased capacities. which led to a further need for technological 

advancements. These development cycles of various technologies led to today's modem 

world of sophistication and technological advances to perform various tasks more 

efficiently. Figure 1.1 shows a typical development cycle. 

Capacit y 

t Technological 

/ Advancements 

Figure 1.1 Development Cycle 

One such development cycle was that of navigation. It has led to various 

techniques and methods to achieve new capacities, which have led to more needs that 

required more precision and reliable positioning. This thesis addresses this need and a 



new technique is proposed which is based upon combining two existing techniques, to 

satisfy the newer needs for more accuracy and reliability in positioning. 

1.1 Development of Navigation Techniques 

In early medieval times, European people were relatively stationary; the need for 

traveling large distances from home was not necessary. As nade grew and the exchange 

of goods with other settlements became more cornmon, people traveled farther distances 

from their homes, from which the need for position location (the knowledge of present 

location with reference to a known location) originated. The knowledge of landmarks and 

coastal features was used to establish position location during early land and coastal 

trading missions. As trade routes became more extensive, this technique was enhanced by 

creating man-made landmarks to guide other traders and travelers to distant locations. At 

first. directions for the use of these landmarks were passed on orally from master to 

apprentice. Record keeping of these directions was the next step towards navigating 

efficiently . 

As voyagers ventured across the ocean, the use of landmarks became less 

practicable and the need for better techniques developed. The magnetic compas, 

introduced in the 12th century, was the main navigational aid to Mediterranean sailors. 

This led to the technique of dead-reckoning, derived from the term deduced reckoning, 

which used the ship's course and speed to estimate current position. Estimation was not 

sufficiently accurate for long voyages, which led to navigation through the observation of 

heavenly bodies, particularly the Sun, the moon and the pole star. Techniques of celestial 

navigation enabled 15th century Portuguese sailors to sail beyond Mediterranean waters. 



These were the early days of the "Age of Discovery" where sailors carried out methodical 

exploration of the Atlantic. During this era, the technique of finding latitude and 

longitude from astronomical observations was established. When out of the sight of land, 

sailors could detemine a ship's position with increased reliability. These techniques 

became the buis of modem navigation. 

The need for determining exact position led to other methods and development of 

new tools and devices. The sextant and Jacob's staff had calibrated scales and a sight 

which were used to line up the heavenly body and the horizon. giving the longitude and 

latitude of the current location. In the mid 1700s the first official British nautical almanac 

was published to help sailors determine longitude frorn lunar observations. At about the 

same time. accurate time keeping devices such as the chronometer aided marinen by 

providing reliable and accurate ascertainment of latitude and longitude. [1] 

In the early 1800s the concept of "Line of Position" was discovered, which was 

basically a line indicating a series of possible positions of a craft, usually determined by 

observation [2]. The point intersection of two such lines of position gave the position of 

the craft, also known as a "fix". This technique of position fixing is the bais of today's 

modem navigation and position location, the only difference king in the methods of 

obtaining the lines of position and the accuracy obtained. The need for more accurate and 

faster readings led to more technologicai advancements. Devices such as the gyrocompass 

and sonic depth sounders were used in addition to the existing techniques for position 

location. 



In the early 20th century, the first radio aid to navigation was invented. A radio 

transmitted a time signal, which was used to detennine longitude, in effect replacing the 

chronometer. Later on with more advancements in technology the ship's bearings could 

be detennined from three land based radio transmitters using the line of position 

technique. Radio techniques had the definite advantage over the other observation 

methods of not being affected by weather conditions such as fog or cloudiness. 

During World War I and after, technological advances in the field of radio 

navigational techniques and electronics took place rapidly to respond to more stringent 

navigational needs for flying machines. Even faster position location was required during 

World War II. The problem of enemy detection led to the invention of RADAR (radio 

detection and ranging), using high frequency radio energy. The RADAR system 

illuminates the air space with radio waves, and when a target such as an aircraft enters 

this air space, it scatters part of the radio energy. This small scattering is picked up by the 

receiver, whereupon amplification shows the presence of the aircraft. To enhance this 

capability, different modifications were made to determine the range and bearing of the 

aircraft. In the 1940s and 1950s the technique of hyperbolic navigation came into use. 

This rnethod involves lines of position in the form of hyperbolas, based upon accurate 

measurement of the difference in time taken by radio signals from two fixed transmitters 

to reach the receiver. This hyperbolic technique led to systems like LORAN (Long 

RAnge Navigation), OMEGA and even to the present day technology of GPS (Global 

Positioning System). 



The applications of navigation that were developed mainly for military exigencies 

have now been extended to many civilian uses such as sports and mining. The application 

most closely linked to early navigation is surveying. The accuracy needed for surveying 

and other commercial applications led to further advancements in technology; to obtain 

accurate position location more accurate range measurement techniques were developed. 

Accurate positioning is needed mostly in applications like precision farming, mine 

sweeping, driverless vehicles, etc. In farming, where rewtitive work is involved and 

utilization of expensive chemicals are used to improve yield, precisely guiding the 

operator to avoid waste of time and chemicals is necessary. In mine sweeping mapping 

and locating the explosive charge on a field and safe detonation or defusing requires high 

accuracy. Navigating a dnverless vehicle to perform repetitious or dangerous tasks also 

requires high accuracy. 

This thesis will investigate two modem radio range measurement techniques that 

provides accurate positioning and proposes one hybnd technique to overcome the 

shortcomings of each technique. Before a detailed analysis of the two range measurement 

techniques cm be undertaken however, a bief description of other ranging techniques 

must be given and the terminology used in conjunction with these techniques defined. 

1.2 Range Measurement 

The basic principle of most current range measurement techniques is the 

measurement of propagation delay of a periodic wave. SONAR ranging, infrared ranging 

and radio frequency ranging are the three most commonly used range rneasurement 



techniques today. Depending on the frequency of the periodic waves used, these 

techniques are best suited for certain applications. 

SONAR range measurement: The SONAR (an acronym for Sound 

NAvigation and Ranging) method is based on the reflection of underwater 

sound waves traveling at the rate of 1,500 meterkec (5,000 feetlsec). A typical 

SONAR system emits an ultrasonic wave at a frequency range anywhere from 

above 20 kHz to 1 GHz (audible sound waves extend from 30 to 20,000 HZ). 

The attenuation of sound waves increases with the frequency used; higher 

frequency waves attenuate more. The sound waves are subject to refraction, 

reflection and scattering upon interception of a solid object. 

A SONAR system transmits a short pulse of sound energy using an 

undenvater hydrophone; the time taken by the waves reflected by a target to 

reach the transmitter indicates the position of the target. The applications of 

this method mainly lie in underwater detection and location of objects by 

acoustical echo. The extent and effectiveness of SONAR can be affected by 

turbulence in the water, unwanted reflection by the surface and sound 

interference from aquatic animals (dolphins and whales). 

Infrared laser range measurement: Emission of energy as electromagnetic 

waves in the portion of the spectrum just beyond the limit of the red portion of 

visible radiation is known as infrared radiation. The speed of infrared waves 

traveling through air is the same as that of the speed of light (3 x log m/s). 

The infrared laser (light amplification by stimulated emission of radiation) is 



generated by focusing a high intensity beam of infrared light. To measure 

distance, this bearn of infrared laser is transmitted and reflected from a highly 

reflective and focused prism arrangement. The amount of time required for the 

light to retum to the transmitter would indicate the distance of the reflector 

from the transmitter. 

This technique normally yields a very accurate distance measurement, 

usually in the order of magnitude of centimeters. Due to the highly accurate 

measurement capability, the main application of infrared ranging has been in 

the field of commercial surveying. The main limitation of this technique is 

that line of sight is required and that, distortion or attenuation of the reflected 

wave due to any atmosphenc condition ieads to erron. Presence of heat waves 

rising from the ground or dust clouds may also result in reduced accuracy or 

inoperability. 

RF (Radio frequency) range measurement: Al1 RF signals travel at the 

speed of light and are subject to effects of reflection, refraction and scattering. 

RF waves extend from 3 kHz to 1ûûû GHz and have different characteristics 

that are related to the frequency. Different navigational applications have 

utilized these differences. All radio frequency signals are subject to a fixed 

rate of propagation, approximately 3.7 pec/km (6 psedmile) in air. 

Measurement of propagation delay from a transmitter to a receiver indicates 

the distance between the transmitter and the receiver. Because signaling 

waveforms and modulation are also functions of time, the difference in a 

signaiing waveform seen at the receiver from that present at the transmitter 



can also be direct1 y related and used to measure distance. The advantage of 

using any kind of radio frequency is that atmospheric factors do not affect the 

capability of measuring position. The limitations of any RF position 

measurement system are interference from unwanted reflection, constructive 

and destructive addition of reflection from the ionosphere and ground ( known 

as multipath ), or reception from other transrnitting sources. Obstacles cm 

cause the RF system to become inoperable or lead to erroneous position 

measurement. 

RF ranging techniques are currently the most common method used by systems to 

yield positioning information. A brief investigation of the most commonly used RF 

ranging applications will illustrate their particular characteristics. 

1.3 Types of RF Ranging 

The different rnethods used to measure propagation delay of a periodic wave 

through air result in systems or techniques with different limitations and advantages. The 

following sections describe briefly the principle and the capacity of some common RF 

ranging techniques. 

1.3.1 RADAR 

This is one of the most commonly known applications of radio frequency ranging. 

This method was originally developed for military applications. The property of RF 

waves reflecting from conductive surfaces is utilized. A highly directional antenna is 



used to transmit a pulse of RF wave towards a conductive target. The time required for 

the reflection caused by the target to reach back to the antenna is then measured. This 

measured time is a representation of the distance of the target from the antenna. The 

target is not aware of its detection and no special hardware is required at the target 

(passive system). This technique is particularly useful for military applications. However, 

the accuracy of the received reading is nomally in the order of tens of meters. Accuracy 

is limited by the ability of the system to accurately measure the time difference between 

transmission and reception of a RADAR pulse. A further limitation to this system is the 

inability to distinguish signals that are reflected by other objects. 

1.33 Multiple frequency / Tone ranging 

This technique uses multiple coherent tones that modulate a camer. Al1 tones are 

started from the same phase. At a point distant from the point of origin, al1 the tones have 

a unique phase relationship with respect to each other. This information reduces the 

ambiguity. Ambiguity is a problem with single frequency continuous wave systems in 

which the integer number of cycles is unknown. The resolution of measunng range at the 

receiver depends on the ability to measure the phase of the highest tone. This technique is 

limited by the abiiity to produce coherent tones. 

1.3.3 CW (Continuous Wave) ranging 

In this technique a camer is transmitted with a known phase, and the phase of the 

reflection received from a stationary reflective transponder is measured. The phase 

difference is proportional to the distance traveled by the carrier from the transrnitter to the 

transponder and back. The phase difference from one transmitter and one reflector results 



in a hyperbolic line of positions. Intersection of more than one such hyperbola provides 

the position of the receiver with respect to the position of the transmitter and the reflector. 

Very fine accuracy can be achieved if an accurate phase measurement technique is 

available. A CW system has been developed using accurate phase measurement to 

achieve position measurement accuracy to within f 15 cm (141. This accuracy is 

obtained by measuring the phase using digital techniques. and compensating for various 

delays within the system[ 151. 

This CW method has a limitation of not k ing able to resolve the measured range 

over more than one wavelength unless initialization and cycle tracking are used. Another 

weakness of the technique is due to the operation on a single frequency multipath and 

fading can render the system inoperable in certain areas. 

13.4 Spread spectrum ranging 

Spread spectrum techniques were initially developed by the military to send data 

and messages without king affected by jamming (intentional interference) or detection 

by the enemy. This is done by transmitting the information on a much larger bandwidth 

than is necessary. This is called spreading. A pseudo-random (noise like) pattem known 

to both the transmitter and the receiver is transmitted and upon reception the same pattem 

is used to collapse the spread signal. Since the camer energy is spread over a wide 

spectrum the effects of multipath and fading are minimal for a spread spectrum system as 

compared to a CW system. 

Spread spectrum systems have applications in advanced communication as well as 

for position location. The spread spectrum technique is utilized in today's GPS. which 



was developed for military applications to guide missiles and aircraft during tactical 

operations, there are three different types of spread spectrum systems : chirp, direct 

sequence and frequency hopping. 

Pulsed FM (frequency modulation) systems or chirp spread spectrum does not 

strictly employ any coding as in other spread spectrum techniques. The wide transmit 

bandwidth is achieved by transmitting a pulse of constant amplitude and duration. This 

frequency transmitted in this duration is linearly increased or decreased. This varying 

frequency pulse is known as a chirp signal. The main application of this technique was to 

improve the performance of the RADAR by achieving transmit power reduction.[l3] 

Direct sequence spread spectrum systems use a binary code to modulate the 

carrier to achieve a wider bandwidth. The propagation delay of the code. as seen at the 

receiver, is measured to detennine a position. The code cycle and rate determines the 

performance of a direct sequence spread spectrum system. The basic resolution of ranging 

is proportional to the bit rate of the binary code. 

In frequency hopping spread spectrum systems a binary code shifts the carrier 

frequency in a discrete pattern. The code rate employed in these systems is far lower than 

that of direct sequence spread spectrum systems. Although ranging can be achieved just 

as in direct sequence systems, position resolution is poorer because of the lower code 

rates. This technique is mainly used for securely transmitting voice and data. 



This thesis investigates currently used RF range measurement techniques for land 

based navigation, specifically for accurate mapping ( within 0.5 meter accuracy ) and 

guiding autonomous vehicles. Two RF systems are exarnined, one which uses the 

continuous wave technique and one which is based upon a spread spectnim technique. 

The continuous wave technique is more vulnerable to multipath and interference 

( intentional or unintentional ) but capable of measuring accurate distance within one 

carrier cycle. It also requires initialization and carrier tracking to overcome the cycle 

ambiguity problem. The spread spectrum technique, on the other hand, has good rejection 

for multipath and interference and also can resolve range measurements over large 

distances without any ambiguity. It also provides the capability of achieving process gain 

which enables the system to operate in noisy conditions. However the position resolution 

of a spread spectrum system is limited by the bit rate of the code used ( chip rate ). 

The continuous wave positioning technique though very accurate is still 

ambiguous and has limited operability in presence of interference. The spread spectmm 

positioning technique is not as accurate as the continuous wave technique but has no 

ambiguity probiems for a large distances and has excellent immunity to interference. It 

would be desirable to develop a system that incorporates the advantages of both -- -- 

accurate, unambiguous and immune to interference. This hybrid system would be based 

on the continuous wave technique but would use the spread spectrum technique to resolve 

the ambiguity problem and be immune to interference. 



Before the design characteristics of the hybrid system can be detemined, the 

characteristics of the systems from which it will be derived must be thoroughly 

understood. Chapter 2 provides a detailed analysis of the characteristics of the continuous 

wave and two spread spectrurn ranging techniques ( FH and DS ) as well as the systems 

that have been developed from them. An investigation is canied out to determine which 

of the two spread spectrum techniques is more suitable for integration with the CW 

system to implement the hybrid system. This thesis then proposes the design 

specifications of the h ybrid system w hich combines the two techniques. 



Chapter Two 

2. Continuous Wave And Spread Spectrum 

Continuous wave ranging is the simplest form of ranging in that it applies the 

basic pnnciple of measuring the propagation delay of a periodic wave. Many commercial 

navigational aids are based on the continuous wave ranging technique. Most of these 

systems use the hyperbolic method to resolve position. 

The primary navigational system used in the aircraft industry is VOR (Very High 

Frequency Omni-Directional Range). which gives bearing and range of aircraft to beacons 

located on the ground. OMEGA, developed originally for ships, uses very low frequency 

radio beams sent out by eight ground based stations around the world. GPS, developed 

primady for the military during the "cold war", uses a constellation of 24 satellites which 

orbit around the earth. These satellites transmit range position information, which upon 

reception can achieve accuracy of 20 cm (restncted for military use). Recently with "the 

cold waf* no longer k ing  a threat, the applications of GPS were extended to civilian use 

that yielded accuracy in tens of meters. 

The proposed hybrid system will be a combination of the continuous wave and 

spread spectmm ranging systems. Although both systems determine range by the 

principle of measunng the propagation delay of the signal; the techniques are different, 

even though the technique to derive the position from the ranges is sirnilar. 



2.1 Ranghg Principle 

RF ranging systems use the principle of propagation delay to determine distance. 

The propagation velocity of an RF signal in air can be considered to be a constant. This 

is close to the speed of light which is 3 x 10' meters per second. Therefore there is a fixed 

delay for a signal to travel from point A to point B which is directly proportional to the 

time delay . Therefore: 

Where d = distance in meters; c is speed of light = 3 x 10' m/sec; and t = time delay in 

seconds. 

A continuous wave system transmits a sinusoidal carrier. Figure 2.1 depicts this 

signal at the transmitter and the receiver. The delay of this signal in time represents the 

range as is shown by equation (2.1). This tirne delay could also be measured in terms of 

the difference in phase. 
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Figure 2.1 Measurement of signal delay 

If the phase difference measured was 360' the distance traveled woulc 

a , at 

time 

fime 

i be the distance 

spanned by one cycle of the carrier. This distance traveled, called the wave length of the 

signal, is denoted by h (lambda), and given by: 

Where; c = 3 * IO mhec and f = frequency of the carrier signal (Hz). 

Therefore the distance traveled by the wave is given by multiplying the phase difference 

measured at the receiver in degrees by lB60 of the wavelength. Since the signal is 

periodic, the phase difference measured is also periodic with 0° king the same as 360°, 



or 720'. etc. Therefore the distance represented by the phase difference could be any 

integer number of wavelengths from the transmitter; it is ambiguous. This arnbiguity is 

eliminated in the CW system by having the receiver start at a predetermined distance 

from the transmitter. As the receiver moves, the wavelength roll-overs are uacked to 

eliminate the ambiguity. This technique is known as wavelength counting or cycle 

tracking. 

In spread spectrum systems a periodic binary code is transmitted and the 

propagation delay is measured at the receiver. This delay is also related to the phase of the 

code seen at the receiver and is shown in Figure 2.2. The main difference between the 

spread spectrum and the CW technique is that the period of the code is very long and can 

attain a length which requires one week to repeat. This in tum represents the wave length 

of the code cycle which is typically thousands of kilometers. 

I I 
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Figure 2.2 Range measurement by spread spectnim system. 



The technique to measure the delay is different from that of the CW system. The receiver 

generates a local replica of the uansmitted code; this code is then synchronized in phase 

with the received code. This phase adjustment at the receiver represents the time delay 

which is used to derive the range by using equation 2.1. However the resolution of the 

phase measurement is not continuous; it is in discrete steps of one cycle (chip) of the 

dock used to generate the code. Since the code modulates the carrier. the clock frequency 

must be much lower than the carrier's frequency. The resolution of this ranging technique 

is much larger than that of the CW system. 

2 m 2  Achieving Position Fix from distance measurement 

Measuring range from a fixed transmitter using either technique would yield a 

distance. The loci of the possible fixes would be a circle from the transmitter with a 

radius equal to this distance. Measuring range from more than one transmitter would then 

yield multiple circles, whose point of intersection is the position of the receiver with 

respect to the transmitters. 

The phase delay which represents the range can only be obtained by cornparing it 

with a reference. This reference signal is transmitted to the other system entities 

(beacons). The delay in transmitting the reference signal to each of the beacons is 

subtracted from the delay of the signal from the beacons to the mobile. There are two 

delays here, one from the reference station to the beacons to the mobile and the other 

from the reference station to the mobile. The difference (pseudorange) between these 

delays is a constant, which produces a loci of possible positions, a hyperbola. Each 



reference station produces a set of hyperbolas. The intersection of these hyperbolas from 

each of the stations leads to a position fix at the mobile. 

In the CW system the pseudoranges have ambiguities which are resolved by 

starting over a known point and cycle tracking. 

In the spread spectnim system the pseudorange is represented by the difference of 

the delay of the code reaching the mobile frorn the beacon and from the master. There are 

no ambiguities as in the CW system. 

2.3 Ranging systems 

2.3.1 CW systems 

Land navigation systems are very few and limited. However one existing 

commercial CWRH (Continuous Wave Reflective Hyperbolic) positioning system can 

achieve a range accuracy of + 15 cm. This system is primarily intended for land based. 

low cost navigation and vehicle guidance [21]. The low cost and accuracy makes this 

CWRH system an ideal choice as the bais for the hybrid system under consideration. The 

following detailed investigation of the CWRH positioning system establishes its 

capabilities and limitations as weli as determining its capacity to fom the core for the 

hybrid system. 

The CWRH positioning systern operates at the low VHF spectnim at 44 MHz. 

The selection of this particular frequency was based upon the propagation properties of 

the associated wavelength and the accuracy requirement of I 15 cm. 



Electromagnetic waves have different propagation properties at different 

wavelengths. Shoner waves travel in a straight line confined to the line of sight. Longer 

waves. greater than 10 meten, exhibit diffraction when king transmitted through air 

which helps them to bend and follow the earth's curvature resulting in a longer travel path 

than that of the shorter waves. Radio frequencies, when intercepted by conducting objects 

having dimensions of one, half or quarter wavelength, sets up a resonating field in the 

object. This resonating field can cause almost total reflection causing a nul1 (blind) spot 

behind the object. However if the intercepting object is not an ideal conductor a portion 

of the RF wave is seen on the other side, causing an attenuated signal to be present behind 

the object. The transmission of shorter waves can be attenuated or absorbed by foliage, 

trees and other small conductive objects. Wavelengths in the order of centimeters can be 

absorbed by water particles in clouds, rain and atmospheric moisture. Since the 44 MHz 

carrier chosen for the CWRH system is at the low end of the VHF spectrum, it exhibits 

the propagation propenies of longer waves of bending and achieving more range than line 

of sight. Also due to the wavelength king in the order of 7 meten, trees, foliage and 

clouds have very little effect on propagation resulting in penetration through these 

obstacles. 

With the phase measurement resolution of the CWRH system being 256 steps in 

one wavelength, the choice of a frequency with a longer wavelength would result in lower 

accuracy. On the other hand the choice of a shorter wavelength would result in an 

increase of accuracy but would decrease the stability of phase measurement due to noise. 



The system embodies one master transmitter to synchronize the system, three or 

more beacons (stationary reflective transponders) [17) and a mobile receiver(s). The 

master transmits a synchronization pulse to time synchronize the reflectors and the 

mobile receivers. The beacons are uniquely identified in the system with time division 

multiplexing. The beacons receive and reflect in their allotted time; for example beacon 

number 1 receives and transmits first after the synchronization pulse. 

The master transmits the synchronization pulse with a unique carrier phase 

sequence; the end of this sequence is the time indication of master to beacon number 1 

transmission. The master transmits a known carrier phase for a fixed time, and beacon 

number I receives the carrier. At the end of master to beacon transmission time beacon 

number 1 transmits the sarne phase of the carrier as seen at the beacon during the master 

to beacon 1 transmission period. This process in effect represents a true reflection. This 

cycle is canied out for al1 the beacons in the system. After the last beacon transmits the 

cycle is completed. Completion of the cycle is indicated to the system by a small time 

interval of dead air where no transmission takes place from any beacon or master. Figure 

2.3 illustrates a typical modulation cycle. 

Figure 2.3. Modulation Cycle (87 ms) 



The beacons produce an ideal reflection by measunng their own transmitted phase 

and compensating the next transmission accordingly for any phase delays introduced in 

the receive section of the beacon. The reflectors also adjust the drift in the oscillators by 

constantly adjusting the onboard reference oscillator to that of the master. The phase of 

the carrier transmitted by the reflector, as seen at the master relative to the reference 

oscillator of the master, is indicative of the distance between the master and the reflector. 

The phase difference is caused by the delay in propagation, and hence the phase 

difference can be translated to range distance using the speed of light. 

The mobile receivers synchronize to the master and receive the transmission of 

the master and the reflectors. After synchronization the phase of the master to beacon 

transmission and beacon reflection is measured. The phase received by the mobile 

represents the direct path from master to mobile and the roundabout path from master-to- 

beacon-to-mobile. This is depicted in Figure 2.4. 

rDirect Path 

Beacon % 

of position 

Figure 2.4 Reception of signal at mobile 



The difference in phase of these two signals (direct and reflected) is constant over 

a hyperbola passing through the mobile ( Figure 2.4 ). The intersection of two or more 

hyperbolas created by other beacons can determine the position of the mobile, relative to 

the known fixed positions of the master and the beacons. 

The beacons and the mobiles must measure the phase of the received carrier very 

precisely to yield an accuracy of + 15 cm. The beacons have to be precise in measuring 

the received phase and offsetting the transrnitted carrier phase in order to achieve ideai 

reflection, whereas the mobile has to only measure the received phase accurately to 

detennine its position. The method by which the system achieves this accuracy in phase 

measurement can be shown by a detailed anaiysis of the operation of the beacon. The 

beacon in the CWRH system contains both the transmitter and the receiver, which are 

present in the master and the mobile respectively. The block diagram of the beacon used 

in the CWRH system is shown in Figure 2.5. 
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Figure 2.5 Intemal block diagram of the beacon in the CWRH system. 



The block diagrarn shows the different mixdown stages for the receive section and the 

transmit section. The shaded area shows the transmit section of the beacon. The receive 

patb is shown on the left hand side of the fi y re .  

The receive section consists of three mixers with local oscillators derived from 

one common reference (1 1 MHz Oscillator). The received carrier is mixed down to a 10w 

frequency signal of 43 kHz which is then fed into a phase-measurement circuit. The 

phase-measurement circuit re~ds the phase of the 43 kHz signal with respect to the 

reference 43 kHz signal derived from the stable crystal oscillator. This phase of the mixed 

down 43 kHz signal is a direct representation of the phase of the received carrier [20]. 

The block diagrarn of the phase-measurement circuit is shown in Figure 2.6. 
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Figure 2.6 Phase-measurement circuit for CWRH system 
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kHz occurs. The latch command controller. registers the count to the data bus on the 

negative edge of the 1 1 MHz clock (assurning the counter operates on the positive edge of 

the clock) to ensure a stable counter state and synchronization with the 1 1 MHz dock. 

The transmit section uses the locally generated reference 43 kHz signal and the 

sarne local oscillaton as the receive section to generate the carrier frequency. The stability 

of the generated carrier is maintained by the phase iocked loop shown in the shaded 

portion of Figure 2.5. The transmit section also has the capability of offsetting the phase 

digitally to any 11256' part of the 43 kHz reference. This is achieved by the phase locked 

loop fomed by the VCO, the phase detector and the mixers. Changing the phase of the 

reference in a phase locked loop changes the phase of the output frequency. During 

transmission, the phase of the reference is offset using an 8 bit counter and an 8 bit digital 

comparator. The value of the desired phase is loaded on to one port of the comparator and 

the output of the counter is loaded on the other port. The output of the comparator is a 

pulse wave fonn of 43 kHz. This 43 kHz signal is the reference input of a digital phase 

detector. which is a part of the transmit phase locked loop. 

Accurate refiection of received phase at the beacon is achieved measuring the 

phase of a transmitted carrier. The system performs a compensation check by determining 

the difference in the phase value measured to the desired phase value transmitted. This 

difference in phase is then adjusted appropriately for the next transmission of the carrier. 

The CWRH system has the advantage of measuring the phase very accurately to 

1/256th of a wave length, resulting in a basic resolution of 2.6 cm for a wave length of 

6.8 1 meters. After accounting for the system and measurement noise the CWRH achieves 



an accuracy of t 15 cm. Although the accuracy of the system is very high, there is an 

ambiguity for a distance of more than a wave length. This ambiguity is resolved by 

tracking the velocity of the mobile and counting the wavelengths after initializing over a 

known position. The process of initializing is a limitation of the systern due to the fact 

that in the event of losing track of the wave length due to signal loss or multipath the 

ability of position locating is lost. This could be improved by the spread spectrum 

technique which is capable of operating in noisy conditions. 

2.32 Spread Spectrum systems 

Spread spectrum techniques date back to pre-World War II years, and at that time 

its usage was considered to be a highly classified activityl41. The term "spread spectrum" 

is used to describe a technique or a group of modulation techniques which deliberately 

employ large bandwidths to send relatively small amounts of information. A spread 

spectrum system is classified by two basic critena[5]: 

a) The transmitted bandwidth is much larger than the bandwidth of the 

information king  sent. 

b) Some lunction other than the information k ing  transmitted is employed to 

determine the resultant transmitted signal bandwidth. 

The spreading of the spectrum or transmitting a bandwidth larger than the information 

sent is achieved by modulating the carrier with a signal having a large bandwidth (e.g., 

square wave). 



The purpose and applicability of spread spectrum techniques are fourfold[6]: 

undetectable transmission 

interference suppression 

energy density reduction 

ranging or time delay measurements. 

The ability to transmit without occupying any one frequency is advantageous for 

many military applications where transmission must be undetectable by the enemy. This 

is achieved by spreading the carrier and occupying a larger bandwidth compared to the 

base band signal. 

Interference suppression is the major advantage of spread spectrum systems. 

Protection against jamming (intentional or unintentional) enables two or more spread 

spectrum systems to transmit simultaneously at the same carrier frequency but using 

different codes to spread the carrier. This simultaneous transmission of many channels is 

known as CDMA (code-division-multiple-access). Another focm of interference, 

suppressed by spread spectrurn systems, is the self interference caused by multipath in 

which delayed versions of the signal, arriving via altemate paths. interfere with the direct 

path transmissions. 

Reduction of the energy density of the transmitted signal helps to meet 

international spectrum allocation regulation requirements, minimizes detectability and 

maintains privacy of transmitted data. By spreading the signal energy over a wider 

bandwidth, total transmitted power can be increased, resulting in improved performance. 



Ranging or time delay measurements applied to position location using spread 

spectrum techniques is rapidly gaining popularity. The spread spectrum signal used for 

ranging is a long sequence of polarity changes (binary PSK modulation). Upon reception, 

this is corrected against a local replica and "lined up" to perform an accurate range or 

delay measurement[ï]. The PN (pseudo-noise) code has a long cycle and the phase of the 

cycle is unique and can be easily detemined dunng synchronization at the receiver. 

Range measurement is achieved by rneasuring the phase delay of the code between the 

receiver and the transmitter. 

In spread spectmm systems the ratio of the spread or transmitted bandwidth to the 

rate of the information sent is called "Processing Gain". A system with 33 dB processing 

gain would offer a 33 dB improvement in signal to noise ratio between the receiver W 

input and the baseband output. 

Figure 2.7 illustrates a basic PN encoded transrnitter[6]. The data from the source 

is coded by an appropriate coding scheme and modulated on to the carrier, which in Nm 

is modulated by the PN code. This modulated signal has a bandwidth many times larger 

than the data bandwidth. The signal is intercepted by the receiver antenna and fed to the 

PN acquisition circuit. The receiver generates the same PN code as generated by the 

transmitter. The locally generated code is tested with the received signal for each possible 

code phase until they are synchronized. This locally generated code is used to cancel the 

PN code of the received signal, thus reducing the spectrum to the original data bandwidth. 
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There are several methods of obtaining these PN codes as suggested by Baumen. 

Easterling, Goulomb and Viterbi, A.[9], Gold [10], Painter[ 1 11. Peterson [12], and many 

other authors. 

Using these binary codes there are two basic types of modulation techniques: 

frequency hopping, and direct sequence. 

"Frequency hopping" modulation is more accurately termed as "multiple 

frequency, code selected. FSK (frequency shift keying)". This means that a Frequency 

Hopping system utilizes more than two frequencies to perform FSK (as opposed to only 

two frequencies in a normal FSK system) and the shifting from one frequency to another 

is detennined by a preset code. Typical Frequency hopping systems have a number of 

frequencies available, which are selected on the basis of the PN code in combination with 

the data to be transmitted [8]. A frequency hopping system basically consists of a PN 

code generator and a frequency synthesizer capable of responding to the code. Ideally the 

instantaneous output is a single frequency. A typical frequency hopping system is as 

shown in Figure 2.8. 
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Figure 2.8 Basic Frequency Hopping Sysiem 



The main disadvantage of a frequency hopping system is the inability to achieve 

high chip rates for the code: frequency synthesis at rates higher than 1 Mcps (Mega chips 

per second) is almost impossible or very complicated to implement. A typical frequency 

hopping spread spectrum system has the chip rates in kilochips to hundred kilochips per 

second. Because of these lower chip rates the range resolution of frequency hopping 

systems is very poor [8]. Thus position location is not a commonly used application for 

frequency hopping spread spectnim systems. However there is a proposal for applying FH 

to ranging systems suggested by Toth [18]. 

Direct sequence systems employ a high speed code sequence, in addition to the 

base band information, to rnodulate the carrier using double sideband suppressed carrier 

techniques. In the general case the modulation may be AM (pulse), FM, or any other 

amplitude- or angle-modulation fonn. However the most common method is 180 degree 

bi-phase modulation. 

The direct-sequence receiver multiplies the received signal with a locally 

generated replica. Assurning that the transmitter and the receiver code are synchronous, 

the carrier inversions transmitted are removed and the original carrier is restored. This 

narrow band carrier is then passed through a bandpass filter, which passes only baseband 

modulated carrier. Any received signal, not synchronous with the coded reference of the 

receiver. is spread to a bandwidth equal to its own bandwidth plus the bandwidth of the 

reference. This ensures that the bandpass filter can reject almost al1 the power of the 

undesired signal. This mechanism of multiplication and filtering provides the desired 



signal with an advantage or "process gain". Figure 2.9 shows a typical direct-sequence 

system. 
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Figure 2.9 Direct sequence spread spectrum system. a) Transmitter ; b) Receiver 



The implementation of a direct sequence spread spectrum system is not as 

complicated as that of the frequency hopping system. The PN code can be generated 

using standard digital logic, and the spreading of the carrier is achieved by modulating the 

digital code using a double balanced mixer. The receiver in a direct sequence system can 

also implement digital techniques for synchronization. This ability of direct sequence 

spread spectrum systems to implement higher chip rates and the ease of implementation 

makes direct sequence techniques a better choice over the frequency hopping technique as 

a partner for the CWRH system. 

To achieve a position fix a typical direct sequence spread spectrum ranging 

system would use the same hyperbolic method as the CWRH system. The system consists 

of a master and more than two reflective transponders (beacons). The master transmits the 

spread carrier to which al1 the transponders and the mobiles synchronize. The beacons 

measure the phase of the code received after synchronizing to the master transmission. 

This phase is then set as the transmit code phase, during beacon transmission time. The 

PN code transmitted by the beacon could be the same as that of the master's, or a different 

code (CDMA). The mobile receives signals from the master and the beacon and 

synchronizes accordingly. Setting the phase of the code received from the master as a 

reference, the difference of the phase received from the beacons to this reference is 

measured. This difference is then used to calculate a pseudorange. Several pseudoranges 

from several beacons form the loci of multiple hyperbolas which intersect and determine 

the mobile's position. If the same code is used by the beacons to transmit the reflection 

from the master, the master transmit time and the beacon transmit time must be distinct in 

order for the mobile to distinguish the different transmissions. 



Direct sequence systems have been applied in space exploration programs since 

the 1960s. The military is a major user of spread spectrum; one such system is the 

TDRSS (Tracking and Data Relay Satellite System). This system employs two separate 

spread spectrum signals transmitted simultaneously. One signal is a 1023 chip long Gold 

code bi-phase modulated carrier and the other is also bi-phase modulated camer, but with 

a linear maximal code whose length is 26 1,888 (256 x 1023). This is obtained by 

tnincating a normal 218-1 code. The two carriers are sent simultaneously at the same 

frequency. but the long code is modulated to the quadrature phase carrier of the 1023 

code. The receiver then treats these two signals as independent bi-phase signals. 

GPS, derived frorn the TDRSS technique, is another system using spread 

spectrum. This system uses a constellation of 24 satellites, each in a 12 hour orbit, with 

up to six satellites in view at any given time[16]. Each of the satellites generate two L- 

band carrien, narnely L1 - 1575.42 MHz and L2 - 1227.6 MHz. Similar to the TDRSS 

system, there is a 1023 chip Gold code, and a 6.19 x 10'' chip (one week long) code. The 

short code is known as the "clear access or C/A code", aiso known as the Coarse 

Acquisition code. The long code is known as the "Protected or the P code, also known as 

the Precision code. Figure 2.10 shows the transmitter block diagram for a GPS satellite. 
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Figure 2.10 Satellite transmitter for GPS system. [8] 

The L 1 carrier is bi-phase modulated with the short code, and the long code bi- 

phase modulates the quadrature phase of the LI carrier. The L2 carrier gets bi-phase 

modulated by the same long code. Further, the 1023-chip shon code is divided to provide 

a 50 kHz clock for data transmission. The data provides information for the receivers to 

synchronize to the long code. 

The GPS system used by the military transmits positioning information along with 

other data from the satellites over such large distance in noisy conditions. The receivers 

on the ground are able to obtain their current position by effectively filtering out the noise 

and deriving the positioning information from the satellites. This shows that the GPS 

system using the direct sequence technique can achieve satisfactory signal reception with 

low SNR (signal to noise ratio). Therefore direct sequence systems are most suited for 

ranging for their ability to reject noise and to resolve range to within a chip of the PN 

code. Applications have been developed using GPS to guide military personnel and 

vehicles to perform tactical operations. There are other civilian uses. to which only the 



C/A code is available, for sports, rescue teams, etc. Because the P code is not available 

for civilian use, achieving submeter accuracy with GPS system is quite complicated. A 

di fferen t system could be implemen ted using similar direct sequence techniques, that 

would meet or exceed the accuracy of the military version of GPS. Even higher accuracy 

can be obtained if the phase of the carrier is measured. The CWRH system has the 

capability of measuring phase of the carrier to within 1/256th of a carrier cycle. 

If a hybrid system is developed to integrate the direct sequence techniques with 

the CWRH system the advantages of the GPS system can be incorporated in the CWRH 

system. Also since the chip rate required is not very high, the implementation can be 

achieved on relatively low speed logic. 

2.4 Direct sequence spread spectrum and CWRH system 

Table 2.1 shows a comparison of the two ranging techniques; continuous wave 

and direct sequence spread spectrum. The comparison indicates that the advantages of 

spread spectnim could be used by a continuous wave system to provide improved 

performance and reliability. The spreading of the carrier over a wide band of frequencies 

minimizes the problems of multipath nulls and interference inherent in continuous wave 

systems. 



Table 2.1. Cornparison of ranging techniques. 

Good resolution within one 
wave!ength. 

Continuous wave 

Ambiguity over one wave length 

Range resolution depends on code rate 

Direct-sequence Spread spectrum 
L 

Ambiguity only over large distances (depends 
on the code cycle) 

bandwidth as big as data More noise like (therefore undetectable 
transmission) 

1 Must have positive S N  1 Can operate below arnbient noise I 
Simple synchronization required to 
receive signal 

Synchronization more difficult 

The CWRH system can measure phase very accurately to within one cycle, but 

still has the limitation of k ing unable to resolve the ambiguity of distances larger than 

one carrier cycle without enhancements. The system currently resolves the ambiguity by 

initializing the mobile over a known location and subsequently tracking the wavelengths. 

Due to the utilization of single frequency the system is subject to multipath and fading 

which could lead to incorrect tracking, resulting in loss of position. 

As requirements for covering larger areas increases for the CWRH, the transmit 

power must also increase. The problems associated with higher power transmission are: 

more complex design, higher system power requirement, higher towers for stationary 

transmitters and more interference for other RF receivers such as TV and mobile radios 

operating at the harmonic frequency of the CWRH system. 

Spread spectrum techniques provide solutions to some of the mentioned problems. 

Direct sequence spread spectrum systems are particularly known for their ranging 



application. The code cycle frequency, being very low, has an effective wavelength of 

severai kilometers, which solves the problem of arnbiguous range for the continuous 

wave system. If a spread spectrum system was to operate at the CWRH operating 

frequency and if it could synchronize the Pseudonoise code to within less than half the 

carrier cycle; the phase of the carrier could be measured. This method could yield the 

accuracy of the CWRH system while maintaining the features of spread spectrum. 

The spread spectrum system aiso has an added advantage of process gain and 

resistance to jamming, which the continuous wave system lacks. The process gain of the 

hybrid system is determined by the rate of information transmitted, which is the duration 

of correlation of the received signal. Since there is no data transmission, the processing 

gain achieved by the system is very high. This results in a good signal to noise ratio of the 

received signal which leads to a wider coverage area or larger range of reception for an 

equivalent transmit power. A hybnd system combining the continuous wave and direct- 

sequence spread spectrum techniques would provide a good compromise in range 

resolution and the advantages of a spread spectnirn system. 

This thesis investigates and proposes the implementation of the hybrid ranging 

system using the existing CWRH system and the direct sequence spread spectrum 

system. The hybrid system combines the advantages of the CWRH system with that of 

the Spread Spectrum system. The hybrid system has to perform al1 the functions of a 

Direct Sequence Spread Spectrum system and also accurately measure the phase of the 

carrier. The requirement of having high chip rates to obtain a higher resolution is not 

necessary if the PN code synchronization can be achieved to within one degree of phase 



of the chip. It has been shown that it is possible to synchronize to within lllOOOth of a 

chip [19]. 

Figure 2.11 shows a graphical representation of different ranging techniques 

investigated. and the resulting hybrid ranging system is a combination of  two commonly 

used ranging techniques. 

Continuous wave w 
Ranging with carrier 
phase measurment 

- Hybnd 1 1 CW and Direct sequence spread spectrum 1 

Figure 2.1 1 Fiow chart for hybrid ranging system derivation 
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3. The Hybrid system 

Practical and efficient applications of precise positioning and navigating for 

faming, driverless vehicles and mapping, demands a system which has both the accuracy 

of the CWRH system and the robustness of the direct sequence spread spectrum 

technique. 

The hybrid system incorporates direct sequence spread spectrum to overcome the 

ambiguity problem and to improve the system's irnrnunity against interference. The 

hybrid system can be implemented by either taking an existing DSSS system and adding 

the accurate carrier phase measurement components to it or, altematively, by adding 

components to an existing CW system to perform the spread spectmm transmission and 

reception. Since the CWRH system is closely linked to the CW ranging technique and has 

the components for measuring the phase of the carrier accurately the latter approach of 

adding the spread spectrum componenü to it is chosen. The ranging technique and the 

modules (master, beacon and mobile) used for the hybrid system would be similar to 

those of the CWRH system. 

The CW system has the following specification which the hybrid system should 

meet or exceed. Table 3.1 shows the current specifications and the desired specifications 

from the hybrid system. 



Table 3.1 List of CW specifications applicable to the hybrid system. 

1 Range Resolution 13cm 13cm I 

Current CW specification Desired Hybrid system 
specification 

1 around master I I I 
Operaüng range radius 20 Km 

Number of beacons in the 

Regarding these specification and using the spread spectrum modulating technique the 

hybrid system would require the following functions to achieve a position fix. 

I 

> 20 Km 

system 

Range update rate 
(for 8 beacons) 

1. Measunng carrier phase accurately. 

8 

II. Spreading the carrier for transmission. 

8 

6.25 ranges per second 

III. Despreading the received signal. 

2 6.25 ranges per second 

N. Synchronizing and correlating to detemine the phase of the transmitted code. 

To convert the existing CWRH system to incorporate the direct sequence spread 

spectrum technique, items II, III and IV of the above list must be added. The components 

needed to achieve the spreading of the carrier are a bi-phase modulator and a PN code 

generator. Despreading is achieved with another bi-phase modulator as used for 

spreading the carrier along with another PN code generator. The correlation and 

synchronization of the PN code at the receiver is achieved by a PN code phase shifter and 

a correlation detector to measure the degree of synchronization. 



Before the components required to convert the CWRH system are described in 

detail, the function of the hybrid system modules are reviewed briefly. This functional 

description, although similar to the CWRH system, will clarify the technique used to 

obtain a position fix from the difference in phase of the PN code and the carrier. 

3.1 Ranging Technique 

The proposed ranging technique for the hybrid system will have the ability to 

measure the phase of the carrier like the CWRH system, and also have the ability to 

rneasure the phase of the PN code. The PN code, which has a slow repetition rate. 

effectively has a wavelength which is longer than the operating distance of the system. 

The measurement of phase within this effective long wave length enables the hybrid 

system to overcorne the ambiguity of the CWRH system. 

Similar to the CWRH system, the proposed hybrid system consists of a master, 

more than two beacons and multiple mobiles. The mobiles derive their position from the 

propagation delay of the signais received from the master and the beacons. The rnaster's 

transmission is used to transmit the timing information to synchronize the beacons and 

the mobiles. The master's transmitted carrier is also used to align the reference clocks on 

al1 other receivers. A typical setup of the system is shown in figure 3.1 



Figure 3. t Hybrid system setup 

The master and the beacons which are the stationary parts of the system are installed over 

known locations (CO-ordinates). This information is known to the mobiles and is used to 

derive their position. Ranging in the hybrid system is achieved as follows: 

Master: The master transmits the carrier with no phase modulation other than 

the modulation due to the PN code. The phase of the carrier transmitted and 

the phase of the PN code used to modulate the carrier is considered to be zero 

degrees by the beacons and the mobiles. 

Beacon: The beacon acts as an ideal reflector by transmitting the received 

signal from the master. It receives the spread carrier and adjusts its local PN 

code to synchronize with the received signal. The adjustment or the offset 

required to synchronize, is the propagation delay of the transmitted PN code. 

Once synchronized the local PN code should be within half a cycle of the 

carrier, whose phase is measured with the sarne technique as the CWRH 

system. This measured phase of the carrier and the PN code is then used to set 



the transmit section's carrier and the PN code. The beacon then transmits a 

carrier with the proper phase offset and modulated with the PN code. This 

process is termed as "reflection" of the received signal. 

To achieve a perfect reflection the beacon must adjust the transmit phase 

to be the same as that measured at the antenna durhg reception from the 

master. This adjustment compensates for the signal delay which occurs from 

the antenna through the receiver and back to the antenna. This delay should be 

zero, which is not the case and has a finite value; however it c m  be made to 

have an apparent delay of zero by adjusting the phase of the transmitted signal. 

This delay does not have a significant effect on the phase of the PN code. It is 

the carrier's phase that requires compensation [2 1,151. The amount of 

compensation can be considered to be constant over short pet-iods of time and 

adjustments to then are only necessary periodically. 

Mobile: The mobile receives from the master and al1 the beacons in the 

system. The master's transmission is used to synchronize the system' s timing 

and is used to measure the phase of PN code and the phase of the canier. The 

mobile then receives from beacon 1. The phase of the received carrier and the 

PN code measured from the beacon transmission is compared to the phase 

measurements of the master's transmission. The difference of the phases is 

indicative of a pseudo-range. A pseudo-range is the distance of the path from 

master-to-beacon-to-mobile minus the path from master-to-mobile. This 

difference is calculated for al1 the master beacon pain which pub the mobile 

on a hyperbolic (LOP) line-of-position for each pair, as shown in Figure 3.1. 



The intersections of these different hyperbolic LOPs results in the position of 

the mobile. 

The proposed hybrid system uses only a single channel for receiving from 

different transmitters. This necessitates the use of a multiplexing technique to allow the 

mobiles and the beacons to receive on a single channel. The existing CWRH system uses 

TDM where each transmitter is assigned a time dot. The hybrid system could use the 

sarne timing as that of the CWRH system. However since the hybrid system uses spread 

spectrum to transmit. it has the advantage of using other multiplexing techniques such as 

CDM ( Code Division Multiplexing). The reason for considering CDM would be to 

reduce the modulation cycle which would increase the rate of position fixes. Before the 

timing of the hybrid system is determined a closer examination of CDM will determine 

its effectiveness for the hybrid. 

For single channel systems employing spread carrier transmission. one form of 

multiplexing that could be considered is CDM (code division multiplexing). Code 

division multiplexing is the ability to transmit multiple spread carriers on the same 

channel. The PN codes used for spreading the carrier are unique for each transmitter. 

However the receiver has aprior knowledge of them. Al1 signals other than the one king 

received, appear as interference or noise and are rejected. Spread spectrum ranging 

systems commonly use CDM for multiplexing among beacons. Each transmitter in the 

system utilizes a unique PN code to spread the carrier. The receiver selectively tunes to a 

particular transmitter by despreading the received signal with the same PN code as that of 

the transmitter. This selective tuning is known as correlation. This selective tuning is only 



effective when al1 the codes used in the system are such that the receiver can uniquely 

identify each transmission. Therefore the code selected should satisfy the condition for 

CDM. 

An altemate method for multiplexing can be achieved by using a combination of 

TDM and CDM. With this method the transmitters are identified uniquely by the phase of 

the code. The code transmissions are staggered in time. The amount of staggering 

depends upon the maximum propagation delay the code has for the operating range of the 

system. The code staggering is selected so that the receiver cannot synchronize to more 

than one phase delayed transmission. This technique provides the use of a single code in 

the system, but requires one master to synchronize the transmission times of al1 other 

beacons. This method can be graphicaily represented as shown in Figure 3.2. 

I code length i 

Figure 3.2 Staggered system timing scheme 

l Master Master Dead Air i ...... *.*..*.*- 
Beacon 1 

The Master transmits for two complete PN code cycles, and then ceases transmission for 

. . 
S tagger . . * 

one code cycle. This marks the synchronization time for al1 the beacons and the mobile 

Beacon 2 

units. Beacon number 1 synchronizes with the master, and the phase of the PN code and 

length : s :  
Beacon 3 



the carrier is measured. Beacon I reflects the same PN code phase and the carrier phase at 

11s" of the second cycle of rnaster transmission. The beacon transmits for one code cycle 

and pauses for two full code cycles. The other beacons follow Beacon 1, separated by 

lfs" code length from each other. The separation of transmitting time between the 

beacons is set to ensure unambiguous code phase for the operational range of the hybrid 

system. The desired operational range for the hybrid system from Table 3.1 is currently 

specified to be greater than 25 km; therefore selecting a value of 50 km would provide 

adequate coverage. 

The rate and length of the code to be used for the proposed technique will 

determine the amount of code length separation from one beacon transmission to the 

other. The type of code selected should have a unique correlation to facilitate 

transmission of more than one beacon at the same time. The details of the proposed 

multiplexing technique for the hybrid system are then given in section 3.2.1.3, after the 

type of PN code has been selected. 

3.2 The Hybrid System Components 

The Beacon in the hybrid system contains both. the hardware for transmitting and 

receiving, whereas the master contains only the transmitter and the mobile contains only 

the receiver. Therefore al1 the components required to conven the CWRH system to the 

hybrid system can be discussed by using the beacon. 

To achieve the functionality of carrier spreading. a modulator is required which 

can flip the phase of the carrier corresponding to the PN code. A PN code generator is 



attached to one input of the modulator. The modulator and the PN code generator are the 

two main components of the transmit section. The receive section requires a despreader to 

despread the received spread camer. This is achieved by a modulator similar to that used 

in the transmit section. The modulator modulates the incoming spread signal with a PN 

code. generated at the receiver. If this PN code is in phase with the received signal, the 

output of the modulator is the despread carrier. The received PN code's phase is subject 

to a propagation delay which is unknown. Thus in order to adjust for this phase delay. a 

code phase shifter is required. The arnount of shifting required is controlled by the 

correlation detector whose output is proportional to the offset in synchronization of the 

received PN code to the local PN code. These two components; the code shifter and the 

correlation detector form the synchronization circuit. 

Figure 3.3 shows the block diagram for the proposed hybrid system. The shaded 

blocks in the figure indicate the additional components needed to perform the above 

functions. The components required for this operation are indicated by dotted box in the 

Figure 3.3. 
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Figure 3.3 The proposed hybrid system 
(Components added to the CWRH system are shown in the shaded regions) 



3.2.1 PN code Generation 

The cntical element of any spread spectrum system is the PN code. It determines 

how the carrier is spread. The selection of the code cm affect the operational range and 

the process gain of the system. The code selected will also affect the degree of noise 

immunity the system can achieve. Before a code generation method is chosen, the chip 

rate, the lenph of the code, and the type of code must be established. 

3.2.1.1 Selection chip rate and length of the PN Code 

It is desired that the proposed hybrid system will achieve the desired 

specifications in Table 3.1. Since the same phase measurement technique as that of the 

CWRH system is used, range resolution of 3 cm should be achievable. This is required 

for applications intended for surveying [14] and vehicle guidance [2 1 1. 

To eliminate the carrier cycle ambiguity of the CWRH system the receiver should 

have the capability of synchronizing the local PN code to within less than half the 

duration of a carrier cycle from perfect synchronization. This would ensure that the 

carrier phase measured is the unambiguous phase from the point of full synchronization 

of the code. The number of camer cycles in a chip basically determines the chip rate of 

the PN code. Some systems can achieve synchronization to within 1/ 1000~ of a chip [19]. 

The proposed hybrid system is designed to synchronize and measure to within 1/256th of 

a chip. This 11256th of a chip should establish carrier phase measurement to less than half 

of the camer cycle to avoid any ambiguity. Setting the system carrier to be 44.56 MHz, 

then one cycle duration is 22.44 nano seconds, and a half cycle is 1 1.22 nano seconds. To 

achieve synchronization to within half the carrier cycle in 256 steps, a chip of width 



2.873 p e c  ( [11.22] * 256 ) or a chip rate of 348.125 kHz results. This would be the 

lowest chip rate. To overcome the ambiguity resolution based on the synchronization to 

within U256 of a chip. 

Since the chip rate is directly proportional to the processing gain of the system a 

higher chip rate would be desired. However a higher chip rate would also increase the 

transmitted signal bandwidth which would be physically limited by the system. For a 

typical spread spectrum system the main lobe of the sinx/x spectrum is transmitted which 

is two times the chip rate. Assuming that the transmit bandwidth is to be less than 2 MHz; 

then the chiprate must be less than 1 MHz. Another consideration when selecting the chip 

rate would be the coherency of the chiprate with the reference dock (1  1 MHz). The 

desired chip rate will have a value between 1 MHz and 384 kHz and be coherent with the 

1 1 MHz crystal reference. To have a coherent signal the reference should be used to 

generate the dock for the code generator. Dividing the reference and mixing is a common 

technique to achieve coherency. The following equation shows how two signals, which 

are derivatives of the crystal frequency. can be added to yield a chip clock frequency of 

738.0789 kHz. 

Crystal frequency = 1 1.1 14600 MHz 

crystal crystal 
chip dock frequency = + = 738078 Hz. 

16 256 

The reason for employing this frequency is that the divide by 16 and the divide by 256 

signals are already present on the existing CWRH system. So a chiprate of 738.0789 kHz, 



is selected for the chip rate. It is derived from the crystal reference as shown, results in a 

transmit bandwidth of 1.47 MHz, and resolves to approximately 25 % of the carrier cycle. 

With the chip rate established, the appropriate length of the PN code can be 

determined. The code must be of sufficient length to ensure an unarnbiguous code phase 

at the receiver. If the staggered multiplexing technique proposed earlier is adopted, the 

amount of stagger, measured as code phase, must be large enough to ensure no ambiguiiy 

This is accomplished by having the time of the staggered section longer than the 

propagation delay of the operating range of the system. The desired operating range for 

the hybrid system, is set to 50 km as described earlier. To ensure unambiguous code for 

this range, the minimum stagger length should have a duration of 166.67 pec.  This 

translates to 123 chips at a chip rate of 738.078 lcHz selected earlier. From the desired 

specification of the hybrid system. for a total of 8 beacons in the system, a code length of 

984 chips would have ro be chosen to accommodate this stagger length of 123 chips in 

one code cycle. Since the PN code is generated using digital techniques the number of 

chips in a code are based on 2" -1, where n is number of stages in the shift register. 

Therefore using 10 stages would result in a code king 1023 (2"- 1)  chips long. 

3.2.1.2 Type of PN code Sequence 

The type of PN code to be selected for the system depends upon the type of 

multiplexing technique used. The staggered technique proposed in section 3.1 is a 

compromise between the TDM and the CDM techniques. The T'DM method is the 

simplest to irnplement. The CDM method and the staggered method proposed for the 

hybrid, where more than one beacon transmits at any given time, requires the code to be 



selected more carefully. Before a code is selected different properties of the code, such as 

the auto-correlation and the cross-correlation will be investigated. 

The measurement of how well the PN codes match is termed as the degree of 

correlation. This is given by number of bits of agreement minus the number of bits of 

disagreement for one code length. This degree of correlation is a value that is obtained for 

the given pair of codes and their phase. Figure 3.4 shows how correlation value is 

achieved for two binary sequences. The plot of such correlation values over al1 the phases 

of the code would result in a correlation function of the code. 
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Figure 3.4 Correlation 

The correlation function of a code when compared to itself is maximum only at 

zero phase shift. This maximum value is equal to the number of bits in the code. This 

correlation function is known as the auto-correlation of a code. The correlation function 

of a code when cornpared to a different code (with al1 the phase shifts) results in a plot of 

correlation values which is a function similar to the autocorrelation function except that 

the maximum values of the cross-correlation function is always below the maximum 

values of the auto-correlation function. 

Figure 3.5 shows the a typical cross-correlation and auto-correlation function of a code. It 

is seen that the inphase correlation value is the largest and is greater than any other 

correlation value. 
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Figure 3.5 Correlation functions of a Gold code 

When selecting the PN code for a CDM system, it is desirable to have the 

maximum margin between the maximum autocorrelation value and al1 other values. This 

would maximize the receiver's ability to synchronize only to the desired code. The Gold 

code is a commonly used PN code selected for CDM. The Gold codes, have a good 

deteministic cross-correlation which is significantly lower than the maximum 

autocorrelation value. However the auto-correlation for a Gold code is not a minimum 

and constant in magnitude for dl the phase shifts of the code as cornpared to a maximal 

sequence. GPS is a typical exarnple of a spread spectrum ranging system which employs 

Gold code as the system's PN code. The other advantage of the Gold code is that a large 

number of Gold codes can be generated for a given generator hence opening the 

possibility of a large number of transrnitters operating in the same channel. Therefore a 

CDM system identifies each transmitter by the code it receives. 



The code required for the staggered multiplexing technique proposed for the 

hybrid system, does not have to be unique for each beacon since the different beacons are 

identified by the time they transmit with respect to the master transmission time. Since 

only one code is employed the auto-correlation function of the code should have the 

largest margin between inphase and out-of-phase correlation values. The code selected 

should also be such that the phase of the code can be offset easily. This would enable the 

mobile to switch from one beacon transmission to another for fast acquisition and 

synchronizing during range measurement. These requirements of unique auto-correlation 

and the ability to shift phase are the properties of a maximal linear code sequence often 

called as the rn-sequences or the PN-codes. 

By definition, maximal code sequences are the longest codes that can be 

generated by a binary shift register of a given length. If n is the number of stages in a 

sequence generator the maximal length sequence is 2'> - 1 chips long. The shift register 

sequence generator consists of a shift register with feedback of a logical combination of 

two or more stages fed to the input. This feedback logical combination is most commonly 

a modulo two adder. Figure 3.6 shows general maximal sequence generator. 

Linear code 
Length = P " 

Figure 3.6 Linear Code Generator for P-ary Shift Register 



One of the important properties of a maximal sequence is that the autocorrelation 

values for the sequence are such that for al1 values of phase shift, the correlation value is 

- 1, except for the O t 1 chip phase shift area. The autocorrelation function of a linear 

maximal sequence is as shown in Figure 3.7 

O Chip Shift (magnitude= 2" - 1) 
I 
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Figure 3.7 Autocorrelation of a maximal sequence 

Crosscorrelation of the code is another property of the PN code which should be 

considered when using CDM. Crosscorrelation of maximal sequences are undeterministic 

and very poor. However since the hybrid system is not intended to be used with other 

codes, the crosscorrelation property is irrelevant. 

There are other interesting propenies of m-sequence codes which upon adding 

two similar length sequences of different phases, results in a non maximal Iinear 

sequence. This property is utilized by the GPS which uses a Gold Code[l6]. Gold codes 

provide a compromise between the high autocorrelation and the low crosscorrelation of 

the maximal linear sequence. This is especially attractive for military applications where 

signal jamming and detection is a major concem. 



3.2.1.3 System Tiniing 

After knowing the chip rate and the length of the PN code to be used in the 

hybrid system the proposa1 for staggered code for time division muitiplexing becomes 

clearer. The selected code ensures that only one code can be used by the whole system. 

The unique auto-correlation of the code along with the staggered transmissions would 

have a unique correlation function for each transmitter at the receiver. The arnount of 

staggering depends on the operating range of the system. It was detemined that for a 

maximum operating range of 50 km the stagger length required would be 128 chips at a 

chiprate of 738 kHz. This is the minimum stagger time required between different 

transmissions. 

The hybrid system is intended to operate in a local area, this introduces another 

problem known as the near-far problern. The near-far problem occurs when transmitters 

are located in a local area. The receiver when operating close to a transmitter can be 

jammed by this nearby transmitter while trying to receive from a more distant transmitter. 

The figure below shows a typical situation of a near-far problem. 

Transmitter 1 Transmit ter 2 

Figure 3.8 Near-far effect in a local area spread spectrum system 



For a typical CDM system this is a comrnon problem, when al1 the transmitters are 

transmitting sirnultaneously. The range within which a receiver cm operate near the 

vicinity of a transmitter without k ing  jammed is determined by the jamming margin of 

the receiver. For example, if the ratio of distances to a receiver from two transmitters is 

100 then the difference in signal level arriving at the receiver is IO', assuming square 

law propagation[22]. The signal arrjving from the closer transmitter is 10,000 times 

stronger than the other transmitter. If the receiver is trying to receive from the distant 

transmitter than it experiences a jarnming to signal ratio of 4 0  dB from the nearby 

transmitter. For the receiver to operate satisfactorily in the above condition it would 

require a jamming margin of 40 dB. 

Jamming margin is defined as the process gain minus the usable signai to noise 

ratio at the output of the receiver[8]. According to FCC part 15, a receiver should have at 

least 10 dB S/N at the output for a O dB S N  at the input. This means that the receiver has 

to produce an output signal which has 1 0  dB S/N or greater for any received signai. If the 

receiver has a processing gain then the receiver can interpret an input signal which has a 

negative S N  For example if the receiver has a processing gain of 15 dB then an input 

signal of -5 dB SIN can be used to produce a usable output. A receiver that operates or is 

capable of operating with a negative S/N ratio at the input is said to have a jamming 

margin. In the above example the receiver has a jamming margin of 5 dB. 

The near-far problem in the direct sequence system used in a local area, is an 

example of jamming. The nearby transmitter causes jamming when the receiver is 

receiving from the distant transmitter. The jamming margin of the receiver determines the 



range from a transmitter it can operate and successfully measure range from other 

beacons. The most common solution is using some form of TDM [22]. However since 

the proposed timing method for the hybrid system uses staggered transmissions the effect 

of jamming is reduced only by the period of simultaneous transmissions of two adjacent 

beacons. This effect of stagger length can be investigated to detennine the range of 

operation near the vicinity of a transmitter. The method for staggering was suggested for 

an increase in the rate of range measurements as compared to a complete TDM technique. 

An investigation of different stagger lengths will also reflect on the number of range 

measurements perfonned per second. 

To determine the jamming margin of the hybrid system let us consider the worst 

case where no staggering is used. The process gain of the hybnd system is given by Tflc; 

where T is the code length and Tc is the chip length; which is N or nurnber of chips in the 

code. This gives the hybrid system a process gain of 30 dB for a 1023 chip long code. 

Assuming the receiver complies with the FCC and DOC regulation, which requires it 

have a usable SM of 10 dB, the receiver can operate with a signal input of -20 dB. For 

the near-far probiem the ratio of the signal levels aniving at the receiver is the square of 

the ratio of the distances from the transmitters (assuming square law propagation). The 

jarnming signal transmitted by the near transmitter is 10 * log (ratio)' dB larger than the 

far transmitter. For the hybrid system having a jamming margin of 20 dB (J/S jarnming to 

signal ratio), the ratio of the distances to the receiver from the two transmitters can be 

determined. 



10 log ( (ratio)' } = 20 dB :. ratio = 10 ; which is the ratio of distance 

from the two transmitters at the receiver. If the distance between the transmitters is 

assumed as 10 km, then the minimum distance the receiver can be near a transmitter is 

1000 meters. This range from a uansmitter is considerable and makes a local area system 

limited. The near-far problem can be completely avoided if strictly TDM is employed as a 

multiplexing technique and not more than one transmitter is operating at any given time. 

The near-far problem also exists for the staggered technique. however the portion 

of the code and the duration of the time when only one beacon is iransmitting is not 

affected by this problem. The staggering however allows only part of the code to be 

jammed by the near transmitter. This partial jarnming allows the receiver to operate near 

a transmitter with an effective decrease in the receiver's process gain. For example. if 

there was no jamming the beacon's carrier phase is measured over one code length. This 

one full code length is seen as the data rate in the calculation of process gain for the 

receiver. However in the staggered method, if the receiver's output is totally unusable 

during the jammed portion of the code, the part of the code which is not overlapping 

becomes usable. This usable time when the carrier phase cm be measured can be seen as 

the new data rate. This new data rate is higher than the original data rate. which causes a 

decrease in process gain near the transmitter. For a stagger length of 118th code or 127 

chips the process gain reduces from 30 dB to 2 1 dB. Therefore if the hybrid system can 

operate with a processing gain of 20 dB the system can be usable even when close to a 

transmitter. Another technique which can be employed with the staggered method is that 

if the stagger length is such that only two other beacons are affected then the effect of the 



near far problem can be reduced. The beacons cm also be strategically placed so that the 

mobile does not necessarily require range information from the jammed beacons. 

The number of range measurements per second can be calculated for the stagger 

length of 118th of the code cycle. A total of 8 beacons are considered in the system. The 

whole modulation cycle for al1 the beacons and the master to transmit takes 3 code 

lengths or 4.15 msec. Assuming the receiver can measure phase from al1 the beacons and 

the master during this modulation cycle, a total of 240 measurements can be achieved for 

1 second. Table 3.2 shows the effect of different stagger lengths for the proposed 

multiplexing technique. 

Table 3.2 Cornparison of different stagger lengths in the near field 

Figure 3.9 shows the staggered multiplexing technique for the different lengths in the 

above table. The modulation cycle time indicates the number of range updates a system 

can possibly obtain. 
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Figure 3.9 Multiplexing for different stagger lengths 

As seen from Table 3.2 although staggenng provides an increase in the available range 

measurements per second, the effect of near far problem is still present. The applications 

for which the hybrid system is proposed; namely farming, mining etc., do not require high 

data rates. However these applications require the system to be operational near the 

transrnitters. This requirement makes it important to consider the option of having a 

stagger length of one full code length ; Le. full TDM. The number of range measurements 

per second for full TDM is still72, which is still considerably higher than the desired rate 

in Table 3.1. The other advantage is the process gain of the system is constant over the 

entire operating area. Therefore a modulation scheme with full TDM and no staggering is 

best suited for the proposed hybrid system. 



3.2.1.4 PN Code Generator 

The PN code generator can be made of any set of delay elements or shift 

registers. The number of shift registers detennine the length of the code generated. To 

generate a 1023 bit long PN code the shift register has to be ten bits long, i.e. 2'' -1 = 

Determination of the feedback taps for the generator is the next design detail. 

Convenient tables have been developed for the feedback connections[30] which yield 

maximal sequences. For a PN code which is 1023 bits long, a 10 bit shift register is 

needed with feed back taps from the 10' stage and the 3rd stage. 

1 
PN code 
Output 

I 

1 Paralle1 Load Register 1 

Figure 3.10 PN Code Generator Block Diagram 

The code generator must have the capability of offsetting the current phase to 

118th of the code cycle. This is required when measuring range from one beacon to 

another. The parallel load register enables the generator to start the code generator from 

any phase. 



3.2.2 Bi-Phase Modulation 

The PN code is used to modulate the carrier using phase shift keying. In a direct 

sequence system the carrier is modulated by phase shift keying at the code rate: that is for 

a "One" in the code pattern, one carrier phase(0 degree) is transmitted, and for a "Zero" a 

different a m e r  phase( 180 degree) is transmi tted. Direct sequence systems employ 

suppressed carrier transmission which requires that a balanced modulator be used. 

A balanced modulator cm be illustrated as a single pole double throw switch 

which has a carrier with zero phase shift connected to one contact and 180 degree phase 

shifted carrier connected to another. The rnodulating signal controls the pole of the 

switch. There are many commercially available balanced modulators 1 mixers, the most 

commonly used are the double balanced modulator / mixer. 
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Figure 3.1 1 Double Balanced Modulator 
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The spectrum of a PN code modulated carrier is a set of symmetrical distributed 

sidebands having an envelope of [(sin x )/ x12 function. The sidebands which are 

randomly placed apart from each other due to the randomness in the modulating code. 



The modulator that is used should provide good carrier and code suppression[23] 

to avoid narrow band interference and ease of delectability. There are readily available 

commercial components which performs the bi-phase modulation with excellent carrier 

and code suppression. 

3.2.3 Despreading and Correlation 

The spread carrier when received has to be de-spread to the original carrier. This 

process of recovenng the original carrier is known as correlation, where a local replica of 

the code is multiplied with the received signal. This locally generated PN code must be 

synchronized to the incoming PN code spread carrier to completely recover the carrier. In 

other words, if the transmitter code and the receiver code are time synchronized. then at 

each phase shift of the of the received signal the receiver code reverses the phase. Figure 

3.12 shows the carrier recovery perfomed by a correlator. 
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Figure 3.12 Carrier Spreading and Despreading 



There are two basic types of correlators: the "in-line" and the "heterodyne". The 

in-line correlator provides the simplest method of de-spreading the received PSK signal. 

In this method the local reference PN code is fed to one of the inputs of a balanced 

modulator, and the received signal is fed to the other input of the modulator. The in-line 

correlator. although simple, has very little practical application. Heterodyne correlators 

are the most common types used for practical applications because the de-spread output 

can be shifted to a lower frequency. This process of shifting the de-spread carrier to a 

lower frequency simplifies the receiver design. In a heterodyne correlator a similar double 

balanced mixer as used in the transmitter is used for correlation. The de-spreading of the 

signal is done by frequency-by-frequency multiplication of the local reference, or can also 

be viewed as chip-by-chip code cornparison in the time domain. The received signal 

consists of sidebands that are related to the PN code. The local reference sidebands 

correspond frequency-by-frequency to the received signal sidebands when the local PN 

code is synchronized. This correspondence permits correlation and production of a 

despread output. 

3.2.4 Synchronization 

The discussion in section 3.2.3 is based on the assumption that the receiver PN 

code is synchronized to the transmitter code. Synchronization cannot be assumed; it must 

be achieved. The camer frequency and the code phase at the receiver are the two general 

uncertainties which exist in most spread spectrum systems. The code rate and the amount 

of Doppler frequency effect al so contribute to the general uncertainty . 



The carrier frequency as seen at the receiver should be resolved so that it falls 

within the bandwidth of the post correlation filter. The code generation of the system can 

be designed such that the code rate and the carrier are denved from the sarne reference; 

this eliminates the problem for code rate uncenainty. Code phase resolution is the most 

prominent problem for any spread spectmm system. 

The next uncertainty is the code phase at the receiver. The receiver PN code 

should be resolved to better than one chip to detect the presence of the transmitted spread 

carrier. To achieve this, the receiver code phase should be varied and the intermediate 

frequency output should be observed to detect the carrier and the degree of correlation. 

3.2.4.1 Synchronization Detector 

The synchronization of the receiver code to that of the transmitter is achieved by 

delaying either the incoming signal or by shifting the local PN code. The proposed hybrid 

system proposed employs the latter technique of offsetting the local receiver PN code and 

observing the output at the IF(intermediate frequency) stage. The correlator output is a 

perfect carrier (with baseband modulation if carrier was baseband modulated), when the 

receiver PN code is perfectly synchronized to that of the transmitter. A typical direct 

sequence synchronization block diagrarn is as shown in Figure 3.13 
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Figure 3.13 Typical Direct Sequence Synchronization Recognition 
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The hybrid system's the synchronization section is as shown in 

Block Diagram 

Figure 3.14. The 

r s :-> In formation 

main difference between the typical synchronization recognition and that of the h ybrid 

system is that of the demodulator. The function of the decision logic is handled by the 

system's microprocessor. 
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Figure 3.14 Hybrid system Synchronization Block Diagram 



The basic synchronization detector consists of an envelope detector followed by 

an integrator. The output level of the integrator determines the level of the 

synchronization or how close the two codes are matched. This output is then fed to a 

schmitt trigger level detection circuit. The low trigger point of this circuit should be 

above the crosscorrelation level of the system to avoid a false trigger. For the hybrid 

system there are different methods available to achieve synchronization detection. The 

selection of a particular method would depend upon the synchronization acquisition 

times. 

The FM receiver chip used in the system manufactured by Motorola Inc. 

MC3362 has a RSSI circuit which with the help of an extemal circuit would generate a 

voltage proportional to the signal strength [24]. This voltage can be fed into the 

microprocessor's built-in analog to digital converter. 

The IF of 455 kHz can also be used to detect synchronization by using an 

envelope detector and the output of the envelope detector can be fed to the A/D converter 

to do the integration and the decision logic of Figure 3.13. 

Another method to recognize synchronization is by digitizing the 455 kHz IF 

using an extemal high resolution N D  to detect the agreements and disagreements in the 

time domain to achieve correlation. 

Although different methods are suggested to achieve synchronization the final 

decision lies with a satisfactory synchronization acquisition tirne. The usual trade-off 



between hardware and software should also be considered. The next process for 

synchronizing the local PN code is shifung the phase of the code. 

3.2.4.2 Code sfidi~g and Phase offselting 

The synchronization detector gives the error signal which is proportional to the 

amount of offset required for the local PN code to be synchronized with the received 

signal. The hybrid system employs two levels of shifting: coarse sliding and the fine 

sliding-Coarse sliding of the PN code is used for the initial synchronization, which is 

achieved by the chip insertor Ideletor. The chip insertor and deletor circuit inserts the 

positive edge of the PN code clock to occur half a chip earlier or half a chip later. This 

enables the PN code phase to jump and slide half a chip at a t he .  Figure 3.15 shows the 

chip insertion and deletion of the PN code clock. 
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Figure 3.15 Chip insertion and deletion. 



Once the local PN code is within half a chip of full synchronization the fine 

sliding circuit should bring the code to full synchronization with the received signal. This 

is achieved by a phase locked loop as shown in Figure 3.16. This technique is derived 

frorn the transmit section of the current CWRH system, where the phase of the carrier can 

be offset to any 1/256 part of the cycle. 
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Figure 3.16 PN Code Phase Sliding block diagram. 

The PN code clock is derived frorn a voltage controlled oscillator which is 

coherent to the reference 1 1 MHz crystal oscillator. The phase locked loop indicated by 

the dotted box also has a reference frequency which is derived from the 1 1 MHz 

oscillator. The phase of this reference determines the phase of the VCO which in tum 

determines the phase of the PN code clock. The resolution of the phase offsetting circuit 

is of 8 bits or 256 steps. This enables shifting the phase of the reference signal of the PLL 



which is at 43 kHz in 1 / 2 5 6 ~  degree steps, which in tum would shift the phase of the PN 

code clock with the same resolution. This process of shifting the phase using a PLL is 

already utilized in the existing system to offset the phase of the coniinuous wave carrier. 

This process permit5 the hybrid system to slide the PN code fine enough to synchronize 

the local PN code to within less than half of the carrier cycle. The PLL is implemented 

completely in a FPGA except for the VCO. The mixers shown are digital mixers using a 

simple D-Flip Hop[25], [ Appendix A]. 

3.2.5 Fast TX / RX Switching for TDM 

Since the hybrid system is a time division multiplexed system and the 

transmission and the reception is done through the same antenna and at the same 

frequency, care should be taken to avoid interference from the transmit section when the 

receive section is tumed on. The CWRH system solves this problem by tuming the 

transmit oscillator off during reception and on while transmitting. This solution requires 

the phase locked loop for the carrier in the transmit section to lose lock and cause an 

additional delay during the start of each transmission. An alternate method is proposed to 

eliminate this delay dunng transmission without having the transmit section interfere 

during the receive mode. 

The CWRH system disables the transmit VCO by shutting the power off and 

restarting every time the transmitter is tumed on. This causes extra delay or lock time for 

the transmit section to produce a stable carrier. The transmit VCO is disabled so that no 

on board signals are present within the bandwidth of the receiver. This can also be 

achieved by tuning the transmit PLL out of the receiver range. The altemate method 



proposed is to design a PLL producing a signal that is far away in frequency from the 

system's carrier. This signal is then used in conjunction with another signal to produce 

the system's carrier. In the hybnd system a PLL generating a 55 MHz signal is kept in 

constant lock which, upon mixing with 1 1 MHz signal, produces 66 MHz (sum) and the 

44 MHz (difference) signals. The sum of the two frequencies can be easily filtered out, 

which leaves the difference which is the carrier frequency. Dunng the switch from the 

transmit to receive mode the input to the mixers can be cut off thereby eliminating the 

chance of producing the carrier signal. The main advantage of this method is that there is 

no initiai stamip delay to lock the PLL since the 55 MHz loop is already locked. The only 

delay is in the closing of the switches at the input of the mixer. Figure 3.17 shows the 

block diagram of the proposed technique. 
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Figure 3.17 Fast Tx /Rx switch 

3aX6 Proposed System Components 

Analysis of the additional functions of the hybrid system (PN code generation. 

modulation. synchronization and fast T M  switching) has provided the bais for 



choosing the components required. PN code generation was determined by the chip rate, 

length and the type of the code required. The discussion on the modulation determined 

the type of modulator and the type of synchronization detector the hybrid system should 

use. The discussion on synchronization focused on the receivers used in the mobiles and 

beacons. 

The detailed block diagram of the receive section of the hybrid system is shown in 

Figure 3.18. This block diagram portrays the section common to the mobile and beacons, 

which receives the spread signal, despreads, synchronizes and measures the phase of the 

carrier. The biocks enclosed in the shaded areas indicate the analog components in the 

system. The rest of the blocks can be implemented in a FPGA(Fie1d Programmable Gate 

Array). The phase reader. the phase loader, the chip insertorldeletor and the code 

generator are interfaced to the microprocessor bus to read the phase of the carrier, load 

the phase of the PN code (11256th of a chip), to advance or retard the dock to the code 

generator by half a chip and to load a phase offset of the PN code directly to the PN code 

generator. Therefore the extemal components required to convert the existing CWRH 

system to the hybrid system is limited to the extemal double balanced mixer and the Chip 

clock VCO(each for the transmit and receive section). The VCO is chosen at a frequency 

which is coherent to the reference 1 1 MHz clock. 

The transmit section of the hybrid system performs the following functions: 

generation of the carrier, generation of the PN code and spreading of the PN code. These 

functions are common to the beacon and the master. Figure 3.19(a) shows the block 

diagram of the PLL for the generation of the 55 MHz signal from which the carrier is 



derived. Figure 3.19(b) shows the block diagram for the generation and spreading of the 

carrier. Figure 3.20 shows the block diagram for the generation of the chip clock. The 

VCO utilized in the transmit chip dock generation is coherent to the 1 1 MHz reference 

oscillator and at a different frequency from that of receive chip clock VCO to avoid any 

munial interference with the PLL circuit. 
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Figure 3.18 Hybrid System Receiver. 
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Figure 3.19 Transmit Carrier Generation 

(a)55 MHz PLL, (b) Transmit switch and carrier spreader 
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The PLL shown in Figure 3.19 is at 55 MHz which is not the carrier frequency. 

This is done to accommodate the Master and Beacon transponders to enable switching of 

the transmitter. This setup enables the 55 MHz PLL to be locked and stable before the 

carrier is used to transmit, which results in an easy design of the PLL for a phase step 

response. The transmit switch is implemented by using a digital mixer, with an output 

enable as shown in Figure 3.2 1. 
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Figure 3.2 1 Transmit Enable Switch 
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The three components described in the proposed hybrid system are the DBM. PN code 

generator and the code sliding and offsetting circuit. Chaptet 4 analyses and shows the 

simulation results of these components. 



4. System Selection, Verification and Simulation 

The proposed hybrid ranging system is based on the current CW systern. 

Figure 4.1 and Figure 4.2 show the block diagram of the transmit and the receive sections 

of the hybrid ranging system. The shaded areas indicate the additional components that 

are required for the hybrid system. 
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Figure 4.1 Transmit section of hybrid system 
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Figure 4.2 Hybrid system receive section. 

The transmit section is used in the master and the beacons whereas the receive 

section is used in the beacon and the mobile. The transmit section will spread the carrier 

by modulating it with a PN code. The receive section will despread the carrier by using 

the same PN code as that used by the transmitter. The code generated by the receiver, 

needs to be shifted to be in synchronization with the transmit code. A code sliding circuit 

is required for shifting and synchronizing the local PN code to the received signal. The 

mobile requires only the receive section to measure the phase of the master and the 

beacons and therefore must be able to offset the phase of the local PN code to any desired 

phase. 

Since the beacons in the proposed hybnd system and the original CWRH system 

use the same antenna for transmission and reception at the same frequency; the 

transmitter must be tumed off during receiving. This requires a transmit-receive switch 

which will multiplex the antenna with the receiver and the transmitter. 



This chapter analyses the main components that are required for the hybrid 

system. the double balanced modulator, the correlator, the code generator, the code phase 

slider and the transmit-receive switch used for multiplexing the antenna. 

4.1 The double balanced modulator 

The double balanced modulator is used in the transrnitter to spread the carrier. and 

in the receiver to despread the carrier. The DBM shifts the carrier phase to O or 180 

degrees. How well the DBM balances the amplitude and phase determines it's ability to 

suppress the carrier. 

ent 

Figure 4.3 a) Ideal DBM ; b) Amplitude unbalance; c) Phase unbalance.[l] 

Figure 4.3 shows a phasor diagram for the modulated output of the DBM. Part "a** is the 

output of an ideal DBM with no phase or amplitude unbalance. Part "b" and "c" are 

outputs where the amplitude and phase are unbalanced respectively. The carrier 



component present at the output of an amplitude unbalance DBM is the difference in 

amplitude of the two components. The carrier component for a phase unbalanced DBM is 

given by: 

amplitude of carrier component = A *  sin a + A sin P 

Where A = amplitude of carrier at zero degree phase, 

A ' = amplitude of carrier at 180 degree phase, 

p and a=  A '  phase offset from O 0  and 180 O respectively. 

If B is the amplitude of desired sidebands, then carrier suppression can be expressed as, 

B v = 10 log 
A'sina + AsinB 

dB 

Ideally a double balanced modulator has a very high carrier suppression. From the 

specifications of commonly available DBMs it is apparent that the carrier suppression 

value ranges from 60 dB to 30 dB. Carrier suppression in a spread spectrum is important 

for the transmission as well as the reception. During transmission if the carrier is not 

suppressed, a narrow band of carrier signal is generated. This is not desirable for military 

applications where spread spectrum is used for undetectable transmission. In the case of 

the receiver the received signal is modulated by the PN code, this PN code spreads any 

narrow band signal present. However if the PN code is in synchronization with the 

received code then the signal is despread into a narrow band IE If a narrow band signal is 

present at the carrier frequency or within the bandwidth of the IF filter, then a portion of 



this narrow band signal will be passed through the IF stage whose magnitude is equal to 

the carrier suppression of the mixer. This narrow band signal can falsely indicate to the 

synchronization detector the presence of a carrier, leading to a false lock. 

There are many different types of balanced modulators that can be used for bi- 

phase modulation. The most common bi-phase modulators are intended for the frequency 

range of 900 MHz. The proposed systern is at 45 MHz so a much lower frequency DBM 

will be required to achieve bi-phase modulation. A DBM with a fairly high carrier 

suppression can be chosen to achieve bi-phase modulation. 

Two modulaton werr considered and their carrier suppression was noted. Firstly 

a common balanced modulator manufactured by Motorola. the MC 1496. was purchased 

and tested. This is an integrated circuit based DBM. The other modulator was the SBL- 1, 

manufactured by Mini Circuits Inc. The Company produces passive DBMs which can be 

used for bi-phase modulation. The following figures show the different modulatorts 

carrier suppression. 



Figure 4.4 Carrier suppression of MC 1496 ( Test carrier 0 10 MHz, span 400 kHz, 
Vertical scale 10 dBm /division) 

Carrier suppression observed for MC 1496 was approximately 19 dB. The test was 

performed with a 10 MHz carrier and a pulse generator used as the code generator. It was 

observed that the balanced modulator using this IC was sensitive to the signal levels and 

frequency appearing at the inputs[26]. An altemate test cartied out with a hybrid balanced 

modulator shows a 10 dB improvement in carrier suppression. The other device used was 

the SBL-1 manufactured by Mini-Circuits Inc.[27]. The following figure shows the 

carrier suppression using the carrier ai 44 MHz and the pulse generator adjusted to 

provide the bandwidth of the first sindx lobe of 1.4 MHz. This would represent an 

approximation to the proposed carrier frequency and chip rate. 



Figure 4.5 Carrier suppression of SBL- 1 ( Test carrier O 44 MHz, span 1.400 MHz. 

Vertical scale 10 dBm /division) 

Comparing the two figures it c m  be seen that the SBL-1 has a better performance 

over the MC1496. The SBL- 1 is a hybrid and did not require any additional components 

to perform the test. The carrier suppression achieved during the test for SBL- 1 was 27dB 

as opposed to 15dB for the MC 1496. 



4.2 The correlator 

A critical process of a Spread Spectrum receiver is correlation. Correlation is the 

measure of likeness of two signals. The correlator provides the degree of correlation 

between two signals. The design of a correlator consists of a multiplier followed by an 

integrator which produces the average correlation of the two signals over one PN code 

period. 

In a Spread Spectrum receiver the PN code is the signal which must be correlated 

to the received PN code. The Spread Spectrum transmitter uses a camer to transmit the 

PN code to the receiver, the receiver in turn uses the same PN code to extract the carrier. 

If the PN code at the receiver is in synchronization with the received signal a continuous 

carrier is extracted. However this synchronization can be achieved by using a correlator to 

rneasure the degree of synchronization. 

Correlation is achieved by despreading or by bandwidth collapsing, the received 

spread signal followed by integration over one code cycle. The despreading is perfomed 

by a double balanced modulator/mixer(DBM) which does the multiplying part of the 

correlator. The DBM can be visualized as a device which produces a + 1 when the level of 

both signals under consideration is of the same polarity, and produces - 1 when of 

opposite polarity. In analog terms the DBM's output is a CW carrier signal when the PN 

code logic levels are the same and no average carrier when the PN code logic ievel is of 

opposite polarity. The integrator which follows the DBM gives the average output of the 

mixer which represents the average likeliness of the signal. Therefore if the carrier at the 

output of the DBM is present the sarne number of times as when the carrier is absent( -1), 



then the output of the integrator is zero, or no average carrier level is present for the 

integration period. This integration to be performed has to exactly cover one code length. 

This is necessary because the code employed usually has unique properties that identifies 

exact correlation over one code length. For example the code used in the hybnd system 

has a correlation output of - 1 (one extra disagreed chip over the agreed chips). The 

technique of integrating and verifying the correlation of the code is also termed as 

acquisition. There are many methods suggested for acquisition [8]. 

The current CW ranging system utilizes an FM receiver integrated circuit 

(MC3362) which has two IF mixers. The 1C also has an on chip received-signal-strength- 

indicator (RSSI) which is available as a current source, this indicates the strength of the 

carrier received. The meter drive circuitry detects the input signal level by monitoring the 

amount of limiting exerted on the limiting amplifier. The sensitivity of the RSSI indicator 

is linear over 60 dB, with the absolute being - 1 10 dBm to -50 dBm. To use the RSSI as a 

correlator is questionable due to its unknown characteristics. 

An altemate technique would be to design an integrator with a dump switch to 

refresh the integrator at the beginning and the end of the PN code cycle. This would give 

the exact level of correlation by detecting the presence of the IF. This would be the 

matched filter for the signal in question. 

A digital approach would have the IF signal sampled and digitized. A Fourier 

analysis of the samples would yield the amplitude of the carrier component in the 

frequency domain. This technique has the advantage of yielding the phase of the carrier 

with respect to the local clock. Since this technique is the most suitable and would give 



an accurate representation of the correlation, it would be beneficial to use a DSP 

processor with a resolution corresponding to the dynamic range required for the hybrid 

system. The requirement of a fast A/D is not necessary because the IF can be mixed down 

to a low frequency. 

4.3 Code Generator 

The code used in the proposed system is a 1023 bit long linear maximal sequence. 

The choice of a simpler code as opposed to a more secure code such as the GOLD code is 

made for various reasons. The advantage of the Gold code is that it produces a very low 

cross-correlation and the ability to generate many different codes using the same 

generator. These advantages are very useful in applications where selectability and 

jamming is an issue, but in the proposed ranging system this is not of great importance. 

Maximal sequences have the propeny of ideal autocorrelation function which is of great 

interest in this application. The simplicity of the design of a maximal sequence generator 

allows the flexibility to shift the code to any desired phase which facilitates switching 

reception from one beacon to another. It is proposed here that a Maximal Sequence Code 

be used. 

The design of the linear feedback shift register to obtain a maximal sequence code 

is readily available from pretompiled tables. The feedback combination for the current 

design is selected for the minimum number of taps to minimize the routing delays in the 

FPGA. Figure 4.6 shows the design of one element of the code generator. The design is to 

be implemented so that phase offsetting of the code is easily possible. The following 

figures show the simulation results for the code generator. 
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Figure 4.6 Schematic for 1023 code generator 





4.4 Code sliding and offsetting 

An important component of the spread spectmm system is the code slider which is 

able to slide and offset the phase of the local reference code to synchronize with the phase 

of the incoming signal. In chapter three the proposed system introduced the method of 

synchronizing using the coane and the fine sliding of the phase. The method describes 

how the phase of the local PN code is shifted in half chip steps, with the output of the 

synchronization detection circuit king the lock indicator. If the local code is shifted to 

be out of phase by half a chip out of phase from the received spread signal then the output 

of the synchronization detector will fa11 sharply. This is a property of good 

autocorrelation. After the detection of this initial synchronization the phase of the local 

code is shifted in steps of 1/256th of the chip to determine the peak of correlation. 

4.4.1 Coarse sliding 

As the PN code is shifted in phase with respect to the incoming signal the output 

of the correlation detector will start to rise from 1 chip away and reach a maximum at full 

synchronization. In order to search this synchronization point a coarse slide of the PN 

code can be made so that the local PN code jumps or slows down by half a chip. This can 

be achieved by shifting the phase of the clock used to generate the PN code. This phase 

shifting is done by deleting a half clock p e n d  for advancing the code by half a chip or by 

inserting an extra half clock period for retarding the code by half a chip. The proposed 

method uses sequential logic to insert and delete half of the clock penod which is fed to 



the PN code generator. The logic is stnictured so that the insen and delete control lines 

are driven from the system's microprocessor. Figure 4.8 shows the insertion and deletion 

of the clock pulse for phase sliding forward and backward. 

1 Next edge occuring haif cycle earlier 1 

Figure 4.8 requirement for corne sliding. 

! 
I 

The second wave form in the above figure shows that for advancing the clock phase, the 

next active edge of the clock must occur half a dock cycle earlier than the scheduled 

time. Similarly the third wavefom shows that for retarding the clock the next active clock 

edge should be missed and asserted hdf a cycle later than the scheduled time. The vertical 

dotted line in the above figure indicates the scheduled time of a normal active edge. 

Next edge occuring haif cycle later 

The approach for the design is achieved from visual inspection of the Figure 4.8. 

It can noted that that the phase of the clock after advancing and retarding the clock by half 

a cycle is the same; i.e. 180 degree out of phase before the process. The design for phase 

advance is achieved by monitoring the active clock edge ( denoted by arrow). Upon 

detection of the edge the output is switched to the phase inverted clock after some delay. 



This delay is not critical because al1 the flip-flops used in the design are edge triggered 

and therefore can be as small as the propagation delay of one logic gaie. This process is 

shown in Figure 4.9 below. 
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Figure 4.9 Chip insertion I phase advance 

The design for clock phase retarding uses a similar approach as the dock 

advancing. Since the resulting phase of the dock is an inverted phase of the current clock, 

the circuit used for the advancing can be used for retarding. The difference being upon 

receiving the command for clock retard the first two active edges are monitored. After the 

fint edge the final output is disabled when the logic level of the current dock is reached 

to low (logic zero). From this point the process is similar to that of clock advance except 

that the output is disabled. The next active edge is then detected and after a fixed delay 

the clock is switched to the inverted phase of the current clock. The logic level of the 

inverted dock is now monitored which upon reaching a logic low enables the clock 

output. The output of the circuit is shown in the Figure 4.10. 
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Figure 4.1 O Chip deletion / phase retard. 

The insert and delete commands are asynchronous to the chip clock, this leads to 

the extra sequential logic for synchronizing the commands. The commands are latched 

and on the amval of the active edge of the chip clock the latches are cleared. The clearing 

of the commands cannot be done at the instant of the active edge of the clock. but after 

the switching of the clock to the inverted dock has taken place. To ensure this, the reset 

signal is derived from an exclusive OR gate whose inputs are on two sides of an inverter. 

The inverter in a FPGA is forced to be the delay from input to output delay of a 

Configurable Logic Block(CLB). Figure 4.1 1 shows the schematic for the chip inserter 

and deleter circuit, the delay for the reset signal is achieved by the module "clbmap" 

(U22). Figure 4.10 shows the method for retarding the phase of the clock. The back 



annotated simulation of the design is shown in Figure 4.4 and 4.5 for "clock advance" and 

'clock retard respectively. 

The coarse sliding of the PN code is utilized to do the initial search for the 

synchronization. Upon being half a chip away from being fully synchronized the output of 

the correlator is higher than elsewhere. This determines the peak of the auto-correlation 

curve. In order to synchronize the local PN code to the received signal to within 1/256th 

of a chip, more precise sliding is necessary. 
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Figure 4.1 1 Schematic for advance /retard of the chip clock 
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4.4.2 Fine PN code sliding. 

After coarsely aligning the PN code, the peak of the auto-correlation function 

must be determined more precisely. The synchronization must be within one half of the 

carrier cycle. This would be to within 1/256 of a chip of the PN code. The fine sliding of 

the local PN code is achieved using a Phase Locked Loop(PLL). 

The PLL is generally used to keep a particular system on track with a known 

reference. A typical PLL consists of a voltage controlled oscillator, a phase detector and a 

loop filter. The PLL is nonnally setup as shown in Figure 4.14 [28]. 

Re-bI Phase Deteîtor 1-4 Loop Filter 

Figure 4.14 Phase Locked Loop block diagrarn. 

The VCO output is fed back to the phase detector which generates an error 

voltage in proportion to the error in phase of the output signal compared to that of the 

reference input. This error is then converted to a control voltage, to which the VCO 

responds to minimize the error. When the phase error is reduced to minimum, the PLL is 

Control voltage 
I 

Output signal Voltage Controlled 
Oscillator 



said to be in lock. If the phase of the reference input changes the PLL tracks this phase 

change and the output attains the same phase as that of the reference. 

The reference used in most PLL systems is considerably lower in frequency han 

that of the output signal. This requires the output signal to be scaled down such that the 

two inputs entering the phase detector are of the same frequency. This scaling down of 

the output signal is normally achieved by using a counter to divide the output signal to 

match the reference. An altemate method employed for scaling down the output signal is 

by using heterodyne mixing of the output signal to a lower frequency. This mixing can be 

implemented by using one or more intermediate stages. However the local oscillaton 

used in the mixing should be derived from the same source as that of the reference signal. 

The phase of the mixed down signal is a direct representation of the phase of the output 

of the VCO. The advantage of this method is that the VCO output frequency does not 

have to be an integer multiple of the reference frequency. Figure 3.17 in chapter three 

shows the DPLL for the transmit chip ciock generator. 

The PN code dock is generated using a PLL for both the transmit and receive 

sections. The reference to the PLL is denved from the systems reference; 1 1 MHz crystal 

oscillator. The derived reference can be altered such that its phase can be set digitally 

with respect to the original signal. This altered reference which is different in phase but 

equal in frequency is then used in the PLL. The reference used in this system is 43 kHz. 

which is derived from the 1 1 MHz by using a 8 bit counter (1 l MHz + 256 = 43 kHz). 

This 8 bit counter establishes the resolution of the phase steps which cm be altered on the 

secondary reference. The CW ranging system uses this technique to change the phase of 



the carrier by a known amount, the same principle can be applied to the PN code clock. 

[15]. The following figure shows how the phase of the reference cm be changed digitally. 

1 Load Value O to 256 1 

Figure 4.15 Digital phase offsetting circuit 

The 8 bit counter is clocked from the 1 1 MHz reference in which the rolIover frequency is 

8 bit 
counter , 1lMHz 

43 kHz. The comparator compares the state of the counter with a fixed load value; the 

43 Khz Pulse 
train , 

output of the comparator is true only when the state of the counter is equal to the load 

Comparator A 

value. This produces a pulse train with a frequency is 43 kHz but the phase is offset by 

the load value with respect to the 43 kHz signal available at the MSB of the counter. This 

configuration enables the PN code clock to be changed in steps of 1/256th degree steps of 

one cycle. Design of the PLL is implemented using the software and the algorithm given 

in "Phase-Locked Loops, Theory. design and applications" by Roland E. Best. A phase- 

step response of 450 micro seconds was achieved. This is the amount of time required by 

the PLL to settle on application of a step phase change. 

in order to align the PN code, it is necessary to have a mechanism that can 

increment or decrement the code by 1/256 of a chip, defined here as a phase-step. The 



synchronization process requires one complete PN code cycle length to determine the 

degree of synchronization. The PLL reference is then adjusted to increment or decrement 

the code by 1/256 of a chip. The rneasurement of degree of synchronization cannot be 

started until the PLL has settled ( 450 pec). This time determines the speed of 

synchronization of the hybrid system. 

The above method has the advantage of stepping the phase of the PN chip clock 

by steps of 1/256th of a cycle, which is slightly more than one degree in phase. This Ieads 

the synchronization to within half a cycle of the carrier. The phase of the carrier can be 

determined by using the CW ranging method [21]. The disadvantage of this method is the 

lock time required for the PLL to reach a steady state and is in the order of one half of the 

PN Code cycle. This results in a time period where the next integration cycle cannot be 

started for at least 450 micro seconds. Considering the wont case, the time required for 

synchronizing can be denved as follows; 

For Coarse synchronization : 

The case where no staggenng is used, this gives a modulation cycle of 10 

code lengths. 

If the whole code length is to be searched there are 2046 half chip steps in a 

code length. After each half chip step the correlator has to evaluate for a whole 

code cycle to verify synchronization. This would cause a maximum delay of 

2.84 seconds ( 2046 steps * 1.39 msec { one code length time } ) 

This gives a total couse acquisition time of 2.84 seconds. 



For Fine synchronization : 

Number of phase steps required to scan one full chip is 256. 

Time required to evaluate the synchronization is again one full cycle after each 

phase change which is 1.39 msec. 

Total fine synchronization time to scan worst case would be 0.35 sec ( 1.39 

msec(one code length time * 256 phase steps ) 

Therefore total worst case acquisition and synchronization time for one beacon would be 

3.19 (2.84 + 0.35) seconds. If al1 the beacons were to be acquired and synchronized the 

worst case time for the system would be 28.7 1 seconds. The foilowing table shows the 

calculation for worst case acquisition. 



Table 4.1 Worst case calculation of acquisition and lock times. 

After initial synchronization lock, the phase of the carrier can be tracked to predict the 

2.84 sec 

Time required for on increment 
(on modulation cycle, assuming 
no stagger; 10 code lengths) 

phase of the PN code. The proposed method is not a very efficient one in terms of initial 

locking due to the sequential approach, but the local ranging applications does not require 

very fast lock times. 

2046 steps 

1.39 msec 

Course synchronization: 

1.39 msec 

4.4.3 PN code Offsetting. 

The maximal sequences have an important property of k ing able to shift the PN 

code to any desired phase. Many techniques have been suggested by Weathers, G. In 

1972 and many others; the proof and observation is also shown in Appendix A of ARRL 

Spread Spectrum Source book. [29] 

Number of half chip steps 

Time required for one increment 
(on modulation cycle, assuming 
no stagger; 10 code lengths) 

Fine synchronization: 

Fine s ynchronization tirne 
required 

Total worst case acquisition and locking time required for one Beacon 

Worst case acquisition and lock time for 8 beacons and master 

0.35 sec 

3.19 sec 

28.71 sec 

Coarse synchronization time 
required 

Number of phase steps in one 
chip 

256 steps 



The method proposed for the hybrid system is relatively simple and the 

computational time to determine the offset is small. Figure 4.16 shows the block diagram 

of the Phase offset circuit. 

. 
Read Current 

State 

.____- D u ~ g  current 
state +2 

Offset Load and 
Control Circuit Generator 

toad valrïe 
available after 1 
chip or end of 
current state + 1 

1 ~ P N  Code 1 
1 Clock 1 

Figure 4.16 Phase Offset Block Diagram. 



The PN code generator is capable of loading a state synchronously. The "Load enable" 

circuit is a comparator with one input k ing  the state of the PN generator and the other a 

Ioadable value from the rnicrocontroller. 

The algorithm to phase offset the code generator is as follows, 

Receive the desired phase offset value from the calling subroutine. 

Read the "current" logical state ( state of al1 flip-flops) of the PN code 

generator. 

Determine the "current+l" and "current +Y, logical States of the code 

generator. 

Determine the offset logical state of the code generator from a look up table 

with respect to the "current+2" state. The desired state is the phase offset from 

the load state. 

Insert the offset state in the "offset load and control circuit" 

Load the state comparator with "current+I" state. The output of the 

comparator compares the state of the code generator to the "current+ 1" state 

and produces a signal to load the PN code generator on the next active edge of 

the PN code clock. This new phase will have the same offset desired as that 

when the current state was read. 



(1 1 Load Enable 1 
1 State I II State 2 11 State 3 1 

Reading of 1 
current state J 

Loading of new 
offset phase 

Caiculation of 
offset state. 

Figure 4.17 operation of phase offsetting. 

4.5 Fast Tir switching for TDM. 

In most transceiver type systems where the transmit and receive frequencies are 

the same, the problem of the transmit carrier generator interfering with the receiver is of 

concem. The most common solution to this problem is to turn the transmit oscillator off 

or shift the oscillator frequency beyond the bandwidth of the receive front section. 

Currently the CW system uses the former technique of tuming the oscillator off. The 

drawback of this method is that the tum on time of the transmit section is dependent on 

the lock time of the phase locked loop. This causes additional delay in transmit sections 

for time division multiplexing. 

The proposed method is an attempt to enable a fast switch from receive to 

transmit mode of the system using time division multiplexing. Figure 4.18 shows the 

block diagram for the proposed carrier generation system. 



44 MHz 
Carrier 

Figure 4.18 Carrier generation for TDM system. 

The square box in Figure 4.18 can be either a digital mixer or an analog double 

balanced mixer. The digital mixer [25] in the simplest form, is a D flip-flop with clock 

enable. The higher frequency is fed to the D input of the fiipflop and the lower frequency 

is connected to the clock input; the output is the difference of the two frequencies {this 

theory is not applicable for al1 combinations; for details refer Appendix A } . The dock 

enable enables and disables the output to occur. 

The same technique c m  be implemented with an analog mixer replacing the 

digital mixer with a DBM and the two inputs of the mixer connected through Gallium 

Arsenide fast switches. These switches control the output. 



Chanter 5 

5. Conclusions and Future Work 

In chapter four the implementation and design issues were discussed dong with 

some simulation results. Most of the proposed design for the hybrid Spread Spectrum 

system were verified with the simulation results. This chapter attempts to make 

conclusions based upon these results to determine the feasibility of the design. An effort 

is made to point out the advantages and disadvantages of the proposal keeping the 

implementation issues as the focal point. 

The following components with their sub-components are discussed. 

Correlator. 

The Double Balanced Mixer. 

The Integrator. 

The PN code generator. 

The code Sliding circuit. 

Coarse sliding. 

Fine sliding. 

Phase offsetting. 

The fast TX switch. 



5.1 Correlator 

The double balanced mixer selection criteria was based upon the assumption of 

the mobile k i n g  able to work within close proximity to the transmitten. The code being 

used is simple and has an unbounded cross-correlation value. After consulting with the 

application engineer at Minicircuits Inc., it was decided that their attenuator , which is 

also a mixer, was the best choice for doing the bi-phase modulation and demodulation. 

Two methods are proposed for performing the integration after the carrier is 

despread. The fint method, requiring the minimum of additional hardware, is not 

considered further because of insufficient information regarding the RSSI indicator . Its 

investigation is put forward as future work on the project. The second method involves 

an independent detection system which is most commonly used in DSSS systems. The 

reference to this method is the basic method described in many articles and 

textbooks[22,8]. It can be concluded that the integrator used should be such that the 

integration interval is an exact multiple of the code cycle. Although further work is 

required in this area, an integrator using digital sampling and digital signal processing 

technique could be utilized. 

Locking and correlating are important parts of the DSSS system. More 

investigation on the performance of the detection of lock is necessary as part of future 

work of this project. 



5.2 Code Generator 

The code generator is a relatively simple element of the design. It must however 

have the ability to load an arbitrary phase value synchronously. This is important, 

especially for the receiver, to switch from one time multiplexed transmitter to another. 

The selection of the code and the code generator are interdependent. The reason for 

selecting the maximal sequence for the spreading code was to accommodate the code 

generator, along with other logic, on the single FPGA which is currently used on the 

existing CW ranging system. 

5.3 Code sliding 

The local PN code has to be either retarded or advanced to match the received 

code in order to find the maximum correlation value . This process is realized by 

advancing or retarding the PN code by half a chip to achieve a coarse lock. Upon 

verification of a coarse lock the fine sliding is done to lock the signal within half the 

carrier cycle or 1 1256th of a chip. Since the process of code sliding is realized by three 

blocks. the conclusions on feasibility and performance are discussed in the following 

subsections. 

5.3.1 Coarse sliding 

The clock input to the generator is altered to effectively reduce or enlarge a chip 

time. The simulation results showed that the insertion and deletion of the clock can be 

successfully repeated on the command of a micro-controller. This approach was the 

simplest and it achieves the requirement of aligning the PN code at the point of maximum 



correlation. The coarse sliding could have been in jumps of one chip rather than half a 

chip. However the half chip jumps gives an added resolution to the coarse sliding and 

reduces the number of fine slides by one half. 

5.3.2 Fine sliding 

This process uses the same technique used by the CW ranging system to offset the 

phase of the carrier to any desired value using a phase locked loop. The method is 

implemented using digital mixers and using two different voltage controlled oscillators 

(for the beacons ) to avoid interference from each other. The disadvantage to this method 

is that the lock time for the synchronizing the code is increased by the lock time of the 

PLL. This means that, after the phase of the code is changed the integration at the 

correlator should be started after the PLL is locked (settled). 

5.3.3 Phase offsetting 

The PN code generator has the capability of loading synchronously any state from 

its parallel input. This capability is required for the mobile to switch from one transmitter 

to another. The major problem in achieving this function is to determine the desired state 

from the curent state of the code generator. The microprocessor in the system makes this 

task easy as compared to an iterative, hard logic solution. A typical hardware design that 

would shift the phase by 16 States would require approximately 300 gates, which in 

terms of an FPGA would require 50 configurable logic blocks(Xilinx 3000 family). The 

proposed method does not produce an instantaneous phase change but waits until the 

third clock edge; giving time for computation. Future work in this area may involve the 

investigation of a faster algonthm to offset the phase of the generator. 



5.4 Fast Tx switching for TDM. 

Often in time division multiplexing single channel system transmitting and 

receiving at the same frequency is a problem. The CW ranging system uses TDM to 

switch between different transponders. The transponders have to receive the carrier and 

then transmit at their allotted time. This process requires the transmit section on the board 

to cease to avoid any interference with the received signal. The proposed method is an 

alternative to shutting the power off to the transmit oscillator. The method lets an 

oscillator operate at a frequency above the bandwidth of the receiver's front end and 

generate the carrier by mixing two signais. only when required. Current GaAs switches 

have nano second operation. It is important that the generation of the carrier be cutoff 

when not transmitting. The PLL can be prelocked (in case of phase offsetting) and hence 

does not require a fast locking VCO and convenely allows for an immediate change from 

receive to transmit mode. 

5.5 System Feasibility 

The proposed hybrid ranging system introduces a different method of obtaining 

range information. The main advantage of the hybrid system over the CW system is the 

elimination of the ambiguity. The proposal suggests that hardware be added to the CW 

system to convert it to a hybrid system. 

The CW system is rnodified by adding components to transmit and receive the PN 

coded carrier. A staggered modulation cycle for the hybrid system was considend in 

which the transmissions overlap. This scheme encounters self jarnming when the mobile 



is operating in close proximity to a transmitter. A totally TDM approach would avoid this 

jamming but the position update rate would be lower. Fortunately in this application the 

position update rate is not a compelling constraint. Therefore TDM modulation technique 

for the proposed hybrid is most suitable. 

The components required for modifying the CW system are the code generator, 

the carrier spreader and despreader, the correlator and the code slider. The code generator 

is easily accomplished in the existing FPGA which poses no hardware changes. The 

carrier spreading and despreading requires an addition of a double balanced mixer. The 

proposed correiator uses an A-to-D and an integrator which requires additional hardware. 

The code sliding circuits can be accomplished in the FPGA except for the individual 

vcos. 

It is concluded that the proposed hybrid system is practicai. Hardware can be 

added to the existing CW system to upgrade it to a spread spectrum system with no loss 

in existing performance and with the advantages that spread spectrum has to offer. 

5.6 Further Work 

The correlation detector proposed is the major component which needs to be 

investigated and built to decide the overall reliability of the proposed system. Further 

work in this area would be helpful in making the hybrid system feasible. 

The proposal for the hybrid system does not cover the microprocessor software 

which is also a major component in the hybrid system. Further work in this area along 

with the hardware implementation will ensure a working system. 



References 

The 1995 Grolier's Encyclopedia; Copyright Grolier Incorporated, 1995 
Microsoft (R) Encarta. Copyright (c) 1994 Microsoft Corporation. Copyright (c) 
1994 Funk & Wagnall's Corporatim 
William F. U, Spread Spectrum: Principles and Possible application to Spectrum 
Utilization and Allocation, IEEE Communications Society Magazine, September 
1978, Vol. 16, No. 5, pp. 2 1-3 1. 
S kaug and J.F. Hjelms taci, S read Spectrurn in Communicution, EE e Telecommunication Series, olume 12. 
R C. Dixon, "Why Spread S ectrum?", IEEE Communications Society Magazine, f JUIY 1975, Vol. 13, pp. 21- 5. 
J. K. Holmes, Coherent Spread Spectrum Systems. Wiley Interscience Publication, 
John Wiley & Sons, Inc. 1982. 
A. I. Viterbi, "Spread Spectrum Communication - Myths and Realities", IEEE 
Communications Society Magazine, September 1979, Vol. 17, No. 3, pp. 1 1 - 18. 
R. C. Dixon, Spread Specrrum Systems - with commercial application, Third edition 
Wiley Interscience on, Publication, John Wiley & Sons, Inc. 1994. 
Baumert, L.,Easterling. M.,Goulomb, S. W., and Viterbi, A., "Coding Theory And 
Its Application To Communications Systems," JPL Report 32-67, March 196 1. 
Gold, R.? "Optimal Bina- Sequences for Spread Spectrum Multiplexing," IEEE 
Transaction on Information Theory ., Oc tober 1 967. 
Pain ter, J. H., "Designing Pseudo-Random Coded Ranging Systems," IEEE trans. 
Aerosp. Elect. Sys., January 1967. 
Peterson, W. W., "Error correcting codes," MIT Press, Wiley New York. 
Klauder, A. C. Price, S. Darlington, and W. J. Abersheim, "The theory and design 
of chirp radars," Bell Syst. Tech. j. vol. 29 pp. 745-808, 1960. 
B. Patel, R. Palmer, "Using VHF positioning system to ma a native Indian 
reserve", IEEE. Wascanex '95( Winnipeg, MN; May 15- 1 1995),IEEE Cat. No. 
95CH358 1-6, pp45 1-455. 

g 
Fischer, L.; Palmer, R.J. ; Wimmer, K; "Phase Ramp Extraction and Use in 
Correcting Unlock Error in a VCO ", Proceedings of IEEE Pacific Rim Conference 
on Communications, Com uters, and Signal Processing, Victoria, B.C. Canada, 
June 4-5 1987, pp 279-28f 
Sudworth, "A Sim le Navstar remiver", Proceeding of the International S cialist 
Serninar on Case tudies in Advanced Signal Processing, Sept. 18-2 1, 1 9 g  pp. 85- 
89. 

S 
Accutrak Systems Ltd., "Agtrak 2020 Techinical Manual". Copyright Accutrak 
Systems 1995,3303 Grant Rd, Regina, Saskatchewan, Canada. 
J Toth., R Mason., K Runtz., "Precise Navigation Using Adaptive FIR Filtering 
and Time Domain Spectral Estimation ", IEEE Trans. on Aerospace and Electronic 
Sys.,Vol.30,No.4, 1994,pp. 1071-1075. 
Yong Luo, "A Spreod Spectrum Ranging system - Analysis and Simulation ", a 
thesis submitted for MASc, 1997. 



[20] L. Fischer and R. Palmer, "Short Ranging System" Canadian Patent # 290 10 1 US 
and United States Patent # 4,833,480 issued May 23,89 

1211 Moms, R.L.; Palmer, R.J.. "A S h o ~  Range, High Precision Navigation System for 
Automated Fannin ", Proc. of 50th Annual Meeting of Institute of Navigation, B June 6-8, 1994 Co orado, Springs, Colorado 

[22] Lam. A; Tantraratna S.; Theory and applications of Spread sprectrum systems, 
IEEE Self Study Course, IEEE 1994 

1231 Dixon. R. C. "Simplified Approach to Direct sequence carrier modulation and its 
selection ". IEEE Miicom. Conf. Proc. October 198 1. 

[24] Motorola CMOS ASIC data book; Technical data AN980: "VHF Narrow band FM 
Receiver design using the MC3362 and the MC3363 dual conversion receivers" 

[25] Lem, Kwong Digital Phase Meusuremen? Techniques, M.Sc. Thesis. Engineering, 
University of Regina, Regina, Sask. Canada 1988 

[26] Motorola Linear IC data book MC 1496 application note 
[27] Minicircuits, RFIF Designers Hund book, 1996-97. 
[28] Best R., Phase Lmk h o p  Application and Design, 
[29] Appendix A; The ARRL Spread Spectrum Sourcebook, ARRL Publication 199 1. 
1301 Dixon. R.; "Spread Spectmm systems", choosin linear code, Table 3.7 pp 93-95; 

Wiley Interscience on, Publication, John Wiley k Sons. Inc. 1994 



Digital Mixer. 

The concept of the digital mixing has many advantages, as compared to the analog 

mixing. The sole purpose of mixing is to obtain the sum or the difference of the 

frequencies of the two mixing signals. The conventional method of mixing involves an 

analog double balanced mixer which produces the sum and the difference of frequencies 

of the two input signals. The desired signal is then filtered out using band-pass filten. 

The digital mixer is implemented by a D flip flop, whose output produces the 

difference frequency of the two input signals. This property of the D flip flop, avoids the 

use of filter after the output, since only one frequency is produced. 

Freq. 1 > Freq. 2 
Freq. 1 - Freq. 2 = Difference 

Frequency 2 slides in phase with respect to frequency 1, which causes the output 

to change the state by sampling the higher frequency. The rate at which the two wave 

forms slide pass each other detemines the difference output's frequency and symmetry. 



Let 

Frequency 1 = f H 

Frequency 2 = f 

then, t ~ = l l f ~  a n d t ~  = l l f ~  

2- - N , Where N is the number of t cycles needed to produce one cycle O 

dip 

output. The difference output has a 50 % duty cycle if N is even. 

Therefore one cycle of the output has a duration of 

out 

For example consider the PN code sliding PLL, mix down stage where the two 

frequencies to be mixed down are 1 1852678 Hz and 1 1 1 14600 Hz. The difference 

produces the clock for the PN code generator. 

f = 1 1852678 

f L =  11114600 

therefore, 

t = 5.603 nano sec. 

N = 15.05884. 

t .., = t * N = 1.354870 m sec. 

F = 738.078 K HZ. 

f the 



This digital mixer does not behave the same for al1 the frequencies, there are two 

major limitations as far as the mixing is concerned. 

1) The output of the flip-flop changes state on every rising edge of the clock input 

which limits the highest frequency of the output to be half of that the lower 

frequency . 

2) The above limitation also imposes on the higher frequency to be only 1.5 times 

that of the lower frequency. 

Therefore the limitations are..... 
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