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Abstract 

Sophisticated power electronic apparatus and their digital control systems are finding 

increasing applications in electric power systems a t  generation, transmission, distribution 

and utilization levels. It is essential to carry out rigorous performance evaluation of the 

power electronic equipment and their digital controllers prior to their commissioning on 

the host power system. The cunent trend to achieve that goal is to interface a real-time 

digital simulator representing the power electronic apparatus and the host power system 

mit h the digital controller. This thesis addresses the issue of synchronization between the 

output signals of the digital controller for firing power electronic switches and the discrete 

time-step of the real-time simulator. It is shown that lack of such synchronization can 

lead to severe inaccuracies in the simulation results. 

.A novel real-tirne simulation algorithm is proposed for accounting incoming switching 

events in fixed step-size digital simulation. This algorithm relies on the registration of 

the timing of the switching events and a subsequent correction procedure to calculate 

the system state. Off-line time dornain simulations of a Pulse Width Modulated (PWM) 

Voltage Source Inverter (VSI) system demonstrate a ten-fold improvement in accuracy 

of the proposed algorithm over the fixed step-size algorithm using the same step-size. 

Pract ical feasibility of the proposed algorithm is demonstrated by implementation on a 



digital computing platform comprising of a DSP and a FPGA. The hardware and software 

design process follows a modular approach which rnakes it amenable for implementation 

on ries% generation processors. A 5kV.4 experimental set-up of the PWM VSC system is 

used to veri* the results of the real-time simulation. 
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Chapter 1 

Introduction 

1.1 Motivation and Overall Perspective 

Recent years have seen an increasing power demand coupled with an increasing usage of 

esisting transmission and distribution resources. Various factors such as environmental 

concerns, right-of-aay problems for new transmission lines and complex interconnections 

of networks are preventing an expansion and forcing a closer-to-limit operation of exist- 

ing resources. The most recent trend is deregdation of the power industry which was 

initiated to increase cornpetition in al1 sectors of the industry. Al1 these developments 

demand a more efficient use of the existing resources and a better control of power flow. 

The industry solution to handle increasing power demand, better control of power flow 

and improve system stability at the same time, came in the forrn of new technologies 

such as FACTS (FIexible AC Transmission Systems) controllers and CP (Custom Power) 

controllers which are based on high-power eIectronics. Sophisticated power electronic con- 

trollers are also frequently employed for low-power industrial applications such as drive 

systems. The design and development of these power electronic apparatus is a complex 

and highly specialized process involving considerable investment. A comprehensive and- 

ysis of these technologies is essential to understand their operating characteristics, the 



1.1. Motivation and OveraIi Perspective 

range of control and their overall impact on the power system a t  large. In this respect only 

off-line transient simulation is not adequate, real-time simulation is needed for rigorous 

closed loop testing and correction of any potential problems such as harmonic injection 

and rescnance between the power electronic controllers and the power system. .A need 

therefore esists to deveIop techniques for accurate and efficient real-time simulation of 

systerns containing conventional power system components and newer power electronic 

apparatus. 

Traditionallx Transient Network Analyzers (TN-4s), based on analog technologies, were 

used for real-time simulation and testing of new control strategies before they were in- 

stalled on a power system. With the availabiiity of Iow-cost and powerful digital com- 

puters and fast execution digital signal processors, analog simulators and controllers are 

giving way to fully digital real-time sirnulators and controllers. As a consequence of this 

trend new technical chaIlenges are surfacing. One important problem, in particular, is 

that of interfacing a real-time digital simulator modeling power electronic systems with a 

digital controller. .4 major characteristic of digital simulation is that it is inherently dis- 

crete in nature. The system state can be computed not continuously but only at  a certain 

time step either fixed or variable (a variable time step is allowed only in off-line digital 

simulation). Therefore, a real-time digital simulator is unable to respond immediately 

to esternal events coming in between two caiculation steps. On the other hand, digital 

controllers for power electronic apparatus output firing pulses whose timing is important 

for the desired behavior of the apparatus. When a firing signal in the simulation is not 

taken into account a t  its proper time, switching is delayed which can have undesirable 

side effects on the output. Thus, when a real-time digital simulator is interfaced with 

a digital controller the overriding concern is that of synchronizing the operation of the 

sirnulator with the timing of the incoming firing signal. .4 lack of such synchronization 

can lead to errors in the simulation output and a possible run-off in the solution of sys- 
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tem state due to accumulation of local errors over time. In an ofMine simulation these 

spurious effects are usually avoided by using small integration time steps, however, such 

an approach is not feasible in real-the. 

This thesis addresses the aforementioned problem. The interaction of a real-time digital 

simulator and a digital controller is investigated to find out the possible cause(s) of errors 

in simulation. The study system is a Pulse Width Modulated Voltage Source Inverter 

(VSI) system. Detailed off-line simulation is performed to examine the effects of limited 

time-steps, using the iixed stepsize method on the simulation output. A new method 

is proposed for synchronization and alleviation of simulation errors. The proposed real- 

time simulation method has been implemented on a fully digital platform comprising of 

a Digital Signal Processor (DSP) and a Field Programmable Gate Array (FPGA). An 

esperimental setup of the VSI system is used to validate the results from the red-time 

simulator. 

1.2 Evolut ion of Elect romagnet ic Transient Simula- 

t ion 

Since the thesis topic is closely related to electromagnetic transient simulation it is worth- 

while to examine briefly the past and current practices in this area. The tools [l] for 

electrornagnetic transient simulation can be categorized into four main groups according 

to their order of evolution 

1. Transient Network Analyzers (TN-4s) 

2. Analog and Hybrid Simulators 

3. FulIy Digital Off-line Simulators 

4. Real-Time Digital Simulators 
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1.2.1 Transient Network Analyzers 

A TNA is an assemblage of scaled down models of actuai physical cornponents operating 

at much lower voltages and currents. Generators, transformers, transmission lines, power 

electronic converters are connected as in a real network to assure real-time operation. 

Their real-time simulation capability made them crucial for testing control hardware 

before it was applied to the actual system. Because a TNA is expensive and complex to 

build only major utilities or research centers can d o r d  to own one. Major drawbacks 

of TNAs are that they are hard to change or readjust and tha t  al1 system parameters 

cannot be Iinearly scaled down based on physical components e.g. system resistance, 

machine mechanical parameters etc. 

1.2.2 Analog and Hybrid Simulators 

-4nalog simulators employed analog electronics comprising of integrators, summers and 

multipliers to solve the equations describing a system. This approach helped reduce 

the  physical space and cost of the simulator many fold. With the  development of digital 

computers hybrid simulators evolved. The term h y b d  can be construed as a combination 

of analog computers and their digital counterparts or a combination of passive physical 

equipment and digital cornputer models. In either case the hybrid concept arose at 

al1 (instead of a direct leap from physical TN-4s to fully digital simulators) was because 

during the course of simulator evolution people realized that either there were not enough 

digital models available or the models were not accurate enough to merit serving as a 

replacement to the analog components. In certain cases analog rnodels were needed to 

simulate fast transients in real-time due to the digital models being too complex. Hybrid 

simulators can be thought of as an evolutionary stage which will quickly pass away in 

favor of fully digital simulators. 
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1.2.3 Fully Digital Off-line Simulators 

-4 digital simulator emulates a physical component by solving the mathematical equations 

which describe the component behavior. Currently available digital simulation software 

programs can be classified into the following three classes. 

1. Differential Equation Solver Programs 

2. Circuit Oriented Programs 

3. Hybrid Programs 

1.2.3.1 Differential Equation Solver Programs 

This category encompasses every mathematical software that can solve linear and non- 

linear differential equations. The most popular example is MATLAB and its graphical 

cornpanion SIMULINK. For transient simulation in MATLAB, the user needs to descnbe 

the system in state-variable f o m .  M-4TLAB is also a very convenient tool for controller 

design as it contains several toolboxes for control analysis, neural networks, fuzzy logic 

etc. 

1.2.3.2 Circuit Oriented Programs 

These software programs utilize nodal method of analysis for transient simulation. Pop 

uIar programs in this category are SPICE, EMTP, EMTDCIPSCAD, and NETOMAC. 

SPICE was originally developed for the simulation of integrated circuits; its offspring 

PSPICE is now employed for the simulation of power electronics a t  low-power levels. 

The other three software packages are primarily used for power systern and high-power 

electronics simulations. The user interface of each of these programs is unique. 

EMTP and EMTDC are basically similar programs in terms of their interna1 workings 

with the exception of some modeling differences of certain power system components. 
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Both are fked time step programs which make use of the trapezoidal numerical integra- 

tion rule and the nodal method for network solution of power systems; a recently added 

feature of EMTDC/PSCAD is linear interpolation for some of its models- Both prograrns 

have extensive libraries of power equipment models, as well as analog and digital control 

models. In EMTP modeling of control systems can be achieved with TACS (Transient 

Analÿsis of Control Systems) or with newer MODELS package. 

NETOM-4C offers the user the choice of fixed stepsize, variable stepsize and interpola- 

tion features. It &O provides a transient stability calcuiation feature absent in EMTP. 

There are some differences between NETOMAC and EMTP-type programs with regard 

to the modeling of control subsystem and the way it interacts with the network subsystem. 

-4 common feature of al1 these programs however, is that al1 of them are non-real-time 

off-line digital simulation tools. 

1.2.3.3 Hybrid Programs 

These programs utilize both nodal analysis and state-variable description. The nodal 

method is usually adopted for the network solution and the state variable approach is 

used to describe an auxiliary component, such as  an SVC(Static Var Compensator) or a 

HVDC(High Voltage Direct Current) converter, which is eventudIy interfaced with the 

network using a Norton equivalent circuit. Some of these programs were developed as 

independent research efforts [2,3], however, the hybrid approach itself is extensively used 

in EMTP. 

1.2.4 Real-time Digital Simulators 

Rapid progress in computer technology and parallel processing is providing impetus for 

the development of fully digital real-time simulators which are posing increasing com- 

petition to existing TNAs and Hybnd simulators. The main examples in this category 
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are: 

RTDSTM from Manitoba HVDC Research Center [4] 

0 TEQSIM Simulator (-4 Hydro-Québec/Mitsubishi Electric -4lliance) [5] 

0 dSP.4CE Simulator [6] 

1.3 Literature Survey 

The concept of reai-time simulation using fully digital computers is quite a recent one; 

the first international conference on fully digital power system simulators [7] occurred 

in 1995. Since then there has been significant research effort to refine digital simulators 

with the goal of eventually replacing the analog and hybrid simulators with newer and 

lower costing fully digital simulators. 

The flurry of research actitity into real-time simulators was driven due to two main 

reasons. Firstly the advances in the development of discrete models for power systern 

components (this 2spect of research was pioneered by Dommel [8] with his EMTP pro- 

gram in the late 19601s, then as the popularity of EMTP grew detailed models of rnost 

of the power equipment were created). The iniprovements in accuracy and efficiency of 

these modeis had a significant effect on the real-time simulator technology. Secondly the 

enormous advancement in the computer technology, causing CPU and memory speeds 

to increase and the prices of desktop PCs, workstations and computer chips to drop 

e v e l  year, formed a major incentive that drove analog oriented thinking towards a dig- 

ital mindset. Although concentrated on a short span of time, a so called "transient" 

in research activities has spawned a fairly extensive list of publications in the real-tirne 

simulation area but only those papers are cited here that were thought to serve as land- 

marks in this area. The literature can be broadly classified into three main categories : 

rnodeling, design and applications of real-time sirnulators. 
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1.3.1 Modeling for Real-time Simulators 

The modeling aspect deals with the mathematical formulation of the power system com- 

ponents. Technically a model that  has been developed for off-line simulation can be 

applied to real-time simuiation as well but certain optimization of the model is needed 

wit h regard to its computational efficiency. The literature pertaining to t his category 

can easily encompass models written for off-line simulation. The problem of interfacing 

a real- time digital simulator simulating power electronics with a digital controller bas 

not been addressed in the literature, but problems related to modeling power electronic 

sivitches such as switching delay have been addressed with regard to off-line simulation. 

Variable stepsize and order methods have been used for power electronic circuit simula- 

tion in programs such as SPICE but their application to power system transient simula- 

tion has been limited due to their large computation tirnes compared to fived step-size 

methods. Moreover, such methods have always been used for off-line simulation rather 

t han real-time simulation. 

Gole [2] developed a SVC model based on state variable approach to be interfaced with 

the EMTP program. To overcome spikes in the voltage waveform during thyristor switch- 

ing, a variable time-step m e t h ~ d  is chosen for the SVC model where submultiples of the 

original fixed time step are used whenever switching occurred. In this method Adam's 

second order closed formula is used, which involves iterations instead of a single step 

solution using trapezoidal rule. Computation times reported for the SVC model are too 

large to be practical for real-time studies. 

Kato (91 introduces a variable-order and variable step-size method using the Backward 

Differentiation Formulas for transient analysis. This method selects the stepsize and 

the order which maximize the stepsize within a given allowable error criterion. Results 

reported indicate better accuracy but higher CPU time compared to the h e d  stepsize 

trapezoidal rule. 



Marti [IO] reports a hlly software approach for real-time transient simulation based on 

the EMTP. The problem of switching delay is not addressed in this paper. The focus 

is on achieving faster computational speeds for which the system admittance matrix is 

pre-calculated, inverted and stored unlike the EMTP where triangularization and Gauss 

reduction is used. 

Crolv [ll] proposes multirate methods for the time domain simulation of systems contain- 

ing fast components such as induction machine Ioads and FACTS controlIers. Based on 

the behavior of the eigenvalues of the system the states are partitioned into different time 

response ranges and each variable is integrated with a step size which is suficient for the 

required accuracy decided using a prediction of the local truncation error. The coupling 

betmeen the different parts of the differential equations is maintained by approximating 

the slowly varying solution components. 

Linear interpolation has been used effectiveiy [12-14) in off-line simulation to estimate 

the switching instant. Its use in real-time simulation has not been reported yet. The 

effect of interpolation is demonstrated [14] in off-line simulation of HVDC systems for 

the removal of firing angle jitter and the elimination of spurious non-characteristic har- 

monics. 

Acevedo [15] proposes a mode1 to represent HVDC converters in real-time transient simu- 

lators. To meet the real-time requirements dl the possible states of each 6 valve converter 

bridge are pre-calculated and stored. At each time step the correct state is picked up 

and solved together with the external power network for a simultaneous solution of the 

complete system. 

1.3.2 Design of Real-time Simulators 

The design aspect of real-time simulators deals with their hardware and software im- 

plementation. Several real-time simulators have been developed ar  are in the various 
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stages of development. Some were developed to serve as largescale, commercial, general- 

purpose simulators [16-181, while others were smaller-scaled, meant for the academic 

environment [19,20] and tailored to  meet certain system requirements [IO, 20,2 11. 

Jakominich [18] reports the development of a hybrid simulator and its application in 

testing digital EHV-line relays. The developed simulator had the flexibility of modeling 

F.4CTS and HVDC converters fully digital by computer simulation and transient real- 

time data injection as well as analog by using physical simulation with original converter 

controllers for analyzing relays under real system conditions. Mercier [17] describes the 

evolution of the IREQ (Institut de Rechérche d' Hydro-Québec) simulator through a 

gradua1 transformation of its models from analog components to  digital cornputers. 

Some simulators were built around single processors [IO, 211, but soon realization dawned 

that as the size of the systems modeled increased single CPUs were not able to cope 

with the resulting computational burden. Marti [IO] demonstrates that using high-end, 

high speed computer workstations real-time operation can be achieved and sustained for 

a short period of time for relatively simple systems. The paper descnbes a completely 

software approach toward real-time simulation. Kezunovic (211 describes a design where a 

single processor is used for network simulation and multiple DSPs are used for instrument 

transformer and circuit breaker mode1 implementation. The design bas been optimized 

for power system protection device studies. 

As the system complexity increased parallel processing was the next logical step in the 

evolution of real-time simulators. Durie [20] describes a digital microprocessor TNA 

based on the Inmos T800-20 transputer used for network modeling. One processor is 

assigned for each bus in the network being simulated. The topology of the digital TN.4 

is identical to  that of the network. 

Recent advances in the digital signal processing technology has led to the development of 

RTDSTM [16] a fully digital real-time simulator. The RTDSTM is organized into individ- 
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ual racks of tightly coupled DSPs connected to one another using a common backplane. 

Each rack is identical and contains the necessary hardware for processing, inter-rack 

communication and user interface. The RTDSTM uses P S C A D ~ ~  for al1 user interac- 

tion. With its help the user can graphically enter the system under study, compile it 

and download the program to the RTDS? The compiler produces al1 of the parallel 

processing code required by the DSPs and automatically assigns jobs to the individual 

DSPs. 

1.3.3 Applications of Real-time Simulators 

So far the two major application areas for real-time simulators have been: 

1. Power system protection (relay testing) [18,21.22] 

2. Testing of F-4CTS, Custom Power and HVDC controllers [19,23,24] 

Other applications include simulation of transient stabiiity [25]? on-line security assess- 

ment (261, dispatcher training [27], etc. 

1.4 Thesis Requirements 

From a detailed inspection of the currently avaiIable digital simulation tools and a survey 

of the current literature it was concluded that : 

1. Despite the fact that real-time digital simulators have been employed for various 

purposes for some time, their interaction with digital controllers has not been stud- 

ied in sufficient detail to address the problems therein. Therefore, a tfrorough study 

related specifically to a real-time digital simulator sirnulating switching power cir- 

cuits \vas needed. Although the problem of switching delay in digital simulation 
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has been addressed in the context of off-line simulation, its effects in r d - t i m e  sim- 

dation have not been investigated, which rendered most of the off-line solutions 

inapplicable for real-time simulation. 

2. Due to several modeling and implementation constraints off-line programs such 

as EMTP were unsuitable for simulating conditions encountered in the practical 

implementation of digital controllers. This hurdle demanded the development of 

new software, both off-Iine and real-time, addressing the specific modeling and 

implementation needs of the problem at hand. 

3. The efficacy of any proposed solution needed to be tested by hardware implemen- 

tation on a real-time digital processing platform. The goal here was not to develop 

a general purpose real-time digital simulator but rather to tailor the implementa- 

tion to meet specific design and simulation requirements. None of the hardware 

impiement ations reported in the literature addressed the issues sought after in this 

t hesis. 

4. Simulation, be it off-line or real-tirne, is governed by the same underlying mathe- 

rnatical processes. Validation remains incomplete if a simulation cannot be verified 

b j  experimentation. An experimental setup of the study system was therefore 

needed to corroborate the simulation results and to provide closure. 

1.5 Outline of Thesis 

This thesis is composed of five chapters. Chapter 1 provided a general introduction to 

the area of real-time simulation. A review of literature is presented to bring the reader 

upto date with current research in this area. 

Chapter 2 starts with the problem pertaining to switching events in digital simulation. 

Techniques to handle discrete events in off-line simulation and the reasons for their practi- 



and a digital controller is investigated to get an insight into the the causes of simulation 

errors. The details of the proposed real-time simulation method are presented. The 

chapter ends with a discussion on numerical methods suitable for real-time simulation. 

Chapter 3 is devoted to  the modeling and control design of a three-phase PWM VSI 

system which is used as a study system to demonstrate the simulation results predicted 

in Chapter 2. Detailed off-line simulation technique is presented highlighting some key 

points where the adopted approach deviated from the convention. The simulation results 

also st udy the impact of limited time steps frequent ly encountered in real-time simulation 

using the fixed time step approach. A cornparison of the results obtained using the fixed 

time-step approach and the proposed approach is presented to illustrate the benefits ob- 

tained from using the proposed approach. 

Chapter 4 is devoted entirely to the experimental work done to validate the proposed 

approach. Firstly, the design and implementation of a real-time digital simulator based 

on a DSP-FPGA platform is presented. Then a description of an actual power circuit 

implementation of the VSI system is presented. Results reported in this chapter com- 

pare those obtained from an off-line simulation using Lied stepsize approach with a 

small time-step, the real-time simulation using the proposed approach and those of the 

physical model. 

Chapter 5 presents the conclusions and the main contributions of this thesis. Suggestions 

for future research work are also presented. 



Chapter 2 

Switching Events in Digital 

Simulation 

This chapter addresses the problem related to switching events in digital simulation. 

Section 2.1 will define the problem. The conventional techniques to handle this prob- 

lem in off-line simulation will be presented in section 2.2. Al1 ofi-line strategies d l  be 

esamined in detail and their particular advantages are discussed. Section 2.3 examines 

the reasons for the unfeasibility of some of these techniques for real-time simulation. 

Sext? the interaction of a real-time digital simulator and a digital controller is studied, 

in detail in Section 2.4, to get an insight into the causes of simulation errors when proper 

synchronization is not used. Sampling theory will be used to mode1 this interaction. Sec- 

tion 2.5 presents the details of a new method for synchronized operation of a real-time 

digital simulator and a digital controller. The proposed method relies on registration of 

the timing of the discrete gating pulses and uses a correction algorithm to rnodify the 

normal operation of the simulator. Selection of a proper numerical method is paramount 

in real-time simulation due to its influence over the speed, accuracy and stability of the 

simulation. Therefore the chapter will conclude with a discussion on the suitability of 

different numerical methods for real-time simulation. 



2.1. The Problem 
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Figure 2.1: Switching event in digital simulation 

2.1 The Problem 

Digital controllers for power electronic systems output discrete firing signals which may 

not necessarily be in synchronism with the time step chosen for the real-time digital 

simulator. The error in the solution of the system state stems from the deIay introduced 

in the switching due to  improper synchronization of the two discrete processes. ünlike 

the actual physical system the digital simulator is unable to respond instantaneously to 

a firing signal that cornes in between two calculation steps. Since the simulator can only 

respond at the end of a calculation step the actual switching may occur one time step 

too late in the worst case. Also, since the incoming firing signal does not always occur a t  

the same instant on the time grid of the simulator, the switching is not always realized 

at  the same moment and therefore the delay introduced is not constant. The larger the 

time-step of the simulator the larger is the delay in switching. 

Figure 2.1 illustrates the problem on a time grid progressing from left to right to < 

t l  < t2 . . . with a time step of At = ti,l - t i ,  (i = 0,1,2, . . .). A fixed stepsize numerical 

integration program operation is depicted by the curved arrows. Let x,, (i = 0,1 ,2 ,  . . .) 
be the states of the system computed by the simulator at every time step At and yi, ( 2  = 
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0: 1 , 2 , .  . .) be the true states of the system obtained by taking the discrete events into 

account at  their exact locations. The firing signal cornes in a t  time t, but is accounted 

for at time t2 when the real-time simulator has already caiculated the incorrect state z2. 

The change in state requested by the discrete event is acknowledged a t  time t2 and is 

used to caiculate state 2 3  at  time t3.  The actual physical system would respond to the 

firing signal a t  time te with the state y, and y2 would be the true state of the system a t  

time t2. 

2.2 Techniques for Handling Switching Events in Dig- 

ital Simulation 

Switching delay was first encountered in off-line simulation while sirnulating thyristor 

based power electronic circuits using line commutation. Since a thyristor turns off when 

the current through it goes to  zero, switching is delayed by a fraction of one time step if 

the current zero occurs between two calculation steps. The techniques developed to solve 

this problem were later used for circuits using forced commutation and for circuits em- 

ploying switches with gate tum-off capability. Although the current in a circuit equipped 

with switches such as GTOs or IGBTs can be interrupted a t  any time, switching delay 

in the simulation anses if the firing signal for the switch comes in between two time steps 

of the simulator. Figure 2.2 illustrates the algorithms that have been used to account 

for discrete switching events in off-line digital simulation. In a fixed time-step digital 

simulation program, such as the EMTP-MODELS, events that occur between two time 

steps are accounted in the next calculation step. The switching event coming in at time 

1, is acknowledged a t  time t2 and is used to calculate state XJ at time t3 . The traditional 

approach (Figure 2.2(A)) to  alleviate the errors due to delay in switching is to  c a q  out 

the entire simulation with a small stepsize 6t  = At/n, (n integer), so as to reduce the 
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Figure 2.2: Techniques for handling switching events in off-line digital simulation 
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delay, but a t  the cost of a larger total simulation time. 

In a variable time-step program (Figure 2.2(B)), as the name suggests, the time-step of 

the simulation is changed whenever a switching event cornes in between two calculation 

steps. When the switching event is detected at time t2 the algorithm backtracks to the 

state xl at the previous time step, takes a smalier time step Ah and calculates state y,, 

takes another time step (At - Ah) and calculates state y ~ ,  and then proceeds with a fised 

time step At till the ries% switching event is detected. The variable time-step process 

would involve a re-formulating of the admittance rnatrix during the course of program 

esecution everytime the time-step changes. If the study system is large, this would mean 

a significant computational burden. 

-4nother variation (Figure 2.2(C)) of the variable time-step method is a method where 

two time steps- one At and another 6t (= Atln)  an integer submultiple of At are main- 

tained. When the discrete event is detected a t  time t2 the algorithm backtracks to time 

t l  and starts calculating states every bt so that instead of accurately pinpointing the 

instant te it is finely straddled between two calcuiation steps d t .  Once the event has 

been accounted for a catch-up time step Dt (= At - k * 6 t ,  k = 0,1,2,. . . n) is taken 

to time t 2 .  The adt-antage of this method is that the system admittance matris can be 

pre-calculated and stored for the three time steps At, dt  and Dt. This method was used 

for simulating an SVC (Static Var Compensator) circuit [2] using state variable formu- 

lation. ,AdamYs second order integration rule was used to iterate around the event until 

adequate accuracy was achieved. 

Linear interpolation has been used effectively in off-line digital simulation programs to 

accurately mode1 switching instants. In the method of Figure 2.2(D) trapezoidal in- 

tegration is used for normal operation with time step At. When a switching event is 

detected, the method interpolates to obtain circuit variables a t  time te. Then, Backward 

Euler (BE) integration is u s d  for the subsequent tnvo half time (4 t /2 )  steps after which 
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normal operation resumes. Notice that the original time gRd has now been altered. The 

main motivation behind this approach is that using half time step BE rule the resulting 

system rnatrix is the same as that needed for a full time step trapezoidal rule. -4ny other 

stepsize would entail a matris reformulation. This method [12] has been implemented 

in the Microtran version of EMTP. 

Figure 2.2(E) illustrates another method [14] which uses linear interpolation but the 

stepsize is now fked. Once the switching event is detected at time t2 States zl and xk 

are linearly interpolated to obtain state z, at  time te and the solution continues with the 

original time step At yielding a new solution xt,+at one time-step later. -in additional 

interpolation step between te and (te + At) is taken to find the correct state a t  t2 Le., 

x, and x ~ , + A ~  are now linearly interpolated to get x2. This second interpolation step is 

taken to put the solution back on the original time grid. So? there are two interpolation 

steps and two regular solution steps from the time the switching event is detected at  t2 

till the time the state x3 at t3 is calculated. This approach again has the advantage that 

the admittance rnatrix need not be re-formulated since the time step is fixed. 

2 -2.1 Why Above Techniques Are Not Suitable for Real-Time 

Sirnulat ion 

With regard to real-time computation the fixed stepsize approach (Figure 2.2(-4)) with a 

small At is not feasible in the case of realistic size systems due to excessive computational 

speed requirement. The variable step-size approaches (1) and (2) in (Figure 2.2(B),(C)) 

also cannot be used because real-time simulation normally does not permit stepping back 

in time or iterations around the event. The main disadvantage of the method of Figure 

2.2(D) is that it alters the original time grid every time a switching event is detected and 

thus becomes impractical for real-time operation. It is othenvise quite efficient to use 

tmo half time steps of BE integration which eliminates reformulation of the admittance 
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Figure 2.3: Generic setup of a real-time digital simulator interfaced with a digital con- 
troller 

mat ri^. The approach of Figure 2.2(E) is conceptually attractive due to the h e d  s t e p  

size but for real-time implementation i t  still needs significant computer time to compute 

two interpolation steps and two regular solution steps. 

2.3 Interaction of a Real-Time Digital Simulator with 

a Digital Controller 

Figure 2.3 illustrates a generalized setup of a real-time digital simulator interacting with 

a digital controller. The simulator generates digital signais internally which after DIA 

conversion are output as low-level analog signals. The low-level analog signals after 

adequate isolation and filtering are amplified before being applied to a test equipment 

or a controller. The digital controlier setup usually has sensoring equipment and A/D 

converters as external peripherals to convert the high-level analog signais to low-level 
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Figure 2 -4: Interfaces between a real-time digital simulator and a digital controller 

digital signals which are then fed to the control algorithm. -4 firing pulse generator 

inside the digital controller generates discrete gating pulses which are fed back to the 

simulator to  control power eiectronic switching devices in the simulation. 

Figure 2.4 illustrates a model which includes the essential elements taken from Figure 

2.3. In deriving this model the quantization errors of .4/D conversion are ignored and 

al1 amplifiers and sensors are assumed to be ideal without any bandwidth limitations. 

Two interfaces 1 and II are s h o w  between the real-time digital simulator and the digital 

controller. Interface 1 represents the sampling action performed by the A/D converter on 

the power signais v, i and is modeled by a sampler which operates a t  a specific rate T, 

(called the controller sampling period) and a zero-order hold. The simulator can acquire 

the gating signal from the digital controller only a t  finite intervals At due to the discrete 

nature of the numerical integration process i t  is carrying out. Interface II represents this 

At iatency on the gating signal and is modeled by another sampler with sampling rate 

At. The problem defined in Section 2.1 is related to Interface II. 

Let g ( t )  represent the gating signal as the output of the digital controller and ga(t )  

represent the sampled gating signal as the input to  the simulator. The action of sarnpling 
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is inathematically represented by using Impulse Modulation 1281. g6 (t) is obtained by 

multiplying g ( t )  by a unit impulse train &(t) with a period T = At . 

Since the impulse train is a penodic signal it can be expressed as  an exponential Fourier 

so that 

Substitution of &(t)  in (2.1) fields 

The Fourier transform of both sides of (2.6) yields 

The right band side of (2.7) represents the spectrum g ( j w ) / T  repeating periodically every 

UA, = 27r/T = 27r/At rad/sec. As T = At increases the distance between the individual 

g ( j w  ) /T spectrums decreases and they overlap. 

Consider a rectangular pulse and its Fourier spectrum (Figure 2S(a), (e)). Since the 

pulse is time limited its frequency spectrurn is band unlimited. As the width of the pulse 
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Figure 2.5: Sampling action on a gating signal 
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decreases, the amplitude of its spectrurn decreases but its bandwidth increases. 

-4 pulse midth modulated gating signal g ( t )  can be considered as a series of rectanguiar 

pulses with changing pulse widths. Its frequency spectrum shown in Figure 2.5(f) is dso  

band unlimited not unlike that of a rectangular pulse. Sampling such a signal at  a fixed 

rate nill result in an aliased signal according to Shannon's sampling theorem [28]. The 

spectrum of g&) would consist of overlapping cycles of g ( w )  repeating every wdt rad/sec 

(Figure 2.5(g)). Aliasing arises due to the effect of spectral folding where a certain band 

of high frequency compoaents get reflected in the low frequency region due to the iirnited 

sampling rate At. The resulting gating signal g&) thus is always an undersampled 

version of g ( t )  and contains pulses having different positions and widths. 

Now, it can be assumed that the spectrum of g ( t )  decays significantly at  high frequencies 

and contributes little to the reconstruction of the signal g6(t) .  Based on this assumption 

g ( t )  can be bandlimited at a certain sufficiently large frequency W B  = %r/TB and sampled 

at a rate in escess of 2 ~ ~ .  This is equivalent to using a sufficiently small time step 

At < 1/2fe to sample such a signal. 

To illustrate the effects of limited sampling rates on the gating signal consider a PWM 

gating signal generated using a fundamental frequency (6OHz) sine wave and a triangular 

carrier at l k H z  using a time step of 10ps. Figure 2.6 shows the changing nature of 

the gating signal when sampled at three different sample rates. For At = 50ps and 

At = 1 0 0 ~ s  the pulses are slightly shifted from their original positions and are slightly 

wider or narrower than their original widths. These rather insignificant differences have 

a dramatically significant impact when the altered gating signal is used to control a 

converter in a power circuit. As seen from Figure 2.6 at At = 2 0 0 p  entire negative 

pulses are missed. The above description is valid for any kind of gating signal but a 

P W M  signal is chosen in particular because it is a ubiquitous signal for power electronics 

applications. The effect of the aliased gating signal can be studied by examining the 
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Figure 2.6: Effect of limited rate sampling on the gating signal 
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harmonic spectrum of the circuit variables in a power electronic circuit. -4s will be 

revealed from the simulation of a PWM VSI system in Chapter 3 an aliased gating signal 

can give rise to severely inaccurate resuits. 

2.4 Proposed Approach for Real-Time Simulation 

Based on the discussion in Section 2.2, clearly the existing techniques to handle switching 

events in digital simulation adopt one of the follotring practices t hat contradict real-time 

operation : 

Stepping back in time and changing states that have already been calculated. 

0 Altering the original time grid of the simulation. 

Iterations around the switching event. 

Varying the step size. 

Of al1 the algorithms outlined in Section 2.2, the desirable approach to account for inter- 

step switching events is to use a small simulation time step. However, the main hurdle 

for its practical implementation is computer resource. Therefore, this approach is not 

feasible for real-time computation. It was concluded that a new real-time simulation 

algorithm was needed which conformed to the following requirements : 

-4 fixed simulation time step. 

No alteration of the original time grid during simulation. 

Rcgistration of the timing of the extemal switching events independent of the sim- 

ulation process. 

A computationally efficient way to utilize the registered timing to correct the sim- 

ulated state. 
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Figure 2.7: FICS algorit hm for accounting switching events in reai-time simulation 

The proposed approach, shown in Figure 2.7, depends on registration of the timing of 

the discrete switching event and a subsequent correction aigorithm before the next state 

calculation. This approach shall be referred to as the FICS (Fixed step with Interpolation 

and Clock Synchronization) algorithm henceforth. 

At time t2 the simuiator has computed and sent out the state x2 which is incorrect 

because a switching event d v e d  a t  time te while the simulator was still engaged in 

the calculation of x2. Reai-time operation does not allow recalling and changing state 

22. However, if the simulator were provided with the timing of the event relative to the 

simulation time grid, it can take certain corrective action before proceeding to calculate 

state x3 at  time tB .  An obvious question a t  this point is why doesn't the simulator take 

preemptive action before calculating xz. The answer is that the simulator does not know 

a priori when the switching event will corne in, the event being controlled by processes 

external to the simulator. 

At the beginning of every time step the simulator Iooks for the switching event and its 

timing information. In the presence or absence of this knowledge one of the following 

operational paths are undertaken : 

1. Normal Operation (when no event is detected). 
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2. Post-event Operation (when an event is detected). 

2.4.1 Normal Operation 

The system under study can be divided into two subsystems: one containing the Power 

electronic (PE) module and the other containing the network. 

2.4.1.1 Power Electronic module 

The PE part is comprised of switches whose state is governed be extemal firing pulses. 

Accordingly the output variable u of the PE module can be expressed as 

where G is the gating signal and z is a network state. 

2.4.1.2 Network Solution 

The network solution is similar to  that adopted by a h e d  step-size program such as the 

EMTP. -4 numerical integration technique is used to convert continuous time differential 

equations into discrete-time difference equations. This allows recursive solution of the 

state equat ions. -411 electrical elements are represented as equivalent admit tances and 

current injections. Nodal analysis is then used to formulate a set of linear algebraic equa- 

tions. The transient solution proceeds by solving the linear equations for the unknown 

node voltages at each tirne step. -4 simple first-order scalar formulation of the method is 

given below. 

The state equation for a linear combination of lumped elements such as R, L or C can 

be written in general as 

x = a x + b u  (2-9) 
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subject to the initial conditions x( to )  = XQ and u(to) = uo, where z is the circuit state 

and u is the input. The parameters a and b are dependent on the circuit constants R, L 

and C. Wit h a time step of integration At, the soIution at  time (t + At) can be expressed 

in terms of the solution at tirne t : 

where F is a variable of integration. Now, a numerical integration algorithm can be used 

to approlrimate the value of the integral in (2.10). Let the subscnpt n denote quantities 

at time t and (n + 1) quantities a t  time (t + Ot). 

(2.11) f oms  the discrete time solution of (2.9). The nurnber of history terms of x and u 

in the integral approximation will depend on the type of the chosen numerical method. 

-4 widely used numerical integration method is the Trapezoidal Rule employed in such 

programs as SPICE and EMTP. I t  uses a l i n e s  approximation of x over the interval t 

to ( t  + At). -4pplying the Trapezoidal Rule to (2.10) we get 

(2.12) can be re-arranged as 

where 
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Figure 2.8: Discrete equivalent circuit of a lumped dement 

and 

Recursive solution of (2.13) starting with n = O will yield the desired approximate solution 

of (2.9). 

Network interpretation of (2.13) (2.13) can be re-written as 

If the state x is a current and input u is a voltage source, then (2.16) represents an 

equivalent circuit (Fig 2.8) consisting of a current source J in parallel with a conductance 

,B. J represents the hzstory of the circuit since it depends on the state and input at  the 

previous time step. a and p can be interpreted as the discrete time equivalent circuit 

parameters dependent not only on the original circuit parameters a and b but also on 

the time step At. Therefore, a change in the time step would directly affect the behavior 

of the circuit being simulated. The values of a and P for several commonly occumng 

lurnped elements are given in Table 2.1. 
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Table 2.1: Parameters of discrete equ iden t  circuits for lumped elernents 

CY 

B 

If the netmork has several branches of R,L and C, equations such as (2.16) can be written 

for every branch in the network. Nodal andysis can then be used to  detennine the node 

voltages. For a general network with n nodes, a system of n linear algebraic equations 

can be formed 

1 
At - 
2L 

where [G] is the nodal conductance matrix, [v ( t ) ]  is the column vector of the n unknown 

node voltages? [i,(t)] is the vector of current sources and [JI is the vector of history 

current injections. In the normal execution of the EMTP, (2.18) is solved for the node 

voltages using the Gaussian Elimination technique. For the real-time simulator, however, 

a different approach has been adopted. -4 direct matrix inverse of [G] is employed for the 

solution of (2.18). 

[w = [ G r L  [w] (2.19) 

1 
2C - 
At 

In the real-time solution loop (2.19) is solved repeatedly for [v(t)] at every time step. The 

matrix [G]-' is pre-calculated, stored and applied a t  every time step. Thus the normal 

operation can be sumrnarized as : 

1. Update the power electronic mode1 using (2.8). 

R A t  R At 
( 1 + t 2 ) / ( 1 - 2 2 )  

$1 (1 - R Pt 

2. Calculate the history terms (2.17) and the voltage sources. 

( 1 + & ) / ( 1 - m )  At 
At %/ (1 - 

3. Calculate the state a t  the next time step using (2.16). 
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2.4.2 Post-Event Operation 

,At time t2 the simulator possesses the following information: 

States x2 and xl 

Knowledge that the switching event occurred at time te relative to t l .  This infor- 

mation has two parts: one is a change in switch status and the other is the time 

interval Ah. 

Nest the simulator performs the following operations: 

1. Linearly interpolates the network tariables (al1 states and inputs) at time te based 

on XI: x2 and Ah. It is important that the variables interpolated comprise the state 

variables since they completely describe the system dynamic state at any time t. 

2. Computes the coefficients cri = f , ( 2 4 t  - Ah) and pi = jfl (2At - Ah) based on the 

time step ( 2 A t  - Ah)  instead of At. 

3. Updates the power electronic model (2.8) based on the new gating information,. 

This state of the PE model remains unchanged till the next switching event is 

detected. 

4. Calculates the history terms associated with the discrete time representation of the 

network components. During this calculation the results from steps 1 and 3 are 

used to properly initiate the history terms at  time te.  This operation incorporates 

the nenT changes made in the PE model and the network part acquired through 

linear interpolation. Normally, in the fixed stepsize method, the history t e m  for 
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the cdculation of state at  time tg would be garnered from the incorrect state x2 at 

time tP .  

5. Calculates the state of the system (2.16) a t  time t3 based on the information from 

Step 2. 

It is clear that calculation Steps 3, 4 and 5 are the same as the Normal Operation. The 

extra computation effort goes into Steps 1 and 2 after a switching event is detected. The 

correction indeed comprises of Steps 1 and 2 whose results are used in Steps 4 and 5 

to properly initiate the history terrns and to calculate the next state. Linear interpola- 

tion provides a computationaIly efficient way to estimate the circuit state without going 

through the full calculation procedure. Notice that during the correction procedure the 

original time grid is not altered. From the perspective of an external observer the appar- 

ent time step of the simulator is still fixed a t  A t ,  there is only an intemal adjustment 

of the time step to re-synchronize with the real-time clock whenever a switching event is 

de tected. For the practical implementation of the FICS algorit hm, however, there shouid 

be a provision to presiceiy capture the switching event and relay its timing information 

to the simulator at the beginning of the next time step. 

2.5 Choice of a Numerical method for Real-time Sim- 

ulat ion 

Surnerically~ electromagnetic transient simulation is an Initial Value Problem (niP). A 

numerical integration method provides an approximate solution to the IVP. The objective 

of this section is to find out which numerical methods are suitable for real-tirne simulation. 

-4lthough Trapezoidal rule is popular and is widely used in EMTP-type programs, is it 

really a good choice for real-time simulation and if so why? This section seeks an answer 

to this question. 
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1 class I Name 1 Attributes 1 
U f I 1 

1 Low Order, Explicit, 1 
Forward Euler Slow convergence 

Explicit , Accurate, 

Il Methoh I Runge-Kutta Orders>2 computer 
intensive, Employ 

1 

II Multi-step 1 (A-M) 1 stability, Starting ( 

1 variable stepsize 
Adams-Bashforth Explicit, Starting 

W B )  
Adams-Moulton 

Me thods problem for orders> 2 

Gear 's stability,Starting 

problem for orders> 2 
Implicit, Good 

II 1 1 problem for orders>2 1 r 1 Combination of 1 

Suitability 

Predictor 
Corrector 
Methods 

Yes 
Yes 

Yes 

-4-B and A-M 
Gear's Backward 

Difference Formula 
(BDF) 

Table 2.2: Suitabili ty of numerical methods for real-t ime simulation 

Variable-order , 
Variable stepsize, 
Computer intensive 

-4 general discussion on the various numerical methods for IVPs can be founà in (291. 

The three main criteria for selecting an integration algorithm are accuracy, speed, and 

stability. These criteria often contradict each other in terms of stepsize and the order 

of the method selected which makes the selection process complicated. However, it is 

possible to  eliminate many of the methods by careful examination of their properties. 

Table 2.2 summarizes the attributes of the available numerical methods. The choice of a 

good method was governed by the following guidelines : 

1. Multi-step methods that use information at several previous time steps t,-l, t,-2, . . . 

are preferred over single step methods that use information o d y  at the previous 

time instant t,-l to calculate the state at t,. 
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2. klultistep methods of orders greater than 2 have a starting problem due to the lack 

of enough initial conditions. 

3. Methods having orders higher than 2 offer better accuracy but have shrinking sta- 

bility regions and involve greater computation. Thus if computational efficiency is 

a requirement, as in real-time simulation, the orders have to be restricted to 2. 

4. Implicit methods such as -4dams-Moulton methods are preferred over esplicit meth- 

ods such as -Adams-Bashforth methods due to their superior stability properties. 

5. Computationally straight fomard recursive schemes are better than schemes that 

involve iterations such as the Runge-Kutta fourth order method [29] using Merson's 

error criterion to vary step-size. In RKM-4 the function f is evaluated four times 

a t  each time step and these values are not used for any subsequent calculations. 

6. For similar reasons as in (5) Predictor-Corrector schemes involving iterations cannot 

be employed for real-time simulation. 

Based on the results presented in Table 2.2 and the above discussion the numerical 

integration rnethods that stand out as good candidates for real-time simulation are: 

Backward Euler's (BE) method, Trapezoidal rule and Gear's 2nd order method. The 

follon-ing section examines these three methods in more detail from the perspective of 

accuracy, efficiency and stability. 

2.5.1 Cornparison of Backward Euler, Trapezoidal and Gear's 

znd order methods 

Consider the differential equation for an  inductor 
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The  corresponding discrete-time difference equation can be written as: 

for the Backward Euler method, 

At 
i ( t )  - i(t - At) = - 

2L 
(u ( t )  + v(t  - At)) 

for the Trapezoidal nile and 

4 1 2 At 
i ( t )  - - i ( t  - A t )  + 3i(t - 2 4 t )  = - - ~ ( t )  

3 3 L  

for the Gear's 2nd order method. Applying Ztransform's property 

from which the transfer function W ( z )  of the discrete-time system can be derived as 

The response to a sinusoidal excitation v ( t )  = ejw' is given by 

where z = The corresponding transfer function for the Backward Euler method is 
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Figure 2.9: Magnitude and phase frequency response for the three numerical schemes. 

and for the Gear's 2nd order method it is 

To evaluate the accuracy of the methods, their frequency response as integrators in the 

discrete-time domain H (z) is compared with the exact frequency response of an integrator 

in the continuous-time domain H ( s )  = l/sL where s = jw .  Fig 2.9 shows the magnitude 

and phase components of the ratio H ( z ) / H ( s )  as a function of frequency in per unit of 

l/&. The magnitude response shows that BE and Trapezoidal rutes have good accuracy 

upto about 1/5 of the Nyquist frequency (1 /24t  = O.5pu),  whereas Gear's method is 

less accurate than the other two. 

The phase distortion of Trapezoidal mle is zero whereas BE and Gear's introduce a strong 

frequency dependent phase distortions. The phase errors in BE and Gear's distort the 

nature of the circuit element by introducing a fictitious resistance in its discrete-time 

representation. Due to the phase errors peaks in a waveform can be missed. Thus a 

smaller step-size has to  be used for BE and Gear's than for Trapezoidal to obtain similar 

accuracy. .4ccordingly, BE and Gear's are slower than Trapezoidal. 

The stability of the three methods as integrators is indicated by the poles of their transfer 
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functions H ( r )  . ,411 three methods have good stability properties as  the stability condition 

lzil 5 i is met for al1 of them. 

From the above discussion it can be concluded that Trapezoidal method is an overall 

good choice. As an integrator it is accurate, fast and stable. BE and Gear's can be 

used mhen damping is needed in a simulation. Gear's has an additional problem that 

it is not self-starting; (2.24) shows that two values of i, at  (t - At) and (t - 2 4 t )  are 

needed to start the method. The Trapezoidal rule is also a good complement to the Iinear 

interpolation scheme adopted in the FICS real-time simulation algorithm of Section 2.4. 

2.6 Conclusions 

The objective of this chapter was to put the problem of asynchronous switching events in 

digital simulation into perspective. This problem commonly occurs when a real-time dig- 

i ta1 simulator simulating power electronic circuits is interfaced with a digital controller. 

The outputs of the digital controller namely gating pulses for firing power electronic 

sivitches, typically do not coincide 1~1th the discrete time step of the simulator result- 

ing in switching delay which inturn causes errors in the simulation output. The main 

conclusions of this chapter can be summarized as follows : 

1. Several conventional off-line techniques that deal with the problem of switching 

events in digital simulation have been studied with an intent for their rel-time 

application. It was found that these techniques could not be used for real-time 

simulation because they either violated real-time constraints or were too complex 

to implement . 

2. The interaction of a real-time digital simulator with a digital controller has been 

modeled with the aid of sampling theory. This mode1 gives an insight into the 

origin of simulation errors caused when switching events are not accounted àt their 
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proper timing. 

3. -4 new algorithm (FICS) for real-time digital simulation of mitched power circuits 

has been presented. This algorithm depends on registration of the proper timing 

of the incoming switching events and applies a correction procedure to calculate 

the next system state based on that information. The correction procedure em- 

ploys linear interpolation as a means to estimate the system state a t  the time of 

occurrence of the switching event- 

4. Since the choice of a numerical integration scheme is central to  any simulation 

problem, the numerical schemes for IVPs were analyzed from the perspective of 

their suitability for real-time simulation. The Trapezoidal Rule was found to be an 

overall good choice albeit Backward Euler and Gear's second order method were 

also considered suitable. The Trapezoidal Rule being a iinear approximation itself 

\vas found to be an ideai compliment to the linear interpolation scheme adopted in 

the FICS real-time simulation algorithm. 



Chapter 3 

Modeling, Control and Off-line 

Digital Simulation of PWM VSI 

System 

3.1 Introduction 

Having developed an algorithm for taking switching events into account in digital simu- 

lation: it is necessary to employ this algorithm for simuiating a switched power circuit. 

-4 three-phase Pulse Width Modulated (PWM) Voltage Source Inverter (VSI) is a com- 

monly used switched circuit for a variety of power system applications. Therefore, this 

system was selected as a simulation example. The inverter system is simple enough not 

to clut ter the simulation wit h high dimensional equations and it is sufficiently invoived 

to give an insight into the switching processes. The low dimensionality of the system 

equations is of particular advantage when it cornes to implernenting the system on a 

real-time simulation platform. 

The purpose of this chapter is to present the modeling and control system details of the 

VSI system. The inverter mode1 is exact based on switching functions. Mathematical 
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equations are derived to describe the system behavior. The control design is carried out 

in the synchronous d-q frame. In carrying out the off-line tirne-domain simulation of the 

system the main objective was to emuiate the conditions which would be encountered 

during an experimental implementation. To that end several implementation issues are 

discussed in detail. The off-line simulation is carried out using two algorithms: the fixed 

stepsize algonthm and the FICS algorithm proposeci in Section 2.4. Simulation studies 

under both open loop and closed loop control are carried out to compare the performance 

of the two a l g o r i t h .  

3.2 Modeling of the VSI System 

The circuit diagram of the t h e  phase VSI çystem is shown in Figure 3.1(A). The inverter 

consists of three legs, one for each phase. Each inverter leg is made up of two switching 

cornponents S one each in the upper and lower halves, for example, components 1 and 2. 

Each snitching component S is actuaiiy composed of a gate turn-off switch T such as a 

GTO or IGBT and an anti-parallel diode D. The output voltage of each leg with respect 

to the negative DC bus N, for example VAN depends only on the DC bus voltage u k  and 

the switch status and is independent of the output load current due to  the presence of 

the anti-parallel diodes and complementa.ry switchng of the switches in the same inverter 

leg. The inverter is connected to the -4C source voltage E through a network comprising 

of an R-L series combination. Al1 subsequent analysis and simulation is based on the 

following fundamental assumptions : 

1. The -4C source voltages are sinusoidal, balanced and harmonic free. 

2. Al1 switching devices T are ideal i.e., switches have zero 'on' resistance and infinite 

'off' resistance and have zero tum-on and tum-off times. 

3. AU other circuit components are linear. 
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' 1  'dc  

Figure 3.1: Three phase Voltage Source Inverter System 

3.2.1 Switching Function Mode1 of the Inverter 

A switching function specifies the state of the switch i in the inverter. There are six 

switching functions corresponding to the six switches in Figure 3.1(-4). The switching 

function Si corresponding to switch i is defined as : 

Si = 1 if Switch i is ON 

= O if Switch i is OFF 

Since the two switches in each inverter leg are switched in a complementary fashion it is 

necessar to define only three switching functions Sa, Sb, Sc for the three inverter legs. 

For switches in the upper half SI = Sa, S3 = Sb, S5 = Sc and for switches in the lower half 

S2 = s:, S4 = $, Ss = . The switching functions Sk (k = a, b, c) are determined by 

the modulation scheme. The output voltages of the inverter with respect to  the negative 

DC bus N are given as : 
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3.2.2 System Equations 

The differential equations governing the series R-L combination on the AC side are given 

as: 

di, 
L - + R i ,  = v,-ecn 

dt 

For a three phase system without a neutral Iine 

i, + ib + ic = O 

d - (i, + ib + i,) = O 
dt 

and since the supply voltages form a balanced three-phase set 

From (3.6) through (3.11) we get 

van + Ubn + = O 

Under balance conditions the inverter output voltages u h  can be expressed as 

vkn = u k ~  - %N k=a,b,c 
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From (3.12) and (3.13) we get 

Substituting u , ~  into equation 3.13 the inverter output voltages with respect to  the 

system neutral n are given as 

The equations governing the DC side of the inverter are given by 

3 -2 -3 abc-ap-dq Transformations 

For control purposes the system voltages and currents are subjected to a change of 

coordinates from a three-phase system a-b-c to a synchronously rotating orthogonal two- 

phase system d-q. This transformation is performed in two stages. Figure 3.2 illüstrates 

the t hree coordinate systems. 

The first stage is a time invariant transformation that changes the three-phase system 

a-b-c into a stationary orthogonal two-phase system a-P- The change of coordinates for 

voltages and currents can be expressed as : 
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where 

a-axis 
a-axis 

Figure 3.2: Synchronous d-q fiame 

Since the system is assumed to be balanced the zero sequence components v. and i, are 

equal to zero and since i. + ib + i, = O we get 
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(3.23) and (3.22) enable the three-phase voltages and currents to be expressed as complex 

space phasors in tenns of their cr and P components. 

The space phasor notation can compactly represent al1 the information contained in the 

three phase system such as unbalance, harmonic distortion etc. At fundamental system 

frequency V and 1 move in a circular trajectory in the a-,û plane. 

The second stage is a time variant transformation that changes the stationary two phase 

system a-P into a rotating two phase system d-q. The d-axis is coincident with the 

voltage space phasor v (i.e.,[vd[ = Ivl and Iv,l = O ) and the q-axis is in quadrature with 

it. The change of coordinates can be expressed as 

cosB(t) sinB(t) 

- sin O(t) cos 0(t) 

Ender balônced steady state conditions the components of the voltage and current space 

phasors in the d-q frame are constant quantities which facilitates a decoupled description 

of the two current components. 

3.2.4 Pulse Width Modulation 

In general a pulse width modulated switching signal is generated by comparing a constant 

or time varying modulating signal with a triangular signal. In many VSI applications, 

however, the inverter output is required to be sinusoidal with controllable magxiitude and 

frequency. Therefore a sinusoidal modulating signal u, = V,, sin(& - 6) is compared 

(Figure 3.3) with a trianguIar carrier signal Utri and the intersection points are used to 

set the switching function S higb or low. When u, > vtti , S = 1 and when a,, < ut, 

? S = O. In a three-phase inverter three sinusoidal modulating signals that are 120" out 
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t 
E > 
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film - 
Figure 3.3: Sinusoidal Pulse Width Modulation 

of phase are compared with a cornmon trianguiar carrier signal of fixed amplitude and 

frequency to generate the three switching functions Sk (k = a, 6, c) .  The frequency of the 

triangular signal determines the inverter switching frequency f,, and the frequency of the 

rnodulating signal determines the fundamental frequency fi of the inverter output. The 

frequency modulation ratio is expressed as ml = f,,/ fi while the amplitude modulation 

index is defined as m. = i;nd/Kri. 

With the DC bus voltage kept. constant a t  Vd, the sinusoidal PWM scheme results in 

switched pulses of Vd, across the inverter AC terminals. Fourier analysis shows that the 

resulting output voltage waveform contains a predominant fundamental component and 

high frequency harrnonics at  the carrier and sideband frequencies. The peak value of the 

fundamental frequency component of voltage v . ~  in the linear region (m. 5 1) is @en 
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- - . ---- 

Figure 3.4: Equivalent circuit of the VSI system 

Thus by varying m, the amplitude of the fundamental Fourier series component of the 

switched voltage at the -4C terminal is also varied proportionally. The phase angle of the 

fundamental component of the switched voltage can be changed by varying the phase 

angle b of the modulating sine wave v,, with respect to the reference AC sinusoidal 

source voltage e. The harmonic spectrum of the inverter output is determined by ml. 

3.2.5 Principle of Operation of the PWM VSI with an AC 

Source 

-4 simplified block diagram of the PWM VSI system connected to an AC source is shown 

in Figure 3.4. On the AC side the inverter behaves as a three-phase switched voltage 

source u h  (k = a, b, c) and on the DC side it behaves as a switched current source ide. The 

frequency of the switched voltage sources is synchronized with the frequency of the AC 

source voltage but their amplitude and phase are controllable using the two parameters 

ma and 6. By using the principle of superposition the inverter output voltages can be 

espressed as  
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Figure 3.5: Fundamental frequency phasor diagram 

where uknl is the fundamental frequency component of u b  and uhh is the switching 

frequency component of vk,. Similarly the current source & on the DC side can be 

espressed as 

i& = ide + idch (3.28) 

tvhere Ide is the average value of idc and iddi cornprises the harmonic component of &. 

-At fundamental frequency the dc voltage source acts as an open circuit for the average 

current source Id, on the dc side. On the AC side the source acts as a short circuit for al1 

harrnoriic frequencies. Since the .4C source voltages are sinusoidal only the fundamentai 

frequency component of the inverter voltage and current are responsible for the real power 

transfer to and from the AC source. The circuit operation can be expressed as 

tvhere w, is the fundamental angular frequency of the .4C source. The phasor diagram 

of (3.29) is shown in Figure 3.5. It  is apparent that be changing KnI Le., its amplitude 

using m. or its phase shift 6 from Ea, both the line current Ia1 and the power factor 
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angle @ can be controlied. The power balance across the inverter can be expressed as: 

Pdc = pac 

3.3 Inverter Control in d-q Rame 

-4s seen from Section 3.2 by varying the modulation index ma and the phase angle 6 the 

inverter output voltage can be varied thereby controlling the output current and its power 

factor. This section describes the control strategy to obtain ma and d from the sampled 

system voltages and currents. The control principle is developed in the synchronous d-q 

frame which, as stated earliar, simplifies the design by decoupling the state variables. 

The control effort is two fold: one that  controls the inverter current components id and 

i, and the other that regulates the DC bus voltage vk. By controlling z, the reactive 

power supplied by the inverter can be varied and controlling v k  and id in turn the real 

power exchange can be varied. Proportional-Integral compensators are employed for both 

the current and voltage controllers. Before describing the control strategy, however, the 

system mode1 in d-q frame needs to be developed. 

3.3.1 VSI Mode1 in d-q Rame 

-4pplying the transformation of (3.22-3.23) to (3.6-3.8) and recognizing that v, , i, and 

e, are equal to zero, the -4C side differential equations in the a-fl frame can be expressed 

as 

-4pplying the transform of (3.24), (3.32) can be expressed in the d-q frame as 
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- sin 8(t) - cos O ( t )  
where C3(t)  = J and w = g. Pre-multiplying (3.34) by C3(t)-l 

cos 8 ( t )  - sin 8 ( t )  
we get 

O 1 
where C4 (t) = C3(t)-lC2(t)-l . Now, for the DC side of the inverter the 

=1-1 0 1  
L J 

power balance (3.31) can be ernployed to get an expression for id, in the d-q frame. (3.31) 

can be rewritten as 

Xpplying the transform of (3.21) to the right hand side of (3.36) we get 

O 1 O and v,= i, = O .  Thus, l 

since C2(t)-1zC2(t)-i = Izxz  - From (3.35) and (3.38) the cornplete system mode1 in the 

d - q frame can be u~i t ten as 
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In the above equations ed and e, are the d and q components of the AC source voltages 

d ( e d  = 121 and e, = O ) since the d-axis is coincident with ë? Using (3.26) and the 

phasor diagram in Figure 3.5 the d and q components of the inverter output voltage can 

be expressed as 

3.3.2 P-1 Control of id , iq and vd, 

From inspection it is apparent that equations (3.39) and (3.40) are cross-coupled in 

terms of id and 2,. Introducing two new variables Od and O,, the inverter output voltage 

components can be written as 

ud = L (Od - wi,) + ed 

u, = L (O, + wid) + e, 

Substituting (3.443.45) in (3.39-3.40) we get simple first order decoupled equations for 

id and i, 

di, - - - R 
d t  

-4, + O, 
L 
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Od and 0, can be defined in terms of proportional-integral compensators and feedback 

vari ables as 

where Gi(s) = K.li+sT,) ST* is the transfer function of the current controllers. 

The reactive current reference ip can be derived from the reactive power requirement of 

the inverter while the real current reference id is obtained from the output of an outer 

feedback control loop that regulates the DC bus voltage as 

mhere Gv(s) = is the transfer function of the PI cornpensator for vd,. 
s T V  

For digital implementation the s-domain transfer functions of the PI controllers need to 

be converted into the z-domain. Substituting Tustin's formula s = $- in Gi(s)  we 

where T' is the controller sampling period. The discrete time recursive equation for the 

PI output Ok thus is given as 

where Kil = Ki (1 + &) and Ki2 = -Ki (1 - &) . Similarly, the output of the PI 

controller on u k  is aven by 
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The complete control algorithm is summarized in the block diagram of Figure 3.6. The 

system samples consist of two line currents 2, and ib , two line to line voltages v d  and 

vbc  and the DC bus voltage v k .  A coordinate transformation is performed from abc to 

dg frarna. Depending on 2; and u& the inverter voltage vector vii is then determined. 

Finally using m. and 6 the switching functions Sk (k = a, b, c)  are derived by the PWM 

generator. 

3.4 Off-line Digital Simulation 

This section presents the details of off-line time domain digital simulation of the PWM 

VSI system. The objective is to  emulate the implementation conditions of an experimen- 

ta1 setup as closeIy as possible. To that end the two major issues related to practical 

implementation of a digital controller namely, the implementation of Pulse Widt h Mod- 

ulation and the controller dead t h e  are discussed in detail. -4 third equally important 

issue but related to simulation, the selection of an appropriate time step, is also dis- 

cussed. Two approaches were used for off-line simulation: the 6xed step-size approach 

and the FICS algonthm presented in detail in Section 2.4. Given the difference in the 

simulation rnethod of the FICS approach from that of the fixed step-size approach, stan- 

dard programs such as EMTP or PSC-4D could not be used for off-line simulation. Even 

for the fised stepsize approach several modeling and implementation differences includ- 

ing those that are mentioned in this section precluded the use of such programs. The 

hurdles encountered while simulating the system using EMTP or PSCAD prompted the 

development of new off-line simulation programs. 

3.4.1 Implementation of SPWM 

-4s seen from Section 3.2.4, geaeration of switching functions Sk (k = a, b, C )  requires 

that a high frequency (f,,) triangular carrier signal be compared with a low frequency 
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Figure 3.7: Cornparison of P WM implernentations in digital simulation 

(fi) sinusoidal modulating signal. The way in which the carrier and modulating signals 

are implemented in the digital simulation program significantly influences the simulation 

output .  In practical digital controllers, the modulating signal is generated at a h e d  

sarnpling period Ts and the carrier signal a t  the desired frequency, generated by special 

digital hardware, has a very fine resolution (typically the time resolution of the carrier 

wave is in tens of nanoseconds). Furthermore, the controller sampling period is always 

synchronized with the switching frequency of the inverter Le., f,, = l /n T. , n = integer. 

In a standard off-line simulation program such as EMTP, since the PWM pattern gen- 

erator is part of the entire system simulation, the carrier wave is generated with the 

same time step At a t  which the system simulation is carried out. This method has two 

undesirable side effects related to the speed and accuracy of the simulation. 

1. It restricts the choice of At for the system simulation due to the fact that a very 

small At has to be chosen so as to have a high carrier resolution which results in a 

longer simulation time. 
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2. If a larger At were chosen based on the simulation requirements of the system 

transients, although the total simulation time is kept low, the resolution of the 

camer signal in the PWM generator suffers which in turn affects the PWM output 

and the accuracy of the simulation. 

As an example, a system simulation that normally requires only a time step of 50ps for 

capturing the required system transients would need a time step of lps or less if it includes 

a PWM generator with a camer frequency of l K H z  or above. Thus if At = lps  the 

entire simulation slows down considerable whereas if At = 50ps the resolution of PWhl 

generator is affected yielding inaccurate results. 

The sampling technique approach (301 used here circumvents the above dilemma. In 

keeping with the requirernents of a practical digital controller the sinusoidal moduiating 

signal is generated only at periodic time intemals Ts and the triangular carrier signal 

is defined using straight line segments of pre-defined slope in that sampling interval; 

the triangular carrier does not reaily exist as a signal. The switching instants are then 

computed. in the course of the program execution, as the respective points where the 

t riangular slope reaches the control value. Figure 3.7 compares the convent ional approach 

(A) with the adopted approach (B); in both approaches the switching frequency f, is 

set equal to  the controller sampling frequency 1/T,. In Figure 3.7(A) the resolution of 

the carrier is dependent on At; the only way to increase the carrier resolution is to reduce 

the time step. In Figure 3.7(B) the carrier resolution is essentialiy independent of At 

thereby allowing an exact calculation of the switching times. The switching times in 

Figure 3.7(B) are given as: 
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3.4.2 Digital Controller Dead Time 

The implementation of a practical digital controller mainly involves three stages : 

1. The sampling of analog signals from the system and their subsequent conversion to 

digital form by A/D converters. 

3. The execution of the control algorithm. 

3. Generation of the switching signals. 

Every sampiing penod T, al1 the above functions are performed. The execution of these 

functions by a microprocessor or DSP takes a finite amount of tirne. Functions L and 

3 usually take up a fixed amount of time but the time taken by function 2 may vary 

depending on the length of the control algorithm and whether or not it incorporates b l o h  

of code, activated by the user on-line, which are not activated during normal esecution. 

The total execution time may therefore be l e s  than or even equal the sampling period Ts . 

It is thus not possible to implement the switching functions in the same sampling intemal 

in mhich they are being computed. -4 delay of one sarnpling period is therefore introduced 

in the implementation even if the execution time is less than T,. In order to emulate 

the behavior of a digital controller faithfuliy this dead time must be taken into account 

during simulation. In the developed off-line simulation programs the switching signals 

from the controller are delayed by one Ts before being sent to the system simulation 

module. 

3.4.3 Choice of the Simulation Time Step At 

Traditionally, the criterion for choosing a time step for digital simulation of power system 

transients was the following : 

" the time step At must be at least two times smaller than the time period 

of the fastest transient being simulated " 
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This criterion is a direct consequence of the Sampling Theorem [28] which sets the Wquist 

frequency (1/24t). A universally agreed upon time step for off-line as well as real-time 

simulation of power systems is At = 50ps. This requirement pertains to power system 

transients that have a high frequency component of 10KHz or lower. Therefore, with 

At  = 5 O p ,  theoretically transients containing frequencies of up to lOKHz can be faith- 

fully reproduced in the simulation. This premise is based on the assumption that the 

behavior of the adopted numerical method is independent of frequency. -4s seen from 

Section 2.6, however, most cornmonly used numerical methods have strongly frequency 

dependent magnitude and phase properties. -4s frequency increases these properties de- 

teriorate rapidly even before the Nyquist limit is reached. As an example Table 3.1 shows 

the magnitude error H ( z ) / H ( s )  of the Trapezoidal method as a function of frequency for 

At = 5 O p .  Clearly with such a time step transients of only upto 4 K H z  c m  be reliably 

reproduced. 

The above critenon is no longer valid wben power circuits containing switching elements 

are simulated. The choice of the time step, in this case, is governed by the resolution of 

the switching wavefoms. From the experience gained by simulations carried out in this 

thesis, the following criterion emerges : 

" using a f i xed  step-size numerical method the time step At must be at least 

50 to 100 times smaller than the switching time period Ts" 

For example, if the switching frequency is l K H z  (Ts = lms), the time step for the sim- 

ulation must be 20ps or smaller to obtain fairly accurate and reliable results. -4s will be 

seen later, the FXCS rd - t ime  simulation algorithm proposed in Section 2.4 relaxes this 

stringent requirement on the time step. 

Table 3.1: Magnitude error variation with frequency for Trapezoidd rule with At = 50ps 

f (kHz) 
Error (%) 

10 

100 
1 1 2  

0.82 1 3.3 
4 

13.5 
6 

31.5 
8 
59.2 
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Figure 3.8: Off-line simulation program structure 

3.4.4 Off-line Simulation Programs 

Two separate programs were developed for the off-line simulation of the PWM VSI sys- 

tem. The program nor-c 11 . c uses the fixed stepsize approach while program intrp-cl1 . c 

uses the FICS algorithm detailed in Section 2.4. Both programs were mi t ten  in ANSI C 

for easy portability and their code can be found in the Appendix D. Figure 3.8 illustrates 

a common template for either programs on the simulation time grid. Tivo different time 

scales can be recognized : At is the simulation time step and Ts is the controller sarnpling 

interval. Every time step mainly two blocks of code are executed, one is the switch Tim- 

ing Module and the other is the System Simulation module. The function of the Timing 

module is to determine the switching times of firing signals coming from the controller 

and to activate f lag-intrp if a switching event was detected in the previous time step. 

This information is used in the FICS simulation algorithm to determine the time instant 

for interpolation. In the fixed stepsize approach the System Simulation module mainly 

consists of the exact VSI mode1 based on switching functions (3.3-3.5) followed by the 

solution of equations in Section 3.2.2; Trapezoidal numerical method is employed for the 

network solution. Using the FICS algorithm, however, the System Simulation module 
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consists of two paths of execution : normal operation (Section 2.5.1) and post event 

operation (Section 2.5.2) depending on the status of f lag-intrp. The Control module 

is identical for both programs and consists of the functions shown in Figure 3.6. 

3.5 Off-line Digital Simulation Results 

-4s seen in Section 3.4.3, in the simulation of switched circuits the selection of the time 

step At depends primarily on the desired switching resolution. Switchîng delay is always 

present when a fixed stepsize algorithm is used to account for firing pulses corning in 

between two caiculation steps. It is the time step At that decides whether this delay is 

small or large and thereby influences the simulation output. The focus of this section is 

therefore to examine the effects of varying time steps on the simulation output. Results 

are presented for off-line simulations carried out with programs developed using the 

fised step-size method (nor-ci 1. c )  and the FICS algorithm (intrp-c 11. c). Both open 

loop and closed loop control studies were undertaken on the PWM VSI system. The 

parameters of the system are given in the -4ppendix B. The objective of the simulations 

was to address the folloMng critical issues : 

1. The nature and magnitude of errors encountered using the fixed stepsize algorithm. 

2. Performance of the proposed algorithm in comparison to the fixed stepsize algo- 

rithm. 

3. Suitability of the proposed algorithm for red-time simulation. 

3.5.1 Open Loop Results 

Under open loop conditions the output of the VSI can be varied by varying the modulation 

index ma and the phase angle 6. According to the criterion suggested in Section 3.4.3, 

a time step of At = 10ps that is 100 times smaller than the switching time period Ts 
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(= lms ) was selected to serve as a standard. The simulation results obtained with 

At = 10ps were used as a reference against which the results obtained with limited time 

steps At  = (50,100,150,200p~) were compared. Time steps lower than lOps were not 

selected because they only led to increase in the simulation time without offering any 

noticeable change in the output. For those time steps the difference in simulation errors 

with respect to At = 1 0 p  asymptotically approached zero. 

Figures 3.9 and 3.10 show steady state current waveforms obtained using the fived step- 

size and the FICS algorithm using m, = 0.8 and 6 = 10". In Figure 3.9 the effect of 

increasing the stepsize can be observed; the peaks of the waveforms increase and in the 

At = 150ps and At = 2 0 0 p  cases a 1/3 harmonic of the fundamental can be clearly seen. 

In Figure 3.10 the integrity of the waveforms is adequately maintained till At = 150~s. 

The bar graphs of Figures 3.11 and 3.12 compare the first 20 harrnonics of the currents 

for the different time steps and the two simulation approaches. The two major efTects 

obsemed due to an increase in At were : 

1. -4 significant change in the fundarnental component. 

2. -4 marked crowding of the fiequency spectrum with non-characterist ic harmonics. 

Table 3.2 gives the fundarnental magnitudes errors and the Total Harmonic Distortion 

(THD) for different time steps using the two simulatim approaches. Clearly a time step 

of 50ps is inadequate for simulation using the fixed stepsize approach due to a high error 

of 14%. The error roughly doubles as the time step is doubled. An increase in THD, 

with respect to the At = lOps case, can aiso be seen as the time step is increased. In 

contrast, for the proposed FICS approach the error stays around 3% till At = 150ps. 

The THD, however, is higher in some cases compared to the fixed step-size method. This 

result can be explained using Figure 2.7 in which state x2 is left uncorrected after the 

interpolation step since the time t2 is taken to have passed in real-time. State x;! is 

deliberately not corrected to conform to the action of a real-time simdator which cannot 
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Figure 3.9: Steady state current 1, simulated 
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Figure 3.10: Steady state current I. simulated using the proposed FICS algorithm with 
(-4) At = 5Ops(B) At = iOOps (C )  At = 150~s (D) At = 2 O O p  



3.5. Off-line Digital Simulation Results 
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Figure 3.11: Frequency spectrurn of I,. FS : Fixed step-size method, P M  : Proposed 
(FICS) method. (A)FS with At = IOps and At = 50ps, PM with At = 50ps (B) FS 
with At = 10ps and At = 100p, PM with At = lOOps 
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Figure 3.12: Frequency spectrum of I,. FS: Fixed stepsize method, PM: Proposed 
(FICS) method. (A) FS with At = 10ps and At = 15Ops, PM with At - 1 5 0 p  (8) FS 
with At = 1 0 p  and At = 200ps, PM with At = 200ps 
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retrieve and correct States that have already been computed and sent out. To determine 

the breakdom point of the proposed FICS approach a time step of At = 200ps, that 

grossly violates the criterion of Section 3-4.3, was selected. In this case, owing to the time 

step being overwhelmingly large, the method lost its efficacy, however, as seen fiom Table 

3.2 and Figure 3.12 the error is still significantly lower than that for the fixed stepsize 

zpproach. Figure 3.13 shows a detailed view of the steady state current waveforms at 

At = 1Ops and At = l5Ops. This picture essentially summarizes the performance of the 

FICS approach in comparison to the k e d  stepsize approach. The FICS approach gave 

atleast a 10 fold improvement over the fixed stepsize approach. This estimate can be 

considered conservative given that the results for the proposed approach were valid even 

for At = 150~s. The higher accuracy derived with the FICS approach can be attributed 

to an  accurate detection of the gating signals together with the interpolation and variable 

stepsize solution. 

4 t  1 Fixed step- 1 Proposed FICS 1 

Table 3.2: Fundamental magnitude error and THD of I, simulated using the fixed s t e p  
size and the FICS algorithms for varying At  in comparison to At = 10ps 

(ps) 

50 

3.5.2 Closed Loop Results 

Figure 3.14 shows the VSI closed loop response. A step response in i, was simulated. 

The simulations were carried out for At = 1 0 ~ s  and At = 100ps using the fixed stepsize 

and the proposed FICS algonthms. The predominant effect of an increase in the time 

step was the appearance of jitter in the control quantities. -4s seen from this figure the 

size algorithm 
Errm(%) 

14.0 

" 

THD(%) 
15-15 

algorithm 
Errer(%) 

O -3 
- THD(%)  

16.1 
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traces of i, for At = 10ps are smooth whereas those for At = 100p  contain a +4A 

jitter superimposed on the average value. The jitter effect was observed in al1 the control 

s ipa l s  simulated using both the h e d  stepsize and the proposed FICS algorithms. The 

fact t hat the jitter disappears when the simulation time step is reduced indicates that its 

source is the numerical integration process in the simulation. For At = 100ps it comes as 

no surprise that the FICS approach should behave similar to the 6xed stepsize approach 

since the underlying control algorithm is the same in both approaches. In a practical set- 

up of the digital controller the jitter may be reduced by filtering the system signals using 

low-pass filters before they are sampled. In an off-line simulation program the jitter in the 

control quantities rnay also be substantially reduced by using linear interpolation in the 

control algorithm. Such an approach could result in nearly smooth traces for increasing 

At using the kxed step-size approach or the proposed FICS approach. However, no 

such attempt \vas made in the developed off-line simulation programs since the primary 

objective of the study was to emulate a practicai digital controller. 

Figure 3.15 shows the time domain waveforms fo the VSI line current i, under closed 

loop operation and Figure 3.16 shows the Fourier spectrum. Comparing the spectrum 

of i, obtained using the fixed step-size approach a t  At = 10ps and At = 1 0 0 ~ s  we can 

see that the dramatic effect (Le., a significant change in the fundamental component) 

observed under open-loop condition may not be apparent a t  al1 or rnay be obvious to a 

lesser degree. The reason is that under closed-loop control the current controller tends to 

regulate the output current thus masking the effect. The non-characteristic harmonics, 

however, are apparent. The proposed FICS algorithm results in a reduction in the number 

of non-characteristic harmonics yielding a lower THD compared to that of the fixed s t ep  

size approach. Figure 3.15 it is clear that the current waveform sirnulated using the 

proposed FICS algonthm a t  At = 100ps appears closer to the one obtained using the 

fixed stepsize algorithm at  At = IOps than the one obtained using the 6xed stepsize 
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Figure 3.14: Step response in 2, simulated using the (A) Fixed stepsize algorithm with 
At = 10ps (B) Fixed stepsize algorithm with At = 100p  and (C) Proposed FICS 
algorithm with At = 100ps 
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Figure 3.15: Current I, under closed-Ioop control simulated using the (A) Fixed step 
size algorithm with At = lOys (B) Fixed stepsize algorithm with At = 100p and (C) 
Proposed FICS algorithm with At = 100ps 
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Figure 3.16: Frequency spectnun of 1, under closed-loop control. FS : Fked  step-size 
aigorithm, P M  : Proposed (FICS) algorithm. FS with At = lOps (THD=3.7%) and 
At = 100ps (THD=40%), PM with At = 100ps (THD=20%) 

method at  At = 100ps. 

3.5.3 Execution Time 

The off-line simulation programs using the fixed step-size and the proposed FICS algo- 

rithms were run on a 266MHz Intel Pentium processor running the RedHat 5.1 Linux 

operating system. Table 3.3 shows the CPU times measured for the two programs for 

a 1s simulation time. For At = 50ps and At = 100ps the execution time for the FICS 

approach is only 4% higher than that for the fixed step-size algorithm. To obtain similar 

accuracy the fixed step-size algorithm using At = 10ps took 8.7s for the 1s run, a 5 to 8 

fold increase in execution time. These results show that the time penalty for using linear 

interpolation and step-size variatior, as in the FICS algorithm is minimal compared with 

a reduction in the time step for the fixeci step-size approach to obtain similar accuracy. 
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Table 3.3: Execution time measured in seconds for a 1s simulation run on a Pentium 
266MHz processor 

3.6 Conclusions 

The objective of this chapter was to provide modeling and control details of a three-phase 

PWM VSI system which was used as a study system for of-line time domain simulations 

in this chapter and will be used for designing the real-time simulator in Chapter 4. 

The VSI configuration proved to be suficiently complex to provide an insight into the 

su-itching processes without being excessively cumbersome for practical implementation. 

The contents of the chapter can be surnmarized as follows : 

Fixed step 
size algorithm 
(nor-cl2.c) 

8.68 
1-88 
1-05 .- 

FICS 
algorithm 

(intrp-c1l.c) 
8.84 
1.96 
1.09 

1. The derived inverter mode1 is exact based on switching functions. The principle 

of operation of the VSI system was described giving the necessary details of PWM 

and the required coordinate transformations. The control of the VSI system was 

perorrned in the synchronous d - q frame using PI compensators. 

At 
(ps) 

10 
50 
100 - 

2. The main objective during off-line time domain simulation was to emulate con- 

ditions encountered in the experimental setup. For that purpose the two major 

issues related to the practical implementation of digital controllers, namely the im- 

pIementation of PWM and the controller dead-time were discussed. The choice of 

the simulation time step At was also discussed. On account of the traditional crite- 

rion of selecting At being inadequate for the simulation of power electronic circuits, 

a new criterion based on empirical evidence has been proposed. The details of the 

off-line simulation programs developed using the fixed step-size algorithm and the 
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proposed FICS algorithm (Section 2.4) were presented. Both off-line simulation 

programs were written in ANS1 C language for ease of implernentation on different 

computing platforms. 

3. Off-line simulation results presented illustrate the performance of the FICS algo- 

rithm in cornparison to the fixed step size algorithm. The outcome of increasing the 

simulation time step At translated into the inability of the fixed stepsize method 

to account for inter-step switching events was illustrated with the following effects 

on the simulation output. 

A significant change in the fundamenta1 quantities. 

An increase in non-characteristic harmonies. 

Apperance of jitter in the control quantities. 

Based on a conservative estimate the FICS algorithm was found to yield a t  least a 

ten fold improvement in accuracy over the fixed stepsize method using the same 

time step. 

4. The execution time of the FICS algorithm was found to be comparable to that of 

the h e d  step-size aIgorithm making it suitable for real-time computation. 



Chapter 4 

Real-t ime Digital Simulation and 

Experiment al Verification of the 

PWM VSI System 

4.1 Introduction 

This chapter presents the design and implernentation of a real-time digital simulator for 

the P\VM VSI system. The objective of the design is to demonstrate the practical feasi- 

bility of the FICS real-tirne simulation algorithm. The design of the simulator is based on 

UHP40 (Universal High Performance) digital processing platform developed in the Power 

Group of the Department of Electrical and Cornputer Engineering at  the University of 

Toronto. The UHP4O platform consists of the TMS320C40 DSP (Digital Signal Proces 

sor) and the EPFSOOO FPGA (Field Programmable Gate Array) as the major processing 

elernents. For real-tine simulation of any dynamic system the simulation task must 

be completed within a given time increment. Given a hardware computing system the 

simulation algorithm is thus limited by what can be impiemented in that time interval. 

Therefore, the design has to be properly tailored to meet the constraints of the available 
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hardware resources and to meet the simulation objectives. The design in this chapter 

follows a systematic modula approach which makes full use of the computing resources 

available on the UHP40 platform. An experimental setup of the PWM VSI system was 

built to verify the real-time simulation. A detailed description of the experimented setup 

and its digital controller is presented. 

The chapter begins with a brief overview of the UHP40 platform. Thereon, the hard- 

ware and software design and implernentation details are t horoughly described. Finally, 

a cornparison of results fkom the real-time simulation and the experimental setup, under 

similar operating conditions, is presented. 

Overview of the UHP4O Digital Processing Plat- 

form 

The structure of the UHP40 platform is shown in Figure 1. The main hardware and 

software features of the platform are described below. 

4.2.1 Hardware of UHP40 

4.2.1.1 TMS320C40 DSP 

The main processing unit on the UHP40 platform, it is a 32 bit floating point DSP from 

Texas Instruments. It has two separate busses : a local bus which connects to static RAM 

modules (Banks 1 and 2) and a global bus which is connected to other peripheral devices 

on the UHP40 board. This processor is responsible for executing the user program, 

written in C, as an interrupt service routine in real-time. 
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4.2.1.2 EPFSOOO FPGA 

The FPGA used on the UHP40 is a FLEX8000 detlce from ALTER4 and its interna1 

architecture resembles a matrïx structure of macro cells which are the basic computational 

units. Each ce11 comprises of a flipflop and a look-up table in which any combination 

of Iogic primitives of four input variables can be stored. In total the FPGA on UHP40 

has 672 macrocells and shares the global address aad data space of the DSP. A global 

bus interface has to  be programmed in the FPGA for communication with the DSP. The 

hardware iogic design for the FPGA can be ca.rried out using -4LTER4's MAXPLUS [31] 

software. 

The FPGA can be programmed, while prototyping using the BitBlaster hardware from 

ALTER4 by connecting it to the serial interface of the PC. Once a design is finished 

it can be programmed into the EPROM so that the FPGA is autornatically booted up  

after each pomer up. This device is usually employed as a gating pattern generator when 

the UHP40 is used as a controller. 

4.2.1.3 Cornports 

The Comports provide 8 bit data transfer paths in and out of the UHP40. Comports 

1,2,4 and 5 can be accessed through four on-board connectors. These are mainly used for 

connecting A/D boards or connecting other UHP407s in a multi-DSP system. Comports 

O and 3 are used by the -4TM Interface Hotlink [31] circuit for two way communication 

between the UHP.20 and the PC. 

The UHP40 also contains a Motorola CPU MC68030 along with a Netvbridge SCV64 

chip which consists of a complete VME bus interface. This facility was however not used 

in the present design of the reai-time simulator. 
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4.2.2 Software for UHP40 

The software requirements for the UHP40 include : 

1. -4 user program 

2. DSP Kernel [31] program 

3. DSP Monitor [31] program 

The user program and the DSP Kernel program run on the DSP while the Monitor pro- 

gram runs on the PC. Once a user program has been developed, it is linked with the kernel 

program dunng compilation to produce an executable code which c m  be downloaded to 

the DSP through the Hotlink [31] cable. The user program consists of two functions, 

userf unct ion()  and u s e r - i n i t  0. The user3 u n c t i o n o  contains the main simula- 

tion/control code that the user wants to rua in real-time. The u s e r - i n i t 0  contains 

the initialization variables and a pointer to the u s e r f  u n c t i o n 0 .  For initialization the 

Kernel program calls the use r - in i t  O function. 

User programs typically require several signals to be monitored or parameters and switches 

to be set etc. This requires a two way communication between the UHP40 board and the 

PC. This communication is rnanaged by the Kernel program on the DSP end while the 

Monitor program takes care of the PC end. Once initialized the Kernel program mainly 

performs two operations : 

1. In the service mode it transfers signals back and forth between the UHP40 and the 

PC. 

2. On receiving an interrupt prograrnmed by an on-board timer, i t  executes the 

u s e r 3  u n c t i o n 0 .  The timing of the interrupt is set by the user and determines 

the time step of a simulation or the sampling period of a control algorithni. 
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The Monitor program running on the PC emulates a real-time oscilloscope. With its 

help the user can not only display the signals interna1 to the DSP but also change the 

parameters of the system on-line while the reai-time simulation/control is in progress. 

Further cietails on the UHP4O hardware or software can be found in reference [31]. 

4.3 Design of the Real-time Digital Simulator and 

Controller 

T bis section descnbes the implementation details of a real-time digital simulator for the 

VSI system descnbed in Chapter 3. The design is based on the UHP40 digital processing 

platform described in Section 4.2. First an overview of the entire design is presented. 

Thereafter, the hardware and software features of the design are systematically described. 

4.3.1 Overall Design 

In order to implement a real-time digital simulator for the VSI system using the simula- 

tion approach detailed in Chapter 2 four major modules are needed. 

1. System Simulator Module 

2. Digital Controller Module 

3. PMTM Module 

4. Switching Event Capture (SEC) Module 

The System Simulator module is where the mathematical equations describing the system 

are solved in real-time. The Digital Controller implements the control algorithm. The 

PMTM module generates the firing signals for the VSI and the SEC module determines the 

timing of those signals. Two UHP40 boards can be employed for this design as shown 
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Figure 4.2: Real-time digital simulator and controller setup for the VSI system 

Figure 4.3: Final design of the real-time digital simulator and controller for the VSI 
system 
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in Figure 4.2. UHP40 #1 consists of the System Simulator and the SEC hfodules while 

CiHP40 #2 houses the Controlier and the PWM modules. Each UHP4O is monitored 

by a separate PC- The C40 DSP on UHP40 #1 is configureci as the System Simulator 

while the C40 DSP on UHP40 #2 serves as the Controller. Although the PWM and SEC 

modules can also be implemented on the DSP's, however, these functions are assigned 

to the FPG-4's to minimize the computational overhead on the DSP's. Since PWM is 

originally part of the control algorithm, it is therefore assigned to the FPGA on UHP40 

fit2 while the SEC module is configurecl in the FPGA on UHP40 #2. The two UHP4O 

boards have two main data transfer interfaces : Interface #1 comprises of the D/A and 

A/D converters to transfer the system samples to the controller while Interface #2 sim- 

ply serves to transfer the firing signals from the PVVM module to the SEC module. In 

addition to the two interfaces a synchronizing signai sync is needed between the two 

boards to align their respective time grids. In this design although externally the data 

transfer is bidirectional between the two boards, intemally on each UHP40 board the 

data transfer is unidirectional (Channels 1 and 2). On UHP4O #1 the data  transfer is 

from the FPGA to the DSP while it is in the opposite direction on UHP40#2. 

Owing to several hardware constraints the final design, however, has been optimized, 

without any l o s  of functiondity, to resemble Figure 4.3. This design comprises of one 

UHP40 platform and one PC. The Simulator and the Controller modules are still con- 

figured in the DSP while the PWM and SEC modules are assigned to the FPGA. In- 

terface#l is now internal to  the DSP and serves the same purpose of fenying system 

samples from the simulator to the controller while Interface #2 is internal to the FPGA. 

In contrast to the design of Figure 4.2, the on-board data transfer (Channels 1 and 2) 

between the DSP and the FPGA is now bi-directional rnanaged by the Global Bus Inter- 

face on the FPGA. Comparing Figures 4.2 and 4.3 it is apparent that none of the original 

functions have been comprornised. The final design offers the following two advantages : 
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1. I t  eliminates additional D/A and A/D hardware. This has the salutary effect of 

not introducing the two non-ideal effects related to signal conversion : quantization 

of the signal values and the finite conversion time delay. 

2. AI1 operations can be easily synchronized wïthout the need for the sync signal 

thereby eliminating unnecessary design complexity. 

4.3.2 Digital Hardware Design for the FPGA 

The digital hardware design for the FPGA in the real-time simulator setup shown in 

Figure 4.3 was carried out using the schematic design method of the Maxplus software 

from Altera to allow easy reconfiguration for different implementations. The main graphic 

design file is designl6n. gdf. It consists of three subdesigns for : 

1. Global Bus Interface (16bus int . gdf) 

2. Pulse Width Modulator (16pwn. gdf ) 

3. Switching Event Capture (lacapture. gdf ) 

-411 design files can be found in the Appendix C. 

4.3.2.1 Global Bus Interface 

The primary function of this module is to arbitrate bi-directional data transfer (Channels 

1 and 2 in Figure 4.3) between the DSP and the FPGA. In addition to the communication 

signals it provides At and Ts signals to the PWM and SEC modules to synchronize their 

respective operations. 

For data transfer kom the controller module in the DSP to the PWM module in the 

FPGA. the control values are first clocked into a set of registers whenever the DSP 

finishes its calculation and sends them. A second set of registers takes the control values 

from the first set a t  the beginning of each sampling penod T,. This operation involves 
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a delay of one Ts and represents the controller dead time described in section 3.4.2. -4 

uatchdog macro function makes sure that the control values coming in from the DSP 

are refreshed every T,. 

The data transfer from the SEC module in the FPGA to the Simulator module in the 

DSP utilizes a tri-state buffer where the gating signals and their timing are stored before 

being transferred to the DSP at the beginning of each time step At. 

4.3.2.2 Pulse Width Modulator 

Sinusoidal pulse widt h modulation is implemented in this sub-design. -4 modified trian- 

gular carrier waveform synchronized with the controller sampiing period Ts is compared 

with the control value sent from the Controller module in the DSP. Gating pulses are 

generated at the intersection of the carrier and control waves. The carrier wave is repre- 

sented by a 16 bit counter value; it cannot be directly accessed as a signai. 

At the beginning of every Ts the counter is pre-loaded with a positive/negative limit. 

The counter starts counting down/up till the opposite limit is reached when i t  hoIds the 

count for 4ps. The hold operation creates a flat top on the carrier wave and determines 

the minimum pulse width of the resulting gating signal. At the next sampling instant 

Ts an opposite limit is pre-loaded and the counter counts in the other direction till the 

limit is reached when it again holds for 4ps. The counter limit u is initialized in the DSP 

program and is given as 

u = Ts * fd&/4 (4.1) 

where Ts = l/ f, and fdd = 20MHz.  The gating pulses are stored in an output buffer 

in the Global Bus Interface and transferred to the Sirnulator module at the beginning of 

every At. The output pins of the FPGA are accessible for the user to examine the firing 

signals using an oscilloscope. 
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Firing 
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Figure 4.4: Switching Event Capture circuit 
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4.3.2.3 Switching Event Capture 

f l a g i  

- 

The purpose of this module is to put a time stamp on the firing pulses coming from the 

hlodulator. It registers the location of the firing pulses with respect to the beginning of 

the sampling instant Ts. The capture mechanism simply consists of an edge detection 

circuit and a 16 bit counter as shown in Figure 4.4. Figure 4.5 shows the hierarchy of 

time scales Ts, At: and tdd. The resolution of the counter is 50nslcoz~nt based on the 

system clock frequency of 20MHz.  Every rising edge of the At signal the counter is reset 

and starts counting up- m e n  a switching event is detected by the edge detector, the 

f lag-i is set and a hold signal is sent to the counter. The counter vahe and the f lag-i 

are held in an output buffer in the Global Bus Interface till the end of the time period 

At. They are sent to the Simulator module in the DSP at the beginning of the next 

simulation time step. Based on the state of the firing pulses from the PWM module and 

the counter value and flag-i from this module, the simulator can then determine the 

occurrence and location or any event in the previous time step. 

1 &bit 
Counter 

HOLD 
RESET 

4.3.3 Software Design for the C40 DSP 

\ J 

The software program for real-time simulation and control of the VSI system is rts-110. c 

and can be found in -4ppendix D. This code is executed as an interrupt service routine 



4.3. Design of the Real-tirne Digital Simulator 
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Figure 4.5: Hierarchy of time scales for the real-time simulator 

intfuncl on the DSP a t  every time step At. Once initialized the real-time simulation 

can run indefinitely on the DSP. The user has full control of al1 the parameters of the 

simulation and can view the simulation variables using the Monitor program on the PC. 

The user can alter the system parameters or initiate transients on-line and see how the 

system evolves over time. The program is divided into two parts : the System Simulator 

llodule and Controller Module. The mal-time program structure is shown in Figure 4.6. 

This diagram only shows the sequence of operations camed out on the simulation time 

grid, their exact timing is given later in this chapter. 

4.3.3.1 System Simulator 

The code for this module performs three major functions. Firstly, it acquires the gating 

pulses and their timing information stored in the Global Bus Interface in the FPGA at  

the beginning of each time step At. Secondly, based on the gating signals the states of the 

switches in the inverter are denved. Then, depending on whether a switching event has 

been detected (indicated by f lag-i) in the previous time step one of the two network 
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Figure 4.6: Real-time program structure 

solution paths, described in Section 2.4, is undertaken. Once every Ts the simulator 

transfers voltage and current signals to the ControIler module. This operation emulates 

Interface #1 in Figure 4.3. 

Initialization The real-time simulator is initialized by a user defined function user-init O. 

This function specifies the initial values of the system and control variables, time step At, 

parameters, and PWM information such as frequency, resolution, etc. It also specifies 

the FPGA address space, memory addresses where control values can be written and 

addresses from where the gating information can be obtained; the address space may 

even be specified in the user interrupt function intfuncl. In addition, look-up tables are 

created for one period of sinusoidal functions which serve as sources in the simulation. 

Since power frequency (6OHz) voltage sources are periodicd they need to be calculated 

for only one period, stored in a look-up table and applied a t  every subsequent cycle. 

4.3.3.2 Controller 

The code for this module is executed every Ts and perfoms the foliowing three functions : 

acquisition of system sarnples from the Simulator module, control algorithrn,and transfer 
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of sinusoidal modulated control values to the FPGA. The control algorithm is the same 

as the one used for off-iine simulation and is shown in Figure 3.6. 

4.4 Experimental Setup 

To verify the real-time simulation, a laboratory prototype of the VSI system was built. 

Figure 4.7 shows the experimental setup. The system parameters can be found in Ap- 

pendix B. The VSi is composed of six IGBT switches with anti parallel diodes. The 

IGBTs are rated for a constant current of 25 A and a maximum DC voltage of 300V. 

The digital processing platform UHP40 descnbed in section 4.2 is used as the digital 

controller. The control algorithm is executed on the C40 DSP while the PWM is impie- 

mented on the FPGA. Data acquisition of SLX signals (3 voltages and 3 currents) is done 

by dedicated B/D boa.rcis connected to the Cornports on the UHP40. The user has full 

control of the system using the Monitor program running on the PC. 

4.4.1 Digital Hardware and Software Design for the Controller 

The FPGX hardware design used for the experimental setup is very similar to the one 

used for the real-time simulator. The top graphic design file is c o n 3  pga-gdf which 

consists of three subdesigns : 

1. Global Bus Interface (16bus int . gdf) 

2. Pulse Width Modulator (l6pvm. gdf) 

3. Dead Time Insertion Module (gat ing . gdf ) 

Al1 design files can be found in the Appendix C. The Global Bus Interface is the same as 

the one in Section 4.3.2 with the exception that now the data transfer is the unidirectional 

flow of control values from the DSP to the FPGA resulting in a simpler design. The Pulse 
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Width Modulator which forms the central part of the overall FPG.4 design is identical to 

the one used for the reai-time simulator. The Dead Time Insertion module inserts a 2ps  

dead time Td between the gating signals of the upper and lower switches of each inverter 

leg in order to prevent a short circuit of the DC bus. Dunng the dead time both srnitches 

are in the off position. The counter limit u for the Modulator is altered to include the 

dead time Td and is initialized in the DSP program as : 

The Dead Time Insertion module is the only major differeace between the FPGA designs 

for the experimental setup and the real-time simulator setup. 

The software program executed on the DSP to control the VSI systern is con-110. c found 

in the Appendix DThe control algorithm is identical to the one used for the real-tirne 

simulation with the exception of some extra code for signal acquisition using the A/D 

convert ers. 

4.5 Real-time Simulation and Experimental Results 

This section presents the results form the real-time simulation as wel1 as the experimental 

setup of the PMTM VSI system. Both open loop and closed loop control tests were 

conducted. For direct cornparison the real-time simulation was carried out under the same 

operating conditions as those for the experimental setup. The digital control algorithm is 

identical in both cases. In one case the gating signais were sent to the physical setup while 

in the other they were sent to the simulated system. The real-time simulator employs 

the FICS simulation algorithm proposed in Section 2.4. A 100~s time step was chosen 

for the real-time simulation. This choice was governed by the capability of the C40 DSP. 



4.5. Real-time Simulation and Experimental Result s 

Figure 4.8: Steady state -4C source voltages e,,b and e k  - Experiment (llOVri-,, ) 

Figure 4.9: Steady state .4C source voltages e.b and e k  - RTS (llOVll-,, ) 

A smaller time step could not be chosen under the present design conditions. 

Figures 4.8 through 4.29 show two sets of results, one from the real-time simulation 

and the other from the experiment. Under open Ioop conditions with ma = 0.8 and 

6 = 20": steady state waveforms of al1 circuit voltages and currents were observed. Fourier 

analysis of these waveforms is presented to demonstrate their close agreement. Under 

closed loop conditions, step responses of the 2, and v k  controllers are shoun in figures 

4.23 t hrough 4.29. The closed loop results demonstrate adeqirate tracking and stability 

in both sets of results. An off-line time domain simulation with At = 10ps was also 

carried out under the same operating conditions and the results were found to be in good 

agreement Mth  the experimental and the real-time simulation results. In addition to the 

fact that the adopted real-time simulation algonthm only approximates the behavior of 
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Figure 4.12: Steady state current i, under open loop control (RTS) (Ial =13.3A, THD 
= 11%) 
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Figure 4.13: Steady state voltage 
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Figure 4.14: Fundamental, switching and founer spectrum of va, (Vanl = 73.5V, THD = 
37.5%) 
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Figure 4-15: Steady state voltage u,, under open loop control (RTS) = 68V, THD 
= 39.6%) 
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Figure 4.16: Steady state voltage v d  under open loop contrcl (Experiment) 
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Figure 4.17: Fundamental, switching and fourier spectrum of v d  (Vdl = 128.8V, THD 
= 37.5%) 
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a fixed stepsize algorithm with a srnall At, the difference in the two sets of results can 

be attributed to the following factors : 

1. In the real-tirne simulator switches in the VSI are modeled ideal and switches in the 

same inverter leg were turned on/off sirnultaneously. The real IGBT switches have 

finite turn-on and turn-off times and there is a 2ps deadtime when both switches 

in one leg are off simultaneously. This effect could not be simulated due to the 

difficulty of accounting a 2ps shift in the pulses on a time step of 100ps. For Iow 

switching fiequencies i t  is harmless to ignore this effect but for higher switching 

frequencies when the deadtime becomes comparable to the switching period, this 

effect can no longer be ignored. Although the PWM dead-time could have been 

compensated in the experimental setup such an effort was precluded by limited 

FPGA resources. 

2. Asynchronous PWM Le., rn, = fsw/ fi is a non-integer, is used for the experimental 

setup. To implement synchronous PWM the switching fiequency f,, must be made 

variable as the line frequency fi  changes to keep the ratio ml an exact integer. Since 

f,, is synchronized to the controller sampling period 7'' that would mean changing 

Ts on-line. Eowever, changing Ts was not feasible due to a fixed sampling period 

which needs to be specified during the DSP initiakation. Although the PWM 

implemented for the real-time simulator was also asynchronous the sources were 

considered ideal and frequency was fixed at 60Hz. Whereas in the experimental 

setup the line frequency had constant variations of small amounts which could have 

variable effects on the results. 

3. Unbalance in the system voltages and parameters or stray inductances and capac- 

itances could dso  contribute to a little offset in the experimental results. 
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Figure 4.19: Dc link voltage v k  under open loop control (Experiment) (Vdc-ou = 191V) 

Figure 4.20: Dc link voltage v d  under open loop control (RTS) (Vdc-au = 183V) 

! 
i +>.?$ 

Figure 4.21: 

23 ,Idy 

S teady state dc link currentid, under open loop control (Experiment) 
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Figure 4.22: Steady state dc link current id, under open loop control (RTS) 
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Figure 4.23: Step response of the i, current controller (Experiment) 



4.5. Real-tirne Simulation and Experimental Results 

Time (s) 

Figure 4.24: Step response of the i, current controller (RTS) 
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Figure 4.25: Dc side transient with 3A load switched on (Experiment) 
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Figure 4.27: DC transient with 3A load switched on and off (RTS) 
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Figure 4.28: DC side transient showing step response of the u k  controller (Experiment) 



4.5. Real-time Simulation and Experiment al Results 

-5 1 I 1 1 I I 1 
0.5 1 1.5 2 2.5 3 3.5 4 

Time (s) 

Figure 4.29: DC side transient showing step response of the v k  controller (RTS) 
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4.6 Processor Timing 

In order to determine the iower lirnit of the time step or to determine how much more 

system complexity can be included while still retaining real-time execution, it is helpful 

to examine the processor timings. The time taken by the C40 DSP to execute each of the 

modules in the user interrupt function were measured. The real-time simulation program 

rts-110. c uses a time step of l O O p  out of which 84ps is the total simulation time and 

16ps is the overhead for tasks such as initializing the DSP Kernel program (4ps ) and 

managing data acquisition and dispIay of upto three signals (12ps ) on the PC. The 

simulation time comprises of 3 6 p  used by the Simulator module and 48ps used by the 

Controller module. Inside the Simulator the linear interpolation and variable step-size 

code takes 26ps while the normal fixed step-size code takes 16ps to execute. The Con- 

troIler module runs at a frequency of 2kHz  which amount to a control period of 500ps. 

The FPGA operates a t  a clock frequency of 20MHz.  The PWM and the SEC in the 

FPGA are carried out in paraliel with the simulation in the DSP. The Switching Event 

Capture module takes about 15ns to detect a firing pulse and transfer its timing informa- 

tion to the simulation. From the point of view of the simulation in the DSP the FPGA 

response times can be considered to be instantaneous. 

Under the present design conditions the resources of the C40 DSP and the FPGA were 

completely utilized. Simulation of a more complex system or adopting a higher switching 

frequency for the sanie system would require a srnalier time step necessitating a change 

of design or the use of faster DSP's. 

4.7 Conclusions 

This chapter presented the design and implementation of a real-time digital simulator 

for the PWM VSI system. The hardware and software design details were presented. In 
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addition an experimental setup of the VSI system was described. The contents of the 

chapter can be summarized as follows. 

1. The design of the real-time digital simulator was based on a digital platform corn- 

prising of a C40 DSP and a FPGA. The Simulator and Controller modules on the 

DSP were developed in software written in C language while the PWM and the 

Switching Event Capture (SEC) modules were implemented using digital hardware 

design on the FPGA. Such a design was adopted because during the course of a 

simulation the user mainly interacts with the software modules by changing the 

parameters for the simulation or the controller while the hardware design modules 

of PWM and SEC are seldom changed once a simulation is initialized. 

2. The experimental setup of the PWM VSI system utilizes the same digital platform 

as that for the real-time simulator. The digital controller was implemented in 

software on the C40 DSP. The PWM generator implemented on the FPGA is 

identical to that of the real-tirne simulator setup with the exception of the Dead 

Time Insertion module- 

3. The real-time simulation and the experiment were carried out under similar operat- 

ing conditions. Botb open-loop and closed-loop control studies were performed on 

the VSI system. in spite of some inevitable implementation constraints agreement 

between the real-time simulation results and the experimental results confinns the 

viability of the proposed (FICS) simulation algorithm. 



Chapter 5 

Real-time simulation is a crucial stage before a power apparatus is commissioned. There- 

fore it is imperative to identi& problems and their solutions to inspire confidence in the 

simulation results and to assure reliable operation of the power apparatus. This thesis 

has contributed to advances in the real-time digital simulation of power electronic circuits 

interfaced with digital controllers. The advances have been made possible by developing 

an algorithm and by developing software for simulation under off-line as well as real-time 

conditions and for the esperimental control of a PWM VSI system. 

5.1 Summary 

The main concIusions of this thesis can be summarized as follows: 

1. Esisting off-line simulation algorithms and tools were investigated from the point 

of view of their application to real-time simulation. It was found that several 

elegant off-line algorithms violated real-time constraints precluding their use for 

real-time simulation. Furthermore, currently available power system simulation 

tools such as EMTP could not be adapted for use under real-time conditions due 

to implernentation constraints. 



2. To study the effects of switching events in digital simulation the interactions of 

a real-time digital simulator with a digital controller has been modeled with the 

aid of sampling theory. This mode1 not only provides an insight into the ongin 

of simulation errors caused by asynchronous switching events but also helps in 

incorporating practical implementation conditions in off-line simulation programs. 

-4 new real-time simulation algorithm has been developed for accounting asyn- 

chronous switching events in digital simulation. This algorithm relies on the regis- 

tration of timing of the switching events as they arrive and subsequently ~pplies  a 

correction while calculating the next system state. The correction procedure em- 

ploys linear interpolation as a means to  estimate the system state at the instant 

of the event occurrence. The proposed algorithm can be readily prograrnmed into 

an off-the-shelf DSP system to serve as a stand alone real-time simulator or i t  can 

be used to develop a separate processing module that simulates only part of the 

simulated systern to be retrofitted to an existing real-time digital simulator. The 

only requirement is the need for additional hardware to capture the timing of the 

incorning snitching events. 

4. Detailed off-line time domain simulations were performed on a PWM VSI system. 

Simulation prograrns developed for the fixed step-size algorit hm and the proposed 

algorithm incorporate the conditions found in the practical implementation of digi- 

tal controIlers. Off-line simulations using the fixed stepsize algorithm demonstrate 

the following effects of not accounting switching events at their proper timing: 

m 4 drastic change in the fundamenta1 quantities. 

0 Increase of non-characteristic harrnonics. 

Appearance of jitter in control quantities. 

These effects were found to diminish when the simulation stepsize was chosen to 
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be sufficiently small. The proposed (FICS) algorithm offered at  l e s t  a ten fold 

improvement over the fixed stepsize algorithm ernploying the same stepsize. In 

addition, the execution time of the proposed algorithm was found to be only slightly 

higher than that of the fixed stepsize algorithm. 

5. Practical feasibility of the proposed (FICS) real-time simulation algorithm Ras 

demonstrated by its implementation on a digital processing platform comprising 

of a DSP and a FPGA. The software for the simulator and the controller was 

developed in C laquage and is fully portable to next generation of processors with 

minimum modifications. 

6. A 5kV.4 PWM VSI system was used for experimental verification. The experimen- 

ta1 and the real-time simulation were carried out under similar operating conditions. 

Open-loop and closed-loop control studies performed on the VSI system indicated 

a close agreement between the two sets of results despite certain unavoidable im- 

plernentation constraints. 

5.2 Contributions 

The main contributions of this thesis are the following: 

1. The interaction of a real-time digital simulator interfaced with a digital controller 

has been modeled with an intent to delve into the simulation errors caused by 

inter-step switching events. 

2. -4 novel real-time simulation algorithm (FICS) bas been proposed to synchronize 

the operation of a real-time digital simulator with the output of a digital controller. 

3. Practical feasibility of the proposed algorithm has been demonstrated by real-time 

implementation on a DSP-FPGA platform. 
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4. Real-time and off-line simulation results have been expenmentally verified. 

5.3 Future Work 

Parallel processing is an emerging area which offers a wide variety of new computer ar- 

chitectures which can be hamessed for the real-time simulation and control of power 

systems. Appendiv -4 presents simulation paradigms for the following three types of sys- 

tems where the need for computational power and speed are expected to be the greatest. 

Real-time simulation of complex power electronic systems poses a challenge due 

to the multitude of switching events that the simulator has to cope with in every 

t ime step. -4 multi-processor simulator architecture, based on the FICS real-time 

simulation algorithm presented in Section 2.4, is proposed for such systems. 

Systems that are characterized by a wide range of eigenvalues are difficult to sim- 

d a t e  in real-time due to their requirement of different time steps for efficient sim- 

ulation. A muitirate simulation method is proposed for such systems for efficient 

simulation in a multi-processor environment. 

Systerns that contain non-linear or time-varying elements pose a formidable chal- 

lenge for real-time simulation due to their requirement of iterating the system 

equations or reformulation of the system sdmittance matrix. The proposed sim- 

ulator architecture utilizes the Network Equivalent's method which facilitates the 

separation of the linear part of a systern from its non-linear or time-varying parts. 
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Appendix A 

Parallel Processing Solutions For 

Real- Time Simulation 

A. 1 Introduction 

Sequential comput.ers Le., computers consisting of a single processor that performs one 

operation at  a time are rapidly reaching a physical banier beyond which their processing 

speed cannot be increased through the use of faster components. The time taken by 

single processor computers to simulate realistic size power systems is slow in the off-line 

mode let alone real-time. A practical way to solve the ever increasing need for faster and 

more powerful computation is to  employ parallel computers that use several processors 

to solve a problem. There are several areas in power system reasearch that can benefit 

from the use of parallel processing techniques [32]. A reduction in computation time 

using parallel processing results in two main advantages. Firstly the ability to simulate 

a system in red-time and secondly the ability to increase the size and the amount of 

modeling detail of the simulated power system. 

The purpose of this appendix is to explore the application of parallel processing for the 

real-tirne simulation of power systerns. Three key simulation problems are addressed: 
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1. Power systems cornprising of embedded cornplex ponter electronic circuits such as 

a multilevel converter system or a HVDC system. 

2. Systems comprising of widely distributed eigentdues for mhich a single simualtion 

time step is usually not efficient to represent al1 system dynarnics. 

3. Systems containing non-linear or tirne varying elements. 

A. 2 Applications of Parallel Processing to Power Sys- 

t em Simulation 

The main motivation in applying parallel processing techniques to power system sim- 

ulation problems is to speed up computation for on-line applications. Most simulation 

problems are not naturally amenable for direct implementation on parallel machines. 

In comparison with sequential computing significant computational gains can only be 

achieved if the simulation algorithm is designed so as to take full advantage of the par- 

allel hardware architecture of the simulator. The conventional approach in designing a 

parallel simulation algorithm is to decompose a given problem into sub-tasks that can be 

assigned to different processors. The two main Iimiting factors using such an approach 

are inter-processor communication cost and unsolvable sequentiality in the problem it- 

self. Furthermore, any limitations on the part of an unsophisticated compiler that are 

invisible to the programmer may also senously undermine computational efficiency of the 

algorithm. 

An area of power system computation that has seen an extensive application [33-351 of 

parallel processing techniques is the transient stability simulation problem. This problem 

requires the solution of differential equations representing the dynamics of rotating ma- 

chines together with the algebraic equations representing the network. Other potentid 

application areas include on-line load flow, reliability and short circuit calculations. -4 
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common characteristic of the transient stability problem and the others that encourages 

the application of parallel processing techniques is the size of the problem; most of these 

problems require, very often, several hundred equations to be solved every time step. 

On the other hand the application of parallel processing for the real-time simulation of 

electromagnetic transients is motivated due to two different reasons other than the size of 

the simulated system. Firstly. the time scale of the transients and secondly the inclusion 

of power electronic apparatus which increase the modeling complexity of the simulation. 

These two factors force the designer to restrict the simulation time step to a small value 

and thereby explore alternate means to speed up the computation. 

This section presents three simulation paradigms where significant computational gains 

can be achieved through the use of a multi-processor architecture for the power system 

simulator. 

A.2.1 Simulation Paradigm # 1 

Systems comprising of embedded complex power electronic circuits present a particular 

chajlenge for real-time simulation. One emmple is a system comprising of a multi-pulse 

converter configuration, where several six-pulse converters are operated fiom a common 

DC bus to reduce the output harrnonic content, employed in such FACTS controllers 

as the STATCOM and the UPFC. Another example is a back-to-back HVDC link with 

det.ailed models of the converters, transformers, filters, and the extended AC system. 

.A real-time simulator simulating such systems is faced with the rigour of accounting 

incoming switching signals for the power electronic devices. As discussed in Chapter 

2, during the simulation of power electronic circuits majority of simulation errors stem 

from the inability of the simulator to account for the switching signals a t  their proper 

time instants. Therefore, i t  is important to curtail the number of incoming switching 

events in a single calculation step of the sirnulator. There are two scenarios can 
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lead to an increase in the number of switching events in any given time step. First is an 

increase in the switching frequency of the power electronic apparatus and second is an 

increase in the number of basic power electronic units, such as the six-pulse converter 

configuration, each operating a t  a low switching frequency. Such modeling complexities 

necessitate a reduction in the simulation time step. Using a k e d  stepsize integration 

algorithm, the extent to which the time step can be reduced without compromising real- 

time operation depends on the computational capability of the simulator. The real-time 

simulation algorithm FICS proposed in Section 2.4 may be employed in those cases when 

a reduction in the stepsize for a fixeci stepsize method entails a heavier computational 

burden than that for carrying out the operations in the proposed algorithm itself. Ac- 

cordingly it is worthwhile to examine the limitations imposed by the FICS algorithm on 

computational requirements. The two bottlenecks that need to be overcome before the 

proposed algorithm can be applied to Iarger systems are 

1. Linear interpolation of several system variables. Although linear interpolation is 

computationally less intensive than a full state calculation, it could still constitute 

a considerable portion (10 to 50 percent) of the total computation time. 

2. Inversion of cr and p. As seen from equations 2.14 and 2.15, a and 0 are functions 

of the network parameters a, b and the time step At. Assuming that the network in 

question is linear and time-invariant, a-' and ,&' need to be re-calculated whenever 

At is changed. In a more general case, this would mean inverting G (2.18) whenever 

At is changed. 

In contrast to using a single processor to carry out the tasks sequentially, a multiprocessor 

architecture may be used to overcome the above two limitations. Figure A.1 illustrates 

a simulator which employs three processors in a shared memory configuration. There 

is a main processor which performs the tasks of network solution and oversees the com- 

munication with the extemal controller and the user while the two auxiliary processors 
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Solution I + I' - 

I SHARED MEMORY I 

Figure -4.1: Multi-processor simulator architecture for simulation example # 1 

solely perform the functions of linear interpolation and the inversion of cr and P.  When a 

switching event is detected the main processor can broadcast the relevant information to 

the auxiliaries and engage itself in other calculations while waiting for their response- A 

cornput ationally efficient approach to circumvent the direct inversion of a and ,O when the 

stepsize is changed is to store precalculated values of a-' and b-', computed for several 

sub-multiples of the time step At, in a look-up table and apply them when needed. For 

example, if At = loops, a-' and 0-I may be pre-computed at 5ps  intervals resulting in 

20 different values for each. Such an approach may not be precise as to the location of 

the switching event but it is sufficiently accurate compared with a calculation based on 

a single time step of 100ps. The network solution in the main processor may itself be 

divided if needed into different subtasks. One practical scenario for simulating a three- 

phase system is to carry out the calculations concurrently in three separate processors 

one for each phase. 
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A. 2.2 Simulation Paradigm #2 

Pomer system transients are characterized by eigenvalues which can be of different orders 

of magnitudes. Transients corresponding to eigenvalues with large negative real parts 

decay rapidly (typical time constants are in the range of a few microseconds to tens 

of milliseconds) and are usually associated with electromagnetic phenomena. Esamples 

of such transients inclube switching oven~oltages, short-circuit transients, dynamics of 

F-4CTS apparatus and induction machine loads. On the other hand, trcuisients corre- 

sponding to eigenvalues with smaller negative reai parts decay slowly (typical time con- 

stants range from a few seconds to a few minutes) and are associated with phenomena 

that are electro-mechanical in nature. A prime example in this category is the dynamics 

associated with a generator mode1 that includes the governor and the turbine. Certain 

Ioads may also be characterized by slow transients. Off-line transient programs such as 

the EMTP utiiize a single time step for the simulation of a system that has both slow 

and fast transient components. The time step is usually chosen to be small baçed on 

the fastest transient component alone. Su& an approach seriously undermines computa- 

tional efficiency by slowing down the entire simulation and therefore becomes impractical 

for real-time applications. A more efficient approach would be to employ multiple time 

steps for the simulation based on the requirements of the individual components. 

-4 multirate algorithm [11,29] for integrating ordinary differential equations is one in 

which different equations are integrated using different stepsizes. Each system variable 

or a certain group of variables is integrated with a stepsize which is sufficient for the 

required accuracy. The selection of the multiple stepsizes begins with dividing a given 

system into multiple subsystems. Such a division can be accomplished by examining the 

time responses of system eigenvalues a t  steady state. Figure A.2(A) shows an example 

system with two time-step related subdivisions. The slow subsystem S comprises of the 

generator, transmission lines and the loads while the fast subsystem F consists of a power 
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Figure A.2: (A) System for simulation example #2, F: fast Subsystem , S: Slow Subsys- 
tem, (B) &Multi-rate simulation 

electronic compensator. Let x,(t)  represent a state of the slow subsystem e-g. voltage at 

bus#l and x,(t)  represent a state of the fast subsystem e-g. voltage a t  the STATCOM 

terminals. Figure A.2B illustrates the integration of z, ( t )  and xf ( t )  over time. z ( t )  is 

integrated with a time step Atf whereas x,( t)  is integrated with a time step At,  = 24tf  

. Note that the values of the state x,(t)  are not available at al1 instants of time; x,( t )  

needs to be approxirnated a t  the required time instant for the calculation of x J ( t ) .  Linear 

interpolation may be employed to estimate x, ( t )  without incurring undue computationai 

burden. Computational efficiency is gained when the faster subsystem is smaller in size 

compared t o  the slower subsystem since the latter is only solved infrequentIy compared 

to the former. 

The division of a system into smaller subsystems facilitates the use of severai processors 

for its real-time simulation. Figure A.3 illustrates a multi-processor simulator for the 

system shown in Figure A.2(.4). One processor is assigned each for the slow and fast 

subsystems. The fixed step-size integration algorithm may be used for both subsysterns. 



A.2. Applications of Pardel Procedng to Power System Simulation 

Slow Subsystcm 
Tunc Stcp At, 

& 
Firing Signais 

Figure A.3: Multi-procesor architecture for simulation example #2 

Alternately, the proposed approach of Section 2.4 may be employed for the faster sub- 

system F. Irrespective of the method chosen, the following two conditions must be met 

for real-time implementation: 

1. The larger time step At, must be an integer multiple of the smaller time step At, 

to synchronize the operations of the two processors 

2. Real-time requirement Le., each time step must be greater than the execution time 

of the algorithm for the respective subsystem. 

It is possible to further divide the slower subsystem into smaller parts in which case 

a hierarchy of multiple stepsizes may be established for the whole system. Although 

the theoretical concepts of multirate methods such as the numerical properties of stabil- 

ity, convergence, etc, have been well established [29], their practical implementation for 

simulating complex power systems in real-time needs further research. 



A.2. Applications of Paraliel Processing to Power System Simulation 

A .2.3 Simulation Paradigm #3 

Transient simulation of power systems is carried out using the equation 

formulated using nodal analysis. The state of the system is found by repeated solution 

of (-4.1) at every time step. Methods of solution for (-4.1) include LU factorization, 

Gaussian Elimination and even a direct inversion of [Y] in certain cases. Regardless of 

the method used, if the system in question is linear and time-invariant then [Y] needs to be 

factorized or inverted only once in the preamble of the transient program before entering 

the time-step loop. The same factors of [Y] may then be re-applied every time step 

since [Y] remains essentidly constant, a most desirable condition for real-time simulation. 

However! if the system in question consists of non-linear or t i m e - v a ~ n g  elements then the 

[Y] matrix does not remain unchanged any longer, its entries become functions of voltage, 

current or time. Commonly occurring nonlinearities include magnetic saturation and 

h~steresis in transformers and reactors. Examples of time-varying elernents include circuit 

breakers, protective gaps, lightning arresters etc. If the [Y] matrix is only a function of 

time, (Al) forms a linear time-varying algebraic equation set and direct methods such as 

Gaussian Elimination rnay be used for its solution dthough [Y] needs to re-triangularized 

a t  every time step of the transient simulation. However, if the elements of [Y] are 

functions of voltages and/or currents, then the solution of (-4.1) becomes non-trivial; 

an iterative numerical scheme such as the Newton-Raphson method must be adopted to 

solve (A.1) at each time step. Re-triangularizing [Y] for the entire system or iterating 

(A.1) form serious bottlenecks if the simulation needs to be carried out in real-time. The 

simulation algorithm would be computationally efficient if the linear part of the system 

were separated from the non-linear and time-varying part. Two conventional met hods [36] 

to accomplish such a separation are the Cunent Compensation method and the Network 
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Equivalent's method. The Current Compensation method based on the Compensation 

Theorem allows a non-linear or the-varying element between the nodes p and q to be 

excluded from the rest of the network and the [Y] matrix and instead be simulated by 

a current source I,. In the Network Equivalent's method the re-factorization of the 

[Y] matrix or iteration of (A.1) is confineci to only those nodes of the network that are 

incident to the non-linear or time-varying elements. Such a confinement is accomplished 

by deriving an equivalent for the linear part of the network. Although both approaches 

are effective tools for simulation using sequential programming, the Network Equivalent's 

met hod is more suit able for implementation using multiple processors. Let subscript 1 

denote the set of nodes which are incident to linear elements only and subscript 2 denote 

the set of nodes tbat are incident to non-linear or time-varying eiements. Then (A.1) can 

be partitioned as 

-4s seen from (A.2) only the submatrix Yz2 is a function of v, i, or t. The 

and v2(t) c m  be obtained by solving the following equations 

First (X.3) is solved for v2(t) either iteratively or by a direct method. Then u2 (t) is 

substituted in (A.4) to obtain vl(t). Figure A.4 illustrates a simulator where solutions 

of (A.3) and (-4.4) are carried out in two different processors. The matrix products 

[lil] [K~]- '  [Yl2] and [KI] [Y~~]- '  [Jl] in (A.3) are constant which allows them to be pre- 

calculated and stored in memory. The same holds true for [Yll] in (A.4)' which may be 

solved by direct inversion of [Yl1]. The main computational burden here is the solution 
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Non-Smw Subsystcm 

Solution of (5.3) 

Figure -4.4: Multi-processor simulator architecture for simulation example #3 

solved by direct inversion of [KI]. The main computational burden here is the solution 

of u2( t )  and it is kept to  a minimum by restricting the iterative process only to the node 

subset 2. Computational efficiency is gained since instead of factorizing [Y] for the whole 

network: only [YZ2] needs to be changed. The computation of the linear part may be 

further divided into different processors depending on the size of the network and the 

computational speed requirements. 



Appendix B 

System Parameters 

AC Source Voltage 

Three-phase E = 110Vrms 1 - lt 6OHz 

Transformer 

Three-phase l l5V/l l5V, lOkVA, XT = 3.06% , RT = 2.71% 

AC Circuit Parameters 

R = 0.50, L = 3.0mH 

DC Link Capacitance 

C = 4900pF 

Control Parameters 

hYïd = 0.8, Kip = 1-5, Tid = Kp = 5Oms, Kv = -2.0, TV = 0.5s 

S wit ching Fkequency 

f,, = l k H z  

Controller Sampling Frequency 

f, = 2kHz 



Appendix C 

FPGA Design Files 

This appendiv presents the FPGA design files for real-time simulation and experimental 

control of the three-phase PWM VSI system. The FPGA used is a FLEX 8000 device 

from -4LTERA. The design has been camed out using the MAXPLUS II graphic design 

software. The Iist of the graphic design files (.gdf) and a brief description of each file is 

given belon-. 

C .  1 Real-Time Digit al Simulat or and Cont roller 

O designl6. gdf : Top design file 

+ 16busint. gdf : Data Bus Interface to C40 DSP 

+ 16pum.gdf : Pulse Width Modulator 

+ 16captue.gdf : Switching Event Capture 

+ dat adir2. gdf : Bidirectional data buffer 

+ comparl6. gdf : 16-bit Digital Comparator 

O f req-div . gdf : Frequency Divider 



# regl6.gdf : 16-bit register 

reg8. gdf : &bit register 

0 svichl6.  gdf : Multiplexer 

+ s u i t  ch8. gdf : Multiplexer 

C.2 Experimental Setup 

+ c o n f  pga.gdf : Top Design File 

0 16busint. gâf : Data Bus Interface to C40 DSP 

4 16pm. gdf : Pulse Width Modulator 

0 gat ing . gdf : P WM Dead Time Insertion 

0 vatchdog . gdf : C40 Watchdog 

















regl6. gdf 















Appendix D 

Listing of Programs 

This appendk lists software programs developed for off-line simulation, real-time sim- 

ulation and experimental control of the three-phase PWM VSI system. -411 programs 

have been developed in the ANS1 C language. The program list and a brief description 

is given below. 

nor-cl1 . c : Off-line simulation program using the fked step-size method 

i n t  rp-c 1 1 . c : Off-line simulation program using the proposed approach 

0 rt s-i 10 . c : Real-time simulation program using the proposed approach 

m con-1 10. c : Program for experimental control 



/ * * * * * * * * * * * * * * * * * * * ~ * * * * * * * * * * * * * * ~ * 4 * * * * * * * * * * * * * * * * * * * * * * * * * * *  

NOR-cl 1.c : PROCIIAM Fon OFF-LINP, SIMUIATION OF A 
PULSE WIDTH ~ . ~ O D U L A T E D  (l'Wh!) V O L J A ~ ~ .  SOURCE INV~:RTRH (VSI) 
SYSTEM PARAMETERS : 1 IOV(1.-I.RMS), R=0.5011~, I,=3.0httl 
SWITCI I IN~  FI~EQURNCY OF VSI = I K I I z  
CONTROLLE~  SAMPLINO FREQUENCY = ~ K ~ I z  ('h = 5 0 0 ~ ~ )  
TIIIS PROOHAM USES THE FIXED STEP-SIZE AI.GORITIIM FOR SIMIJI.ATION 
ALL ARRAYS ARE CYCLIC OlJFFERS OF LENGTII 3. 
PHOORAM DEVELOPED A N D  TMTED OY VENKATA DINAVAI~I 
LAST UPDATED ON FEU. 13 '00 
COMPILATION COMMAND : "CC I N T R P - c ~ ~ . C  -O INTRP-Cl1 -LM" 
"INTRP-Cl 1" IS TllE OBJBCT PILE 
"SYSJ.DAT" FlLE CONTAINS OUTPUT DATA FOR TllE SYSTELI 
"CONJ.DAT" FlLE CONTAINS OUTPUT DATA FOR TIW CONTROLLER 
NOTE : Tlils PROORAM WAS USED TO GENERATE OFF-LINY. 
SIMULATION RESULTS REPORTED I N  CIIAPTER #3 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

+ Parorneters O/ Simulation --,-,-,,,,,, 
lb 

*/ 
Q, 

Idefine t 2.0 
8daf in* dt 50.e-6 

ldef inr Emag 110 sqrl(2.0)/tiqrl(3.0) / *  I'mk valire n j  1-n voltage */ 
#defini Vtri 1 .O 

ldefine Ta 5ûO.e-6 
#define Kid 0.8 
tdef ine Tid 50.e-3 
Idefine ALPi1Ad Kid*(Ts/(2,0*Tid)t 1 .O) 
tdefine ALPIIA0,d (ALPHAd - 2.OeKid) 
8drfine Kiq 1,5 
Idrf in. 'r/q 50.e-3 
tdrf inr ALPHA4 Kiqe(Ts/(2.0*Tiq) -t 1 ,O) 
ldefine ALPllA0,q (ALPHA4 - 2,OaKiq) 
8det ine Kv -2.0 

l d s f  ine TV 0.6 
Ida! ine flIS'f'A K v *  ('1'~/(2.O*l'v)-+ 1 .O) 
8dst ine I3E'i'AO ( U W A  - 2.OeKv) 

tdsf ins V(1-rcf 240.0 
tdefine Iqsof 0.0 

tdef ine N 3 
8dsfina M( x )  ( x  % N ) 

clnck-t startAock, etid-clock; 
int j = O, k = O; 
double t 1 = 0.0; 
double A, D; 
double i; 

FILE rfyl, dp2; 

int f i r g ~  = 1, flag-b = 1, flag-c = 1, flag-down = 0, hg-pi = 0; 
tnt llagrontrol[~); 

- 

leint pag-dc-lwd = 0; 
int /lag,cloc& = O;*/ 
int gat-][NI, gat,3[N], gat-5[N); 
int Sl(N1, S3[N], S5[N]; 
double timc[N], time~on[N]; 
dorib 
doub 
doub 
doub 
doub 
douh 
doub 
doub 
doub 
doub 
doub 
doub 
doub 
doub 
doub 
doub 
doub 
doub 



double out-vd[N], Vd-crrlN), IdrefrlIN]; , 
double lq-rcfl = Iq-ref; 
cloublo IqI[N], Idl lN) ,  VcapsllN], I(lrck1 l(N]; 
int iter = 0; 
/*double ldc-load[N];*/ 

fpl = fopcri("8ysn .dnt","v"); 
fp2 = fopcn('lconm ,dat","w"); 

for (i = cIt; i <= t;){ 

if (flag-a == O){ 
if (tiine[M((j-l))] > crossing~[hi(k)j)( 

switch (flag-down) ( 
case 1: gat,l(M(j)] = 0; 

flaga = 1; 
break; 

case O: gat-l[M(j)] = 1; 
fl8g.a = 1; 
break; 

if (flag-b == O){ 
if (timc[M((j-1))] > crossiiigh[M(k)])( 

switch (flag-down) { 
casa 1: gat,3[h!(j)] = 0; 

flagh = 1; 
break; 
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
INTRP-Cl 1.C : P R O G R A ~ ~  FOI{ OFF-1.1~~ SIA~III.ATION O F  A 

PULSE WIDTI~ ~ ~ O D U L A T E D  (PWh4) VOI.TACIE SOURCE I N V E R T E I ~  (VSI) 
S Y ~ T E M  PARAMETERS : 1 IOV(I,-I.R~~S), R=0.50Hhll k3.0hllI  
SWITCI~INQ FREQUENCY OF VSI = 1~112 
CONTROLLER SAMPLINO FREQUENCY = 2~117. ( ' b  = 5 0 0 ~ ~ )  
THE PROCRAhl INCORPORATES TllE PROPOFED ALUORITlfhl FOI1 
ACCOUNTINO DISCRETIS FIRINO PULSES. 

ALL ARRAYS ARP, CYCLlO RUFFERS OF LRNQTIi 3. 
PROORAM DEVELOPED A N D  TESTED R Y  VENKATA DINAVAHI 
LAST UPDATED ON FEB. 13 '00 
COMP~LATION COMMAND : "CC INTRP-Cl 1.c -O INTRP-Cl 1 -LM'' 
"INTRP-CI 1" IS TllE ODJECT FILE 
"SYSJ.DAT" FlLE CONTAfNS OUTPUT DATA FOR THE SYSTEM 
"CONJ.DAT" FlLE CONTAINS OUTPUT DATA FOR THE CONTROLI,Efi 

NoTe : I'lliS PROGRAM WAS USED TO UENERATE OFF-LINE 
SIMULATION ReSULTS REPORTED I N  CHAPTER #3 
.............................................................. 

Iinclude <rtdio .h> 
8includm e u t h .  h> 
Oincludr <tiio.h> 

w 
je------ Parnmciers O! Simulaiinn ------VI-- * / 

8dmfino Emag 110,O sqrt(2,0)/qrt(3,0) /*  Peak value 01 1-n voilage */  
8drfinr Vtri 1.0 

Ildei ine Ts 500.e-6 
8dofinm Kid 0.8 
8d.f inm Tid 50,e-3 
8 d d  inm ALPH A d  Kid*(Ta/(2.0*Tid) + l .O) 
Idefino ALPHAOd (AI,PHAd - 2.O*Kid) 
8dofino Kiq 1.5 
8detinm Tiq 50.e-3 
#define ALPHA-q Kiq*(Ts/(2.O*Tiq)+l.O) 
Idef ine ALPHA04 (ALPHA4 - 2,O*Kiq) 

8daf ine l(v -2.0 
ldef i n s  i 'v  0.5 
Ddef ine  13E'I'A Kv*(ïs/('L.O*'l'v)+ 1 .O) 
Ddsfine DETAO (JIEl'A - 2.O*Kv) 

Ddsf ine Vd-rcf 240.0 
Ddef ine  Iq-ref - 10.0 

clock-t start_clock, cnd~lack;  
i n t j = O , k = O ;  
double t l  = 0.0; 
double A,  B, A a ,  Ko; 
double slcp-1, step-2; 
double i; 

FILE +fpl, *fp2; 

int flag-a = 1, flag-b = 1,  flag,c = 1, flag-down = 0, flag-pi = 0; 
int flag,control[N]; 
int ilag-ab = 1, flag-bc = 1, flag-nc = 1, liag-interp = 0; 
int gat-1 [NI ,  gat J [ N ] ,  gat,5[N]; 
int Sl[N], %[NI, SSIN); 
double time(N1, timeronlNJ; 
double crosrring~lN], crosaing,b[Nj, cro&singxIN]; 
double Xa[N], XbIN], Xc(N]; 
double grap~IN] ,  grap-b[N], grep-clN]; 
double control,a[N], control-b[N], control-cIN]; 
double VaNIN), VbN[Nj, VcN(N]; 
double Va[N), VbIN], Vc(N], Val)(N]; 
doiible EA[N], EbIN], FklN], EablN], Ebc[N); 
double Il[N), 12[N], 13[N], VI)[N); 
doiible Ia[N], IbIN], Ic[N], IdclN], VdclN]; 
double Eabs[N], EbcelN], lw[N], ibslN], Vcaps[N]; 
double l~e [N] ,  I Jrn[N], IdlN], Iq(N], coswt[N], sinwt[N]; 
double Vcxse[N], VeximlN]; 
double VareIN], Vsim[N), Vsal)a(N); 
double Va-exc[N], Vb-exc[N], Vc-exc[N]; 
double Vax-DV[N], Vbx-nV[N], Vcx,l)V(N1; 
double Id-errIN], Iq-err[N], outd[N], out-q[N]; 
double Ed[N], Eq[N], Edq[N]; 



double ma_x[N], del-rlc[N], iris[NJ,  tlcaiig[N); 
double Vai = 0.0, Vbi = 0.0, Vci = 0.0, lai = 0.0, Ibi = 0.0, Ici = 0.0; 
double Eai = 0.0, Ebi = 0.0, IZci = 0.0, Vdci = 0.0, Idci = 0,0, VDi = 0.0; 
double IqflN], IqfO[N], IqO(N1; 

double oiit,vd[N], Vd-err[N], I(lrcftl[N]; 
double I q d l  = Iq-rcC; 
double IqlIN), IdllN], Vcapsl [NI, Idrcfdl (NI; 
in t  iter = 0; 

switch ( f l ~ g - ~ O W I I )  ( 
caae 1:  gat,l[M(j)i = 0; 

gat-3[M(j)) = 0; 
break; 

caae O: gat,llM())] = 1; 
gat-3[M(j)I = 1; 
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- Vtri); 

controLb[M(k)] - Vtri); 

- Vtri); 

t Vtri); 

t Vtri); 

t Vtri); 

Xalhl(k)) = (-'I'r-i/(P.O*Viri)) + ( cont rd-a(h.1 (k) ]  

flagdown = 0; 
) else( 

t l  = t l  - Ts; 

i += dt; 
iter++; 
1 

end-clock = clock(); 
printf("done. \nu); 
pri~i l f ( '~ I terr t ioai  = Xd\n",ilcr); 

fclose(fp1); 
fclose(fp2); 
priiitf("Procennor tiw urad: Xg aec ,\n", 

(endrlock - startrlock) / (double) CLOCKSPERSEC); 
return O; 
1 
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stntic flont l a j2  = 0.0, la- j l  = 0.0, b j 2  = 0.0, Ib-jl = 0.0, Ic-j2 = 0.0, 
Ic-j 1 = 0.0; 

atatic float 1dcj2 = 0.0, I t l c - j l  = 0.0, Vdc-j2 = 0.0, Vdc-jl = 0.0; 

static fioat Id-err j l  = 0.0, Iq-crr-jl = 0.0, Vd-crrj l  = 0.0, VRAIS = 0.0; 
static float Iqfû = 0.0, lq0 = 0.0, ldfû = 0.0, Id0 = 0.0; 

/* atotic flmt Vs,m = 0.0, Vs-im = 0,0, Vs-abs = 0.0; */ 
ststic float Eabcs = 0.0, base = 0.0, las = 0.0, Ibs = 0.0; 
ntatic float Ebce = 0.0, Vcapa = 0.0; 

atatic Roat gat-3 = 0.0, gat-5 = 0.0, step-1 = 0.0, coiintlaig = 0.0, 
count2liig = 0.0; 

static Roat con-b = 0.0, con-c = 0.0, nagi = 0.0; 
static foat Eabs = 0.0, Va-re = 0.0, Vsirn = 0.0, I i m  = 0.0, step2 = 

0.0; 

r tat ic  float Ea = O.O,Eb = 0.0, Va = O.O,Ia = 0.0, Idc = 0.0; 
static float Vab = 0.0, gat-l = 0.0, cona = 0.0, Id = 0.0, Iq = 0.0; 
static float l d a v  = 0.0, masig = 0.8, dcang-sig = 0.0; 

ci /* static Poat Iq-au = 0.0; a/  
0, 
N 

le========= PROGRAM I,OOP ======-=+/ 

if ( o n ~ w )  
I 

/*==== Acquisition oJ Gaies and their timing /mm FPCA ==== 

pulse = (*piilaedd) W PWMbs; / O  bitshifi for the pulses and counler 
uolucs */ 

count-l = (*count-ladd) W PWM-bs; 
count-2 = (*count,2_add) > PWM-bs; 

countlsig = coiint-1; 
count2sig = count-2; 

flaginterp = pulse k 0x0001; /* etlmcling /la9 and swilch slolirs $1 
swl = (piilse L 0x0002) » 1; 
sw2 = (piilse k 0x0004) > 2; 
sw3 = (pulse k 0x0008) > 3 ; 

gat-1 = swl; 
gatS = sw2; 
gat-5 = aw3; 

if (gat-1 == le)(  
V ~ N  = vnc; 
S1 = 1; 

) else{ 
VaN = 0.0; 
S1 = O; 

VbN = Vdc; 
S3 = 1; 

) else( 
VbN = 0.0; 
S3 = 0; 

1 
if (gat-5 == 1.)( 

VcN = Vdc; 
S5 = 1; 

) else{ 
VcN = 0.0; 
S5 = O; 

1 

lai = Ia,j2 + step-1-di * ( I A  j l  - la  42 ); 
Il>\ = IbJ2 t step-1-th * ( 1hj1 - lb j2 ); 
Ici = Icj2 + ~tep,l-cIt + ( Ic j l  - l c j 2  ); 

Vai = kl VaN - k2 t ( VbN + VcN ); 
Vbi = k l  VbN - k2 * ( VaN + VcN ); 
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if (pisw) ( 

I d m r  = Itlrcfd - Id; 

/* ALPIIA-d = Kid ( Ts*dt/(iZ.f.h Ti) + 1.0); 
A LPIIAO-d = A LPHA-d - 2 . h  Kid; 

A LPHA-q = Kiq r ( Tsrdt/(RO* Ti) + 1 ,O); 
ALPHAO-q = ALPIIA-q - 2.OiKiq; */ 

out-d = out-do t ALPIIA-d Id-crr -+ 
out-q = out-cl0 $ AI,PIIA-(I r Iq-crr t 

Et1 = out-d - 1q k7 -te Vsabs; 
Eq = oiit-q -+ Id  * k7; 
Edq = sqrt(Ed Ed + Eq * Eq); 

ma = Edq /0.7071/Vcaps; 
dc-ang = atanP(Eq,Ed) ; 

maAg = ma; /* output only */ 
dc-angsig = dc-ang R2I); /* output 

only */ 
) else{ 

i i~as ig  = ma-par; 
dcangsig = (Icnng-par; 
dc-ang = dc-ang-par D21t; 

if (maAg < 0.0){ 
masig = 0.0; ) 

/* )else{ma.sig = ma-dg;) * /  

cos-tlc = cos(&-anfi); 
sin-tlc = ~iii(t1caiig); 

VCXJC = VIJC ~ 0 9 1 1 ~  

V c x h  = VRJC * s i r ~ ~ i c  

Va-cxc = Vex-re; 

cona = base Va-cxc; 
con-b = bue r Vb-CXC; 
con-c = baeo r Vcnxc; 

/a===== WRlTE CONTROL VALUES TU FPCA ======= * 1 

1 to  FPCA */ 

*dvaluea,add = ((long) (ecalc*con,a)) d: PWhl-bs; 
*dvalucb,add = ((long) (scale*con,h)) < PWM-bs; 
*dvaIiiec,add = ((long)  calerco con-c)) < PWM-bs; 







--O d m -  





l a J  = (Kilf *la,io + la + laO)/KiPf; 
IaAl = la-f; 
la0 = la; 

IbJ = (Ki l f  *lbJO t Ib + Ib0)/Ki2f; 
IMO = 11>4 
Ibo = Ib; 

Vdcd = (Kvlf *Vdc-iû + Vdc -t VdcO)/KvZI; 
VdcJO = Vdc f;  
VdcO = Vdc; 

Idc-f = (Kvlf  *ldc-fû + idc + ldcO)/Kv2f; 
Idc-TU = Idc-fi 
ldcO = Idc; 

/*==== Phase volhgc ir uscd as rieference vcctor ====*/ 

Vsabc = Vabc*l,lS + Vsabr0.58; 
Vs-rc = (l.O/eqrt(3,0)) * ( 0.87 Vaab + Vmbc * 0.5); 
Vsim = (l.O/sqrt(3,0)) * ( -0.5 r Vaab + Vaabc + 0.87); 
V s a b  = sq r t (Vs~e*Vs~e  t VsAtnrVaim); 

I r==== Colculolion O/ Id and Iq ====*/ 

1-reJ = la-f; 
I i m J  = 0.58 * lad + 1.15 * Ib-f; 

/* 1-ile = 1-n-/ 0.8914 - Lim J r 0.1472; f i  phase luad (i/ 26.56 dcg. 
1-im = I n - f  0.4472 + 1-im,/ 0.8911; /or fi = 120112 */  

I-re = 1 ~ e J  0.9578 - 1Jm-T r 0.2873; / *  phase lead of IG.7 dcg. */ 
l i m  = I-reJ 0.2873 + I i m J  r 0.9578; /r for jh = POOIIr */ 

coswl = \ I~_rc/V~al)s;  
airiwt = Vsjrii/Vaal)s; 
Vsp = Vs-re t- V ~ i r n ;  

Id = 1-rc r coswt + l i in  r siriwt; /* This ossurncs that current s p c e  
phosor */ 

1q = - l x  sinwt -t l irn a coswt; /*  l a d s  the voltage a p c e  phasor */ 

if (flag==O){ Id-nv=ld-~v+(float)(I~f/FF1'~SIZE) ; 
Iq;rv=Iq-avf (float)(lq/FC;T,SIZi3) ; 

)else( Idav = Id-avt((flaat)(ld-Id-tiiatIi))/FFTSIZIi:); 
lqav = Iqav+((float)(lq-Iq-liint[ij)/YFTSIZE); 

1 
IdJiitlt(ij = Id; 
Iq,hiet[i] = Iq; 

Iq-err = I q a f  - Iq; 
Vil-crr = Vd-rcf - Vdcf; 

IWi'A = Kv * 
(sampling-pcriod* 1 .e-6/(2.0*'i'v) + 1 .O); 

out-vd = out-vd0 t 131S'i'A Vd-err f 










