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Abstract

Recent advances in wireless and sensing technologies have enabled the deployment of

large scale Wireless Sensor Networks (WSNs) which have a wide range of scientific and

commercial applications. However, due to the limited energy supply of sensor nodes,

extending the network lifetime has become crucial for WSNs to deliver their promised

benefits. Several proposals have aimed at this objective by designing energy efficient

protocols at the physical, medium access, and network layers. While the proposed pro-

tocols achieve significant energy savings for individual sensor nodes, they fail to solve

topology-related problems. An example of such problems is the bottlenecks around the

sink, which is a direct result of multi-hop relaying: sensor nodes around the sink relay

data generated all over the network which makes them deplete their energy much faster

than other nodes.

A natural solution to this problem is to have multiple mobile data collectors so that

the load is distributed evenly among all nodes. We investigate this promising direction

for balancing the load and, hence, prolonging the lifetime of the network. We design

optimization schemes for routing and placement of mobile data collectors in WSNs. We

show, by theoretical analysis and simulations, that our approach has the potential to

prolong the lifetime of the network significantly.
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Chapter 1

Introduction

Advances in wireless communication and embedded microprocessors have brought about

the development of small, low-cost sensor nodes, which are able to collect data from

the surrounding environment and to communicate using a wireless medium. They re-

port the data they collect to a central host, called the sink node. These tiny devices

are battery-operated and, hence, untethered in terms of both power and communication.

This enabled a new generation of large-scale networks of untethered, unattended sensor

nodes suitable for a wide range of commercial, scientific, health, surveillance, and military

applications. This rapidly evolving technology has the potential to revolutionize the way

we interact with the physical environment and to facilitate collecting data which have

never been available before [2]. However, the drastic energy constraints form a serious

threat to the longevity of Wireless Sensor Networks (WSNs). Coping with this challenge

and extending the lifetime of WSNs is the main focus of this research.

1.1 Motivations

Due to energy and size limitations, sensor nodes have a limited wireless transmission

range. Therefore, sensor nodes, whose separation from the sink node is more than their
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Sink node Sensor node

Figure 1.1: Multi-hop relaying.

transmission range, use multi-hop relaying to deliver their data to the sink node. Thereby,

a sensor node may function as a router to forward data packets of other nodes to the

sink node as shown in Fig. 1.1. However, data transmission is the dominant energy

consuming operation in a sensor node; it has been stated in [3] that transmitting 1 Kb

over a distance of 100 m would consume the same amount of energy as that of executing

3 million instructions by a local processor (i.e., the cost of sending 1 bit is equivalent to

that of executing 3000 instructions). Since wireless communication is the major energy

consumer in a sensor node, multi-hop relaying results in an unbalanced energy expenditure

over different parts of the network: nodes near the sink become bottlenecks and deplete

their energy reserves much faster than nodes distant from the sink node [4] [5] [6][7]. In

fact, nodes which are one hop away from the sink node relay data generated all over

the network to the sink node and, therefore, they run out of energy much faster than

other nodes. Not only does this stop those nodes around the sink from functioning, but

it also renders the sink unreachable by other nodes. Fig. 1.2 shows an example of a

sensor network where the shaded sensor nodes are expected to have a higher data traffic

than other nodes. While existing energy-aware protocols, at the physical, the Medium

Access Control (MAC), and the network layers (see Section 2.2), achieve significant energy

savings for individual sensor nodes, they fail to solve this topology-related problem.
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Unloaded sensor nodeSink node

Loaded sensor node

Figure 1.2: Bottlenecks around the sink.

To solve the problem of having a “hotspot” around a stationary sink, we argue for

using multiple mobile sinks (which we call data collectors), which change their locations

periodically. We address the problem of placing these data collectors in a way that

balances the energy expenditure over different parts of the network and, hence, extends

its lifetime. We also consider the problem of routing data from the stationary sensor

nodes to the mobile data collectors.

With data collector mobility, the network can adapt to changes in data accumulation

patterns. For example, a data collector should be located near areas where interesting

events are taking place, so that data associated with these events travel over a small

number of hops to save energy. The network can also adapt to changes in sensor nodes

energy levels. Data collectors should be placed near nodes with relatively good amount

of energy. These changes are usually driven by the application itself and by the nature

of monitored events.

3



1.2 Thesis contributions

Our research aims primarily at prolonging the lifetime of a WSN by exploiting mobility of

data collectors. We study the optimization problem of maximizing the network lifetime

when mobile data collectors are in use. By having the data collectors mobile, the job of

being a hotspot node is distributed over different parts of the network at different times

and, hence, the relaying load disparity over the network is reduced. However, mobility of

data collectors needs to be managed carefully in order to achieve that goal; and that is

the focus of this research. To this end, we present novel schemes to place a set of mobile

data collectors and to find the routing paths from the stationary sensor nodes to the

mobile data collectors in WSNs. The main contributions of this thesis are the following:

1. In general, a data collector can be placed anywhere in the sensing field, which results

in an infinite search space for data collectors locations. This has been a deterrent

to full utilization of mobile data collectors [8]. We overcome this challenge by

discretizing the search space without affecting the quality of the derived solutions.

2. To utilize mobility of data collectors, we divide the network lifetime into equal

length rounds (e.g., hours, days, weeks, ... etc) and data collectors are moved to

new locations at the beginning of each round. We define and solve the optimization

problem of finding data collectors locations and routing paths from sensor nodes to

data collectors for each round, such that the minimum residual energy at the end

of the round is maximized. We formulate this problem as a Mixed Integer Linear

Program (MILP).

3. We extend this optimization problem to an underwater 3D environment in which

sensor nodes float at different depths and data collectors roam on the surface of the

water.

4. We define and solve a delay-sensitive version of the previous optimization problem;

we consider a delay constraint, which is an upper bound on the length of a path

4



between a sensor node and a data collector. This is useful for real-time applications

such as a Tsunami warning system.

5. We propose a distributed routing scheme for WSNs with a mobile data collector

moving along a globally known trajectory. The goal is to find routes to deliver

delay-tolerant and delay-sensitive data to the data collector. While delay-tolerant

data can wait for the data collector to come and pick them up, delay-sensitive data

have to be sent to the data collector in its current location. We present a fully

distributed routing scheme for such a configuration.

1.3 Document outline

The rest of this document is organized as follows. Chapter 2 presents the relevant back-

ground material and surveys previous related work. In Chapter 3, our optimization

scheme for delay-tolerant placement and routing in terrestrial WSNs is presented. This

includes discretizing the search space of data collectors locations and formulating the

problem as a MILP. We present our optimization schemes for delay-tolerant and delay-

sensitive placement and routing in underwater WSNs in Chapter 4. We show, in Chapter

4, how to extend the search space discretizing algorithm to handle multiple transmission

ranges, delay attributes, and a 3D environment. We also show a linear programming for-

mulation that accommodates delay constraints. In Chapter 5, we present our distributed

scheme for routing to a mobile data collector. Finally, Chapter 6 concludes this docu-

ment by highlighting the main issues in this thesis and outlining some future research

directions.
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Chapter 2

Background

This chapter presents the background material and surveys previous research related

to the work in this thesis. It starts with an introduction to WSNs and their potential

applications in Section 2.1. We overview some energy-aware protocols in WSNs in Section

2.2. In Section 2.3, previous work towards extending the network lifetime is classified into

two main categories and the main schemes in each category are highlighted. The NP-

completeness of the general data collector placement problem is shown in section 2.4. A

brief summary is given in Section 2.5.

2.1 Wireless sensor networks

A WSN is composed of a large number of tiny sensor nodes and one or multiple more pow-

erful sink nodes. Sensor nodes collect data from the surrounding environment and deliver

the collected data to a sink node. Each sensor node has one or more sensors, a general-

purpose Central Processing Unit (CPU) to perform arithmetic and logical operations, and

a small amount of storage space. The power is supplied to these untethered sensor nodes

through small, non-replenishable batteries. A sensor node has a wireless communication

interface through which it can communicate with other nodes in its vicinity. Due to the

scarcity of the power reservoir and due to the fact that communication is the dominant

6



power consumer in a sensor node, the transmission range of these devices is limited for

power efficiency purposes. Sensor nodes, which are spatially distant from the sink node,

can report their data in a multi-hop fashion. A sink node is usually a more powerful

device with a virtually unlimited power supply.

Crossbow MICAz motes [1], as an example of sensor nodes, have a low-power micro-

controller that is in charge of regular processing, 128 KB of memory, and 512 KB of flash

memory. MICAz motes have an IEEE 802.15.4 [9] compatible Radio frequency transceiver

with a transmission rate of 250 kbps. A MICAz node has an outdoor transmission range

of up to 100 m and an indoor transmission range of up to 30 m. Commercially available

MICAz motes have 2X AA batteries which are enough for a week of full load [10]. MICAz

mote is shown in Fig. 2.1.

Figure 2.1: Crossbow MICAz node [1].

WSNs have a wide range of potential applications related to scientific, environmental,

industrial, and military monitoring. WSNs have been deployed to monitor the seabird

nesting environment and behavior in the Great Duck Island [11]. The ZebraNet system

is a WSN deployed to support the research of biologists to monitor animal migration in

Kenya [12]. WSNs have enabled a new generation of smart environments; an example of

7



such an environment is the Gator Tech smart house in Florida, which is designed to assist

elderly and disabled residents [13]. A prototype has been proposed in [14] for using WSNs

to monitor drinking water quality. The design and implementation for using WSNs to

monitor soil moisture is presented in [15]. An approach for using WSNs in monitoring

the health of civil infrastructures (e.g., bridges and highways) is presented in [16]. These

are just a few examples of how WSNs can be used to collect important data and facilitate

significant services in real life.

2.2 Energy-aware protocols for WSNs

Energy awareness is an essential design issue for WSN communication protocols. In

this section, we show how energy is conserved in some energy-aware MAC and routing

protocols.

2.2.1 Energy-aware MAC protocols

In communications, a MAC protocol provides a mechanism to control the access of mul-

tiple stations (nodes) to a common physical communication channel. According to [17],

the major causes of energy waste at the MAC level in WSNs are:

1. Collisions: a node receives more than one packet at the same time.

2. Overhearing: a node receives a packet which is not destined to it.

3. Idle listening: the receiver of a packet is active, yet no packets are being transmitted

to it.

4. Overemitting: a node transmits a packet to a destination that is not ready.

Several energy-efficient MAC protocols have been proposed to alleviate the effect of

these factors. Collisions are not specific to WSNs and can be dealt with using standard

access control mechanisms. TRAMA [18] is a MAC protocol for WSNs that uses Time
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Division Multiple Access (TDMA) to deal with collisions. WISEMAC [19] and S-MAC

[20] are two protocols that use Carrier Sense (CS). Overhearing and idle listening are alle-

viated using sleep schedules which allow sensor nodes to turn off their wireless transceiver

during sleep periods [21]. To avoid overemitting, a node wishing to communicate with

another node initiates their dialogue by sending handshake control packets. The Request

to Send / Clear to Send (RTS/CTS) are examples of such control packets which are used

in the S-MAC protocol.

2.2.2 Energy-aware routing protocols

Routing is the process of finding paths between pairs of nodes in a network. In energy-

aware routing, the quality of a path is estimated based on its effect on the energy reserves

of nodes in the network. Tens of energy-aware routing protocols for WSNs have been

reported during the last decade [22][23]. These protocols are classified into two categories:

proactive and reactive. Proactive protocols are those in which paths are computed in

advance. Reactive protocols are those in which a path is discovered only when it is needed.

Because reactive protocols incurs high communication overhead for path discovery and

setup, it is desirable to use proactive protocols in WSNs [22]. However, some geographic

routing protocols (see Section 2.2.3), which are classified as reactive protocols, are able to

find routing paths on-the-fly owing to the information nodes have about their geographic

locations.

The majority of proactive routing protocols are based on constructing a tree rooted

at the sink node [24][25][26]. Once such a tree is built, nodes deliver their data to the

sink in a multi-hop fashion by passing them to their parents. The main idea of these

protocols can be described as follows. At the deployment stage of the network, the sink

initiates the tree construction process by broadcasting a tree construction packet. Each

sensor node selects a sensor node, from which it has received the tree construction packet,

to be its parent. When a node joins the tree, it rebroadcasts the tree construction packet

to its neighbors. The selection of a parent can be made through different policies. An
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energy-efficient policy could be choosing the node that is closer to the root of the tree in

terms of number of hops. Such a policy may reduce the number of transmissions needed

to deliver data to the sink.

When the data generation rate of each sensor node is known, linear programming

can be used to find the optimal routing in WSNs. In [27], the problem of finding the

routing paths that maximize the network lifetime is formulated as a linear program. Such

a formulation models a WSN as a flow network whose flow goes from sensor nodes to the

sink node. The authors of [28] study the routing problem with splittable and unsplittable

traffic. They present two linear programs for minimizing the total consumed energy in

each problem.

Hierarchical routing is a class of routing protools in which sensor nodes are partitioned

into clusters. Each cluster has a cluster head and several cluster members. Members of

a cluster report their data to the cluster head where data is aggregated and then de-

livered to the sink. Processing data at cluster heads saves significant amount of energy

by removing redundant data, compressing data by computing aggregate functions (e.g.,

average, maximum, minimum, ... etc), and, thereby, reducing the number of transmis-

sions. The Low Energy Adaptive Clustering Hierarchy (LEACH) is a clustering protocol

that utilizes randomized rotation of cluster heads to distribute the energy load among

sensor nodes in the network [4]. In LEACH, the system operates in rounds, where each

round begins with cluster heads selection followed by steady data transmission. During

the cluster heads selection phase, each node ni generates a threshold T (i) as follows:

T (i) =















P

1 − P ∗ (r mod 1
P
)

if i ∈ H

0 otherwise

where P is the desired percentage of cluster heads, r is the current round, and H is the set

of sensor nodes that have not been chosen to be cluster heads during the last 1
P

rounds.

At the beginning of each round, each sensor node ni generates a random number between

0 and 1, and elects itself to be a cluster head if this random number is less than T (i).

Cluster heads broadcast advertisement messages to all other nodes. Other nodes listen
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to advertisement messages, decide on the cluster they wish to belong to, and inform the

head of the chosen cluster about their decision. Cluster heads then create transmission

schedules to their clusters and start receiving data from members of their clusters. Once

a cluster head receives data from all members in its cluster, it performs the required data

aggregation and processing, and sends the compressed data directly to the sink. While

LEACH represents a clustering protocol that evenly distributes the energy load amongst

all nodes, it assumes that all nodes are able to communicate directly with the sink, which

does not scale to large-size networks.

The Hybrid, Energy Efficient, Distributed (HEED) clustering [29] differs from LEACH

in that it considers the residual energy of different nodes in the selection of cluster heads;

nodes with higher residual energy are more likely to be chosen as cluster heads. Moreover,

HEED makes use of multi-hop intercluster communication. HEED constructs a connected

multi-hop cluster head graph to facilitate this intercluster communication.

2.2.3 Geographic routing

We use geographic routing in parts of the scheme we present in Chapter 5. In this subsec-

tion, we give the background material necessary to understand those parts. In geographic

routing, it is assumed that sensor nodes know their geographic locations and locations

of their immediate neighbors. A node can obtain its location using a Global Position-

ing System (GPS) or using one of the less expensive localization methods described in

[30][31][32]. A routing node forwards a packet based on the geographic location of its

destination and locations of immediate neighbors. Geographic routing algorithms can

make efficient routing decisions based on local information, i.e., avoiding the overhead

of maintaining global topology information. This makes geographic routing suitable for

resource constrained WSNs.
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Figure 2.2: Using greedy distance routing, a packet destined to d may get stuck at x.

Greedy algorithms

Because maintaining global information is hard to achieve in WSNs, locality is a desired

property for any distributed algorithm designed for WSNs. A distributed algorithm is

localized if each node makes its decision based on information it has about itself, infor-

mation about its immediate neighbors, and probably a constant size global information.

Greedy distance routing [33] is a localized geographic routing protocol in which a routing

node forwards a packet to its immediate neighbor which is the closest to the destination.

A similar greedy algorithm is compass routing [34] in which a routing node x forwards

the packet to its immediate neighbor y which minimizes the angle ∠dxy, where d is the

destination node [35]. While simple, these two algorithms do not guarantee packet de-

livery; a packet may get stuck at a local minimum node at which no progress can be

made towards the destination as shown in the example of Fig. 2.2. Only under global

assumptions on the connectivity graph can these algorithms guarantee packet delivery.

The greedy distance routing, for instance, guarantees packet delivery if the connectivity

graph contains the Delaunay triangulation [36] of the sensor nodes. Compass routing

guarantees delivery if the connectivity graph is the Delaunay triangulation of the sensor

nodes. These assumptions are hard to meet in practice.
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Planarization of the connectivity graph

Surprisingly, removing some edges from the connectivity graph is a condition for some

routing algorithms to guarantee packet delivery, i.e., it does not get stuck at a local

minimum node nor does it get trapped in a cycle. Some routing algorithms guarantee

packet delivery if the connectivity graph is planar. The idea is to have a planar subgraph

of the connectivity graph, and to apply one of these algorithms to provide guaranteed

packet delivery. Fortunately, there are simple localized algorithms for constructing a

planar subgraph from an arbitrary connectivity graph. The Relative Neighborhood Graph

(RNG) [37] and the Gabriel Graph (GG) [38] are examples of planar graphs that can be

constructed by localized algorithms. The RNG preserves an edge xy if the intersection

of the two circles centered at x and y with a radius of the distance between x and y is

free of other nodes. The GG preserves an edge xy if the circle, whose diameter is the

line segment xy, is free of other nodes. Perimeter routing [34] is an example of a routing

algorithm that guarantees delivery on planar connectivity graphs. In perimeter routing,

when a packet destined to a node d is currently at a node s, the routing process starts

with the face beyond s along the segment sd. Note that sd may intersect with one or

more boundary segments of that face. The packet traverses the boundary segments of

that face and gets back to s. The packet keeps with it the boundary segment kl that

intersects with sd at the point furthest from s. When the packet gets back to s, it is sent

to k. This process continues until a face that contains d is reached. If all faces of the

planar graph are convex, sd intersects with only one boundary segment kl. So there is no

need to traverse all boundary segments; the packet can, rather, walk along the boundaries

(either clockwise or counterclockwise) until it reaches a segment that intersects with sd,

at which point it switches to the next face as shown in Fig. 2.3.

Greedy perimeter stateless routing

Greedy geographic routing algorithms are simple but do not guarantee packet delivery.

Other algorithms, such as perimeter routing, guarantee packet delivery but require a

13



s

d

Figure 2.3: Perimeter routing on a convex-faces planar graph.

planar version of the connectivity graph, and use more complex routing algorithms. An

interesting observation about WSNs is that they are anticipated to have a huge number of

sensor nodes uniformly distributed over a sensing field. Dense deployment makes greedy

algorithms work most of the time. However, there might be some holes in the topology

of the network which results in some local minimum if a greedy method is used. Greedy

Perimeter Stateless Routing (GPSR) [39] makes use of this interesting observation. GPSR

combines a greedy method on the connectivity graph G and a perimeter method on a

planar subgraph G′. GPSR starts with the greedy mode on G. During the greedy mode,

each node forwards the packet to the neighbor which is the closest to the destination.

If the packet arrives to a local minimum node, GPSR switches to the perimeter mode

on G′. During the perimeter mode, the packet transitions to faces of G′ closer to the

destination. Eventually, the packet will reach a node closer to the destination than the

node where the perimeter mode began, and will switch back to the greedy mode. This

process continues until the packet reaches its destination. If there is no sensor node at

the destination location, the packet will reach the face that contains that location and

will be delivered to a sensor node along the perimeter of that face which is the closest to

the destination location.
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2.3 Device deployment and planning in WSNs

A critical performance measure for WSNs is the network lifetime. A significant amount

of research has been done towards prolonging the lifetime of the network. The majority

of such research targets energy-efficient routing and MAC protocols [21][20][17][4][23][22].

However, existing energy-aware routing and MAC protocols are not able to solve the

topological problem of having bottlenecks around the sink and, hence, have a limited

impact on the network lifetime. Accordingly, researchers in the field moved to device

provisioning schemes in order to alleviate the effect of topological deficiencies in the

network. Proposals in that direction can be classified into two streams: proposals with

stationary devices and proposals with mobile devices. This section highlights proposals

in these two streams.

2.3.1 Stationary devices

The use of stationary devices for load balancing in WSNs has been achieved through

choosing the types, numbers, and locations of different devices in the network. One

way to balance the load over the network is to deploy more nodes in areas closer to the

sink. The authors in [40] proposed a nonuniform node distribution strategy that divides

the sensing field into a number of coronas and gives the ratio in node densities between

two consecutive coronas. The work in [41] is another attempt to alleviate the effect of

having bottlenecks around the sink by making the density of sensor nodes in an area

inversely proportional to its distance to the sink. One problem of this approach is the

exponential growth of the total number of sensor nodes in the network. Moreover, with a

fixed budget on the total number of sensor nodes, this approach results in a nonuniform

sensing coverage over the sensing field.

The authors of [27] studied the problem of routing and placement of multiple sink

nodes for maximizing the network lifetime and proposed an approximation algorithm

to solve it. However, the time complexity of the proposed scheme is high; it involves
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solving a number of linear programming instances which is exponential in the number of

sink nodes. The authors of [42] defined the following problem: given the power supply

of each sensor node and a desired lifetime of the network, find the locations of R sink

nodes and the routing paths from sensor nodes to sink nodes, such that the data rate

is maximized. The data rate is the number of data units each sensor node sends to a

sink node per time unit. When the possible locations of the sink nodes are limited to the

exact locations of sensor nodes, the problem is shown to be NP-complete by a reduction

from the problem of finding the minimum cardinality dominating set on unit disk graphs

[43]. Two heuristic algorithms, a greedy algorithm and a local search algorithm, were

proposed for this problem in [42]. It is important to notice that maximizing the data rate

for a given lifetime is equivalent to maximizing the lifetime for a fixed data rate.

The work in [44] targets placing a single stationary sink node to collect data from a

set of sensor nodes, with variable transmission ranges, when single-hop communication

is used. It was shown that finding a sink location that maximizes the network lifetime

is equivalent to finding the minimum radius disk that encloses all nodes. An optimal,

linear-time algorithm for this problem was presented in [44].

A scheme for placing a number of data collectors to maximize the lifetime of the

network and another scheme to find the minimum number of data collectors to meet

a desired network lifetime are presented in [45]. Two genetic algorithms for placing a

number of data collectors for the objective of minimizing the data collection latency are

proposed in [46]. The work in [47] targets the problem of finding the minimum number of

data collectors that can meet an upper bound on the maximum data collection latency.

Another scheme for placing a number of data collectors in WSNs to achieve minimal

latency is proposed in [48].

Some of the work in this literature uses a tier of Relay Nodes (RNs): a RN is a more

powerful node that collects data from nearby sensor nodes and sends them to the sink.

The Unequal Clustering Size (UCS) was proposed in [49]. In the UCS scheme, a number

of RNs are deployed to serve as cluster heads. Each RN collects and aggregates data
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from sensor nodes in its cluster and sends the aggregated data to the sink. Sending data

to the sink is made through multi-hop relaying; every RN forwards its aggregated data

to a neighboring RN which is closer to the sink. As a result of this multi-hop relaying,

RNs closer to the sink are assigned higher intercluster load than other RNs. The UCS

scheme deals with this problem by making the cluster size proportional to the distance to

the sink. Thereby, RNs with higher intercluster traffic are serving smaller clusters and,

hence, are having a lower intracluster load.

The authors in [50] proposed an energy provisioning approach. The unbalanced load

is alleviated by assigning RNs different amounts of energy and by deploying more RNs,

if necessary. A heuristic based algorithm is presented to maximize the network lifetime

under a certain energy and extra RNs budget. The work in [51] and [52] targets another

variation of the problem: finding the minimum number of RNs and their locations to

guarantee a desired network lifetime. The scheme presented in [51] is composed of two

phases. In the first phase, some RNs are deployed to guarantee the connectivity of sensor

nodes. In the second phase, extra RNs are deployed to connect the first phase RNs to the

sink and to make all RNs meet the desired network lifetime. In [52], another best effort

algorithm to place the second phase RNs is introduced and a theoretical lower bound

on the number of the second phase RNs is derived. However, the use of RNs suffers

a critical drawback: when sensor nodes use multi-hop relaying to reach the RNs, there

will be a load balancing problem among sensor nodes within single clusters; and to make

sensor nodes use single-hop transmission, a large number of RNs will be needed and a

load balancing problem among RNs will arise.

2.3.2 Mobile devices

The main topological problem in WSNs stems from the fact that the load on a particular

sensor node is determined by its distance to the sink: with multi-hop relaying, nodes

that are one hop away from the sink relay data generated all over the network, and with
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single-hop communication, nodes distant from the sink deplete their energy faster than

nodes near the sink. Such a problem is hard to alleviate when both the sink and the

sensor nodes are stationary. While sensor nodes, which are envisioned to be small in size

and low in cost, are hard to be made mobile, it is plausible to have a reasonable number

of mobile data collectors to balance the load in the network and to prolong its lifetime.

Recently, only few schemes that follow that stream have been proposed.

The work in [5] and [53] assumes the existence of a number of predefined spots where

data collectors can be placed; the network lifetime is divided into equal length rounds

and data collectors are moved to new locations at the beginning of each round. In [5],

the network is modeled as a flow network and the problem of finding the optimal data

collectors locations is formulated as a MILP whose objective is either minimizing the

maximum energy spent by a single sensor node or minimizing the total consumed energy

during the round. We argue that these two objective functions are not really suitable for

the placement of mobile data collectors. This is because the optimal solution towards

such objectives will not change over time and, hence, locations of data collectors will

not be changed. A heuristic scheme, that considers residual energy, is proposed in [53].

However, locations of data collectors are chosen according to local information only: the

decision of whether or not a data collector is placed at a given location is made based on

the residual energy of sensor nodes that are one hop away from that location. While very

simple, this scheme may obtain solutions which are not even close to the optimal one.

The authors in [8] proposed a heuristic for repositioning a data collector to extend

the longevity of the network and to improve the data gathering timeliness. That work

strives to answer questions about when and how the position of the data collector is

changed. A metric of the traffic density and power consumption is used to monitor the

status of each sensor node in the network. The decisions of whether or not to move the

data collector and to which location it is moved are made based on the status of sensor

nodes in the vicinity of the data collector. When such a relocation seems to be beneficial

to the network, a local search is made to find a better position. Since the data collector
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is not moved far from its current location, changes to the routing paths are limited,

which reduces the overhead of such a repositioning. In [8], another motive to change the

location of the data collector is to improve the timeliness of the data gathering process

for real-time applications. Data collector repositioning could be beneficial to meet delay-

based Quality of Service (QoS) requirements; for example, getting closer to areas where

real-time events are taking place could reduce the delay between the sources of these

events and the data collector.

Recently, linear programming has been used to find the optimal routing and placement

of a single mobile data collector [54][55]. The problem is defined as follows: given a set of

predefined points where the data collector can be located, find the time the data collector

stays at each location (i.e., the sojourn time) and the multi-hop routing paths from sensor

nodes to the data collector at each location. This important result was found through a

nice observation that the order different locations are being visited by the data collector

does not affect the network lifetime; what really affects it is the sojourn time and the

routing strategy associated with each location. However, this observation does not hold

when more than one data collector are available and, hence, this scheme can not be

extended to multiple data collectors.

The authors in [56] investigate the problem of uneven relaying load in WSNs. They

compare three approaches: nonuniform node densities, multiple sink nodes, and a mobile

sink node. Their results indicated that using multiple sink nodes is the most effective

solution. Yet, it is the most expensive one. Repositioning the sink node has shown a good

performance at a lower cost. However, nonuniform node densities was not recommended

as it demands deploying a significant number of extra sensor nodes.

The use of mobile data collectors has been also mentioned in the context of underwater

WSNs. The work in [57] involves the hardware and networking software design for using

mobile data collectors in underwater WSNs. According to [57], each sensor node collects

data and waits for the mobile data collector to become close enough to receive data in a

single hop. The authors of [58] try to find the relationship between the number of data
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collectors and the time needed to harvest all data when data collectors follow random

trajectories. Both the work in [57] and that in [58] assume single-hop communication

and do not consider the problem of finding a path for the data collector. Moreover, both

schemes are not suitable for delay sensitive applications.

2.4 NP-completeness of the data collectors placement

problem

For the sake of completeness we show the NP-completeness proof presented in [42] with

a minor modification to reflect the objective of maximizing the network lifetime rather

than maximizing the data rate. We first make the following definitions:

Definition 1 For a graph G = (V,E), where V is the set of vertices and E is the set of

edges, a dominating set is a subset D of V , such that for each vertex v ∈ V either v ∈ D

or there exists a vertex u ∈ D that shares an edge with v.

Definition 2 A graph G is a unit disk graph if and only if it has the following property:

There is an edge between a pair of vertices if and only if their separation is at most 1

distance unit.

Definition 3 The Minimum Dominating Set (MDS) problem on unit disk graphs:

Input: A unit disk graph G.

Question: Is there a dominating set of size d.

Definition 4 The Data Collector Placement (DCP) problem:

Input: Locations of sensor nodes loc0, loc1, ..., locN−1; energy supplies of sensor nodes E0,

E1, ..., EN−1; a data rate ρ data units/time unit from every sensor node; a transmission

range r distance units; and a number of data collectors R.

Question: Is there a placement of R data collectors at sensor nodes locations and a multi-

hop routing strategy that keep all sensor nodes alive for at least k time units.
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Two sensor nodes are said to be neighbors if their separation is at most r distance units.

Sending a data unit consumes one energy unit, and a sensor node is considered to be alive

as long as its residual energy is greater than zero.

Now we state the following theorem.

Theorem 1 The DCP problem is NP-complete.

Proof

First, DCP is in NP:

A solution to the DCP problem is in the form of a subset P of R sensor nodes whose

locations are chosen to place the data collectors at, and an assignment of flow values

between neighboring sensor nodes. fij , which denotes the flow from a sensor node ni to

a neighboring sensor node nj , is the total number of data units to be sent from ni to nj .

Let F+
i denote the sum of the outgoing flow from sensor node ni, and let F−

i denote the

sum of the incoming flow to sensor node ni. To certify that a solution is feasible and has

a lifetime of at least k time units, one needs to check the following conditions:

1. P has at most R sensor nodes.

2. If a sensor node ni is in P, F+
i /ρ ≥ k and F+

i ≤ Ei.

3. If a sensor node ni is not in P, (F+
i − F−

i )/ρ ≥ k and F+
i ≤ Ei.

Since these conditions can be checked in a polynomial time, the DCP is in NP.

Second, DCP is NP-hard:

The NP-hardness of the DCP problem can be shown through a reduction from the MDS

problem, which has been shown to be NP-hard in [43]. An instance A of the MDS

problem, on a graph G, can be reduced to an instance B of the DCP problem in which

there is a sensor node for each vertex in G, every sensor node has a residual energy of 1

energy unit, r is set to 1 distance unit, R is set to d, and ρ is set to 1 data unit/time unit.

There exists a dominating set of size at most d for A if and only if there is a placement

21



for the data collectors and a routing strategy with a lifetime of at least 1 time unit for

B. This can be shown as follows.

If there is a dominating set of size at most d for A, we can place a data collector at

the location of each vertex in the dominating set. Then, by the definition of a dominating

set, each sensor node will have a data collector either in its location or at the location of

one of its neighbors. Thus, each sensor node can send one data unit directly to a data

collector which results in a lifetime of 1 time unit for B.

Now assume that there is a placement for the d data collectors and a routing strategy

with a lifetime of at least 1 time unit for B. The data collectors are placed at the locations

of a set P of d sensor nodes. Since each sensor node has only 1 energy unit (which is

just enough to send its own data), no sensor node is able to relay a single data unit for

any other sensor nodes. Therefore, each sensor node will have a data collector placed not

more than 1 distance unit away from it. Since data collectors are placed at sensor nodes

locations only, each sensor node must have a data collector placed at its own location or

at the location of one of its neighbors. Thus, the set P form a dominating set for the

underlying connectivity graph of the sensor network and, hence, a dominating set of size

d for B.

Therefore, the DCP problem is NP-complete. �

When the data collectors are allowed to be placed at any point, rather than at the

locations of sensor nodes only, the problem seems to be harder. However, we are not

aware of any formal proof for the NP-hardness of that problem.

2.5 Summary

This chapter surveys existing proposals for handling the bottleneck problems in WSNs.

These proposals are classified into two categories: proposals with stationary devices

and proposals with mobile devices. Proposals in the former category use nonuniform

node distribution [40][41], multiple RNs with and without variable energy provisioning
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Data collectors
Multiple Mobile Objective Optimal Multi-hop

relaying
Technique

[27] Yes No Lifetime No Yes Linear
programming

[45] Yes No Lifetime No Yes Clustering
[42] Yes No Maximum

data rate
No Yes Greedy

algorithm
[44] No No Lifetime Yes No Computational

geometry
[5] Yes Yes Lifetime No Yes Linear

programming
[53] Yes Yes Lifetime No Yes Heuristic
[8] No Yes Lifetime/

timeliness
No Yes Local search

[54][55] No Yes Lifetime Yes Yes Linear
programming

Table 2.1: Data collector placement schemes.

[49][50][51][52], or multiple stationary data collectors [27][42]. Proposals in the later cat-

egory exploit mobility of data collectors to distribute the load over the network and

alleviate the bottleneck problem [5][53][8][54][55]. Table 2.1 gives a comparison between

different data collector placement schemes discussed in this chapter. Optimal polynomial-

time schemes exist only for special settings and assumptions: there is a linear-time opti-

mal algorithm to place a single stationary data collector in a single-hop network with a

variable transmission range [44], and there is a linear programming approach to find the

optimal routing and placement of a single mobile data collector in a multi-hop network

[54][55]. The problem of placing more than one mobile data collectors in a multi-hop

network is proven to be NP-complete when data collector locations are limited to the

exact locations of sensor nodes [42]. The problem does not seem to be less hard when

data collectors can be placed anywhere in the sensing field, yet no formal NP-hardness

proof exists in the literature.
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Chapter 3

Mobile data collectors in terrestrial

WSNs

A major challenge affecting the lifetime of WSNs comes from the unbalanced energy

consumption over different parts of the network. In this chapter, we present a mobile

data collector placement scheme for extending the lifetime of the network. The lifetime

of the network is divided into rounds and data collectors are moved to new locations at

the beginning of each round. We define and solve two problems: the on-track placement

where data collectors can be placed only along predefined tracks (roads) spanning the

sensing field, and the general placement where data collectors may be placed at any point

in the sensing field.

We formulate the problems as MILPs and use a linear programming solver (with a

constant time limit) to find near-optimal placements of the data collectors and to find

routing paths to deliver data to data collectors. Our experiments show that our approach

makes a significant extension to the lifetime of the network.

The rest of this chapter is organized as follows. Section 3.1 outlines the proposed

approach and highlights its contributions. Section 3.2 describes the model of the system

and gives a formal problem definition. In Section 3.3, we present our placement schemes.

Section 3.4 shows the experimental results. Finally, Section 3.5 concludes this chapter
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with a brief summary.

3.1 Schemes outline and contributions

We argue for using multiple mobile data collectors and propose an approach for placing

these data collectors in a way that balances the energy expenditure and increases the

lifetime of the network. Our approach divides the lifetime of the network into fixed length

rounds (e.g., hours, days, or weeks) and moves the data collectors to new locations at

the beginning of each round. Our policy of maximizing the lifetime is to maximize the

minimum residual energy at the end of each round. Some recently proposed schemes have

addressed the issue of mobile sinks. However, some of that work assumes the existence of

a set of predefined spots (i.e., points) where data collectors may be placed [5], and some

is limited to placing data collectors at the boundaries of the field [53]. To this end, the

novel contribution of this work is twofold:

1. We define and solve two placement and routing problems. The first one assumes the

existence of predefined tracks (e.g., a road network) spanning the sensing field, and

data collectors can be moved over and placed at any point along these tracks. This

would be practical in a situation where data collectors are carried on Autonomous

Unmanned Vehicles (AUVs) or robots that move along paved roads only. In the

second one, a data collector can be placed anywhere in the sensing field.

2. We discretize the search space of data collector locations without affecting the

quality of the derived solutions: we devise an algorithm that finds a finite set

of relatively small number of points, and we prove the existence of an optimal

placement in which each data collector is placed at a point in that set. Since the

problem is modeled as a MILP, making the cardinality of this set as small as possible

would significantly improve the efficiency and the solution quality.

By formulating the problems as a MILP, an optimal solution can be found. However,

this may require an exponential time in the worst case [59]. Therefore, we impose a time
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Mobile data collector Sensor node

Figure 3.1: A WSN with four mobile data collectors.

limit on a branch-and-bound solver in order to find near-optimal solutions in reasonable

time.

3.2 System model and problem definition

We consider a WSN consisting of N sensor nodes and R data collectors. Fig. 3.1 shows

an example of such a network. Each sensor node collects data from the surrounding

environment and sends the collected data to one of the data collectors. The transmission

range, which is modeled as a disk, of all sensor nodes is fixed to r distance units. The

topology of the network is modeled as a graph G = (V,E), where V = {n0, n1, ..., nN−1}

is the set of N sensor nodes, and (i, j) ∈ E, if sensor nodes ni and nj are within the

transmission range of each other (we say ni and nj are neighbors). Each sensor node ni

has a data generation rate Gi; Gi is the number of data units generated by node ni per

time unit (without loss of generality, we assume that the round is our time unit).

Our schemes are independent of the underlying MAC protocol. We assume a capacity

limit for each sensor node which limits the number of data units that can be transmitted

by a sensor node during one round. The capacity of a sensor node ni is denoted by Ci.

This parameter can be adjusted to comply with any constraint imposed by any MAC
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protocol.

We define the lifetime of the network as the time until the first sensor node dies. Yet

other definitions (e.g., the time until a particular proportion of the sensors die) can be

equally used in our approach.

We also consider a set of tracks in the sensing field; these tracks are modeled as a set

of L line segments {l0, l1, ..., lL−1}.

Assumptions

1. For each sensor node ni, its location loci, its residual energy Ei, and its data gen-

eration rate Gi are known. The location of a sensor node can be known a priori

during a deterministic deployment or can be obtained after deployment using GPS

or other GPS-less schemes [31][60]. The values of Ei and Gi, which may be esti-

mated at the node itself, can be exchanged through control packets or piggybacked

with data packets.

2. With the fixed transmission range, the energy consumed to send one data unit and

that consumed to receive one data unit are constants. In other words, the exact

distance between two neighboring nodes has no impact on the energy consumed for

exchanging data between the two.

3. Data collectors are not energy constrained (as they can be recharged easily).

4. Every generated data unit is sent to any data collector (not to all of them).

Problem definition

The placement and routing problem can be described as follows:

The lifetime of the network is divided into equal length rounds. At the begin-

ning of each round, find the optimal locations of R data collectors together
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with the routing paths to deliver the generated data to the data collectors,

which maximize the minimum residual energy at the end of the round.

In the on-track placement problem, data collectors can be placed only at points along

the tracks. In the general placement problem, data collectors may be placed anywhere in

the sensing field.

3.3 Data collector placement scheme

A major challenge in this placement problem is the infinite search space for data collector

locations. The first step in our approach is to make the search space finite without

affecting the quality of the solution. We first make the following definition.

Definition 5 A finite set of points P is complete if and only if it satisfies the following

property:

There exists an optimal1 placement of data collectors in which each data collector is placed

at a point in P.

Finding a complete set would make the placement problem a discrete optimization

problem rather than a continuous one. In the following two subsections we show how to

find complete sets for the on-track and the general placement problems.

3.3.1 A complete set for the on-track placement problem

For the on-track placement problem, a data collector may be placed at any point on any

track as long as it is within the transmission range of at least one sensor node. This

results in an infinite number of possible locations for each data collector and, hence, an

infinite search space. Recall that a track is modeled as a line segment; we will use the

terms line segment and track interchangeably. To explain our method of discretizing the

search space for the on-track problem, we make the following definitions.

1Optimality can be defined according to any energy-based objective function (e.g., total consumed
energy, maximum amount of energy consumed by a single node, network lifetime, ... etc).
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Definition 6 For any line segment l, connecting two points s and t, a critical point on

l is either s, t, or a point where the line segment l and the boundary of the transmission

disk of a sensor node intersect.

Definition 7 For any line segment l, an overlapping segment α is either:

- a line segment l′ connecting two consecutive critical points on l, or

- an intersection point of l and a transmission disk for which l is a tangent.

Let S(α) denote the subset of sensor nodes whose transmission disks overlap with l at α.

In Fig. 3.2, the overlapping segments of the track st with respect to sensor nodes

n1, n2, n3, n4, and n5 are sa, ab, bc, cd, de, ef , ff (i.e., the point f), fg, and gt.

S(sa) = {n1}, S(ab) = φ, S(bc) = {n2}, S(cd) = {n2, n3}, S(de) = {n3}, S(ef) = φ,

S(ff) = {n4}, S(fg) = φ, and S(gt) = {n5}.

Definition 8 For any line segment l, an overlapping segment α is maximal if there is

no overlapping segment β on l, where S(α) ⊂ S(β).

In Fig. 3.2, the overlapping segments sa, cd, ff , and gt are maximal. Now we state

the following lemma.

Lemma 1 For every overlapping segment β, there exists a maximal overlapping segment

α, such that S(β) ⊆ S(α).

Proof If β is maximal, we choose α to be β itself. If β is not maximal then, by definition,

there exists an overlapping segment α1 such that S(β) ⊂ S(α1). If α1 is maximal,

we choose α to be α1, and if α1 is not maximal then, by definition, there exists an

overlapping segment α2 such that S(α1) ⊂ S(α2). This process continues until a maximal

overlapping segment αz is found; we choose α to be αz. It is obvious that |S(αz)| ≤ N ,

and |S(β)| < |S(α1)| < |S(α2)| < ... < |S(αz)| ≤ N . Therefore, the process of finding the

maximal overlapping segment αz takes a finite number of steps which is at most N − 1.

�
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Figure 3.2: Intersection points on a line segment.

Then, we deduce the following theorem.

Theorem 2 A set P that contains one point from every maximal overlapping segment

is complete.

Proof To prove this theorem, it suffices to show that for any arbitrary placement ℵ we

can construct an equivalent placement ℵ∗ in which every data collector is placed at a

point in P. Let us say that in ℵ, a data collector B is placed such that it is within

the transmission range of a subset of sensor nodes H . It is obvious that there exists an

overlapping segment β, such that H ⊆ S(β). From the previous lemma, there exists

a maximal overlapping segment α, such that S(β) ⊆ S(α). In ℵ∗, we place B at the

point in P that belongs to α, so that B is placed at a point in P and is still within

the transmission range of all sensor nodes in H . Repeating for all data collectors, we

construct a placement ℵ∗ which is equivalent to the placement ℵ. �

Before we proceed to the algorithm that finds all maximal overlapping segments, we

define the notations of entry points, exit points, and tangent points. Each line segment

(i.e., track) has a set of intersection points; an intersection point is a point where the line

segment intersects with the boundary of the transmission disk of a sensor node. In Fig.

3.2, the line segment st has 7 intersection points: a, b, c, d, e, f, and g. By walking over

a line segment from left to right (and from down to up if the line segment is parallel to

the y-axis), intersection points incident to that line segment can be classified into entry

points, exit points, and tangent points. An entry point is one at which the intersection
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Algorithm 1: Finding all maximal overlapping segments.

Procedure FindMaximalOverlappingSegments( )
Output: A set P that contains one point from every maximal overlapping

segment.
P:=φ ;
foreach track l do

Find all intersection points incident to l;
Sort all intersection points incident to l in a non-decreasing lexicographic order
according to their (x-coordinate,y-coordinate);
\\ i.e., (x1, y1) ≤ (x2, y2) if and only if x1 < x2 or
\\ (x1 = x2 and y1 ≤ y2).
Active:=True;
foreach intersection point p incident to l do

if (Active AND p is an exit point) OR p is a tangent point then
P:=P ∪ {p};
Active=False;

end

if p is an entry point then
Active=True;

end

end

if Active then
p:= the last intersection point incident to l;
P:=P ∪ {p};

end

end

of a line segment and a transmission disk begins. An exit point is one at which the

intersection of a line segment and a transmission disk ends. A tangent point occurs if the

line segment and a transmission disk intersect at exactly one point. In Fig. 3.2, b, c, and

g are entry points; a, d, and e are exit points; and f is a tangent point. Now we state

the following obvious observation without a proof.

Observation 1 A maximal overlapping segment on a line segment st can only take one

of the following forms:

1. A tangent point (e.g., the point f in Fig. 3.2),

2. If an entry point is followed by an exit point, the line segment between the two is

a maximal overlapping segment (e.g., the line segment cd in Fig. 3.2),
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3. If the first intersection point is an exit point, the line segment between s and the

first intersection point is a maximal overlapping segment (e.g., the line segment sa

in Fig. 3.2), or

4. If the last intersection point is an entry point, the line segment between the last

intersection point and t is a maximal overlapping segment (e.g., the segment gt in

Fig. 3.2).

Algorithm 1 uses Observation 1 to construct a complete set P that contains exactly

one point from every maximal overlapping segment. This algorithm runs in O(L N logN)

time, where L is the number of tracks and N is the number of sensor nodes.

3.3.2 A complete set for the general placement problem

In the general placement problem a data collector can be placed at any point in the

sensing field as long as it is within the transmission range of at least one sensor node. To

show our method of constructing a complete set for the general placement problem, we

use some notations similar to those used in the previous subsection. These notations are

derived from the arrangement of transmission disks which partitions the plane into one

open face and several closed faces (see Fig. 3.3). Closed faces are bounded by portions

(arcs) of the boundaries of one or more transmission disks.

Definition 9 An overlapping region α is either:

- a tangent point2 or

- a closed face in the arrangement of transmission disks.

Let S(α) denote the subset of sensor nodes whose transmission disks overlap at α.

Definition 10 An overlapping region α is maximal if there is no overlapping region β,

where S(α) ⊂ S(β).

2When two transmission disks overlap at a single point only, this point is called a tangent point.
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Fig. 3.3 shows six sensor nodes and their maximal overlapping regions (MORs). In

Fig. 3.3, there are 15 overlapping regions (closed faces) and 4 of them are maximal.

We next show that a complete set can be derived from the set of MORs. It is obvious

that Lemma 1 and Theorem 2 can be applied to the general placement problem as follows.

Lemma 2 For every overlapping region β, there exists a MOR α, such that S(β) ⊆ S(α).

Theorem 3 A set P that contains one point from every MOR is complete.

The proofs of the above lemma and theorem can be directly derived from those of

Lemma 1 and Theorem 2. One just needs to observe the analogy between maximal

overlapping regions here and maximal overlapping segments in Lemma 1 and Theorem

2.

Figure 3.3: Maximal overlapping regions.
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Figure 3.4: Entry points, exit points, and tangent points.

In order to find all MORs, we need to find the arrangement of transmission disks.

Let D(i) denote the transmission disk of sensor node ni, and if p is an intersection point

of the boundaries of D(i) and D(j), let succi(p) (succj(p)) denote the intersection point

incident to D(i) (D(j)) that comes right after p according to a clockwise order, and

let otheri(p) = j and otherj(p) = i. The arrangement of disks is a data structure by

which for any intersection point p of D(i) and D(j), we can get succi(p) and otheri(p)

in O(1) time. Such a data structure can be constructed by Algorithm 2, which runs in

O(N2 logN) time.

By walking over the boundary of a transmission disk D(i) in a clockwise direction,

intersection points incident to D(i) can be classified into three groups: entry points, exit

points, and tangent points. An entry point is one at which we enter the transmission

disk of another sensor node. An exit point is one at which we leave the transmission

disk of another sensor node. A tangent point occurs if two transmission disks intersect at

exactly one point. Note that an intersection point of two disks is either a tangent point
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ū

v̄

(b) Concave overlapping region.(a) Single disk. (c) Convex overlapping region.

Figure 3.5: Different types of closed faces.

on both disks or an entry point with respect to one disk and an exit point with respect to

the other disk. Fig. 3.4 gives an example of four sensor nodes (n1,n2, n3, and n4) where

the intersection points incident to D(1) are classified with respect to D(1).

The arrangement of transmission disks divides the plane into one open face and several

closed faces. Closed faces are of three types:

1. A disk that does not overlap with any other disks (see part (a) of Fig. 3.5).

2. A concave overlapping region, i.e., it has at least one concave arc in its boundaries

(see part (b) of Fig. 3.5).

3. A convex ovelapping region, i.e., all arcs in its boundaries are convex (see part (c)

of Fig. 3.5).

Now, it is straightforward to realize the following observation.

Observation 2 An overlapping region β is maximal if and only if it satisfies one of the

following properties:

1. β is a tangent point.

2. β is a disk that does not overlap with any other disks.

3. β is a convex overlapping region whose boundaries do not have any tangent points.
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Proof To prove this observation, we need to show that any of these three properties

is a sufficient condition for an overlapping region to be maximal (i.e., the if direction)

and that neglecting all of them is a sufficient condition for an overlapping region to be

non-maximal (i.e., the only if direction).

The if direction:

First: Since the tangent point is the overlapping region of two disks that do not

overlap anywhere else, a tangent point is a MOR.

Second: A disk that does not overlap with any other disks is a MOR. If it was not a

MOR, that disk would overlap with at least one other disk which makes a contradiction.

Third: In order to show that β, which is a convex overlapping region whose boundaries

do not have any tangent points, is maximal, it suffices to show that there is no point

outside β that lies inside all disks in S(β). Note that since there is no tangent points on

the boundaries of β, points inside β and points on the boundaries of β are within the

transmission range of the same subset of sensor nodes. So we just need to check points

inside β against points outside it as follows. Assume, for the sake of contradiction, that

there exists a point u outside β which is inside all disks in S(β). Let us take another

point v inside β. Since β is convex, the line uv must intersect with the boundaries of

β at exactly one point. Let the line uv intersect with the boundaries of β at a point

on an arc that is part of the perimeter of a disk D(i). Now, either v is outside D(i)

which contradicts with the fact that β is convex or v is inside D(i) and, thus, u is outside

D(i), which contradicts with the fact that u is inside all disks in S(β) because i ∈ S(β).

Therefore, there is no point outside β which is inside all disks in S(β) and, hence, β is

maximal.

The only if direction:

When none of these three properties is satisfied, we end up with either a concave

overlapping region or a convex overlapping region with a tangent point on its boundaries.

We prove that both cases result in a non-maximal overlapping region. First, let β be a

concave overlapping region whose concave arc belongs to a disk D(i), and let α be the
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Algorithm 2: Arrangement of transmission disks.

Procedure FindArrangement( )
Find all intersection points;
foreach sensor node ni do

sort all intersection points incident to D(i) in a clockwise order;
end

overlapping region on the other side of that concave arc. Obviously, S(α) = S(β) + {i}

and, hence, S(β) ⊂ S(α) which makes β non-maximal. Second, let β be a convex

overlapping region with a tangent point u on its boundaries. Then, u must be the

intersection point of a disk D(i) and another disk D(j), such that i ∈ S(β) and j /∈ S(β).

Therefore, S(u) = S(β) + {j} and, hence, S(β) ⊂ S(u) which makes β non-maximal. �

To check whether an overlapping region β is convex or concave, we sort the intersection

points on the boundaries of β in a clockwise order. Let uv be an arc on the boundaries

of β as shown in Fig. 3.5 (b) or (c), let ū be the point that comes before u on the

boundaries of β according to a clockwise order, and let v̄ be the point that comes after v

on the boundaries of β according to a clockwise order. Let ūu be a convex arc belonging

to a disk D(i). Obviously, the arc uv is convex if u is an exit point with respect to D(i),

and it is concave if u is an entry point with respect to D(i). By applying this test to all

arcs that make the boundaries of β, we can tell whether β is convex or concave.

Algorithm 3 uses Observation 2 to test whether an overlapping region is maximal or

not. Algorithm 4 uses Algorithms 2 and 3 to find all MORs. Note that the Boolean array

F lag(p, i) is used to guarantee that we do not check the same overlapping region more

than once. The overall complexity of Algorithm 4 is O(N2 logN).

3.3.3 MILP formulation

When a complete set P = {p0, p1, ..., pM−1} is found, the problem of finding the optimal

locations of R data collectors and the flow paths from sensor nodes to data collectors

can be formulated as a MILP. Note that once we obtain a complete set, the on-track and

the general placement problems become the same; that is because in the two problems,
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Algorithm 3: Testing whether an overlapping region is maximal or not.

Function Maximal(ni: a sensor node, p: a point)
Input: A sensor node ni and an intersection point p incident to D(i).
Output: True if a MOR is found, and False otherwise.
if Flag(p,i) = 1 OR p is an entry point with respect to D(i) then

return False ;
end

if p is a tangent point then
Flag(p,otheri(p)) := 1;
return True ;

end

Flag(p,i) := 1;
q:=p;
j:=otheri(p);
p:=succj(p);
i:=j;
while p 6= q do

if Flag(p,i) = 1 OR p is an entry point with respect to D(i) OR p is a tangent
point then

return False ;
end

Flag(p,i) := 1;
j:=otheri(p);
p:=succj(p);
i:=j;

end

return True ;

data collectors are to be placed only at points in the complete set. Therefore, the linear

programming formulation we present here is applicable to the two problems. The two

problems differ, however, in the algorithm that finds complete sets as we have seen in the

previous two subsections.

Now, we define the following constants and variables.

Constants:

Gi is the data generation rate of sensor node ni (i.e., the number of data units

generated by node ni per round).

N(i) is a set of indices such that j ∈ N(i) if nj is within the transmission range of

ni (i.e., nj is a neighbor of ni).
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Algorithm 4: Finding all MORs.

Procedure FindMORs( )
Output: A set P that contains one point from every MOR.
P:=φ ;
FindArrangement( );
foreach intersection point p which is incident to two transmission disks D(i) and
D(j) do

Flag(p,i):=0;
Flag(p,j):=0;

end

foreach sensor node ni do

if D(i) has no intersection points then
P:=P ∪ {loci};

else

foreach intersection point p incident to D(i) do

if Maximal(ni,p) then
P:=P ∪ {p};

end

end

end

end

M(i) is a set of indices such that j ∈M(i) if the point pj, which belongs to a point

in the complete set, is within the transmission range of ni.

B(j) is a set of indices such that i ∈ B(j) if the point pj, which belongs to a point

in the complete set, is within the transmission range of ni.

N is the number of sensor nodes.

R is the number of data collectors.

M is the size of the complete set (i.e., |P|).

Ei is the residual energy of sensor node ni at the beginning of the round.

ETr is the energy consumed to send one data unit.

ERc is the energy consumed to receive one data unit.

Ci is the traffic capacity of sensor node ni (i.e., the maximum number of data

units that can be relayed by ni per round).

α is the weight assigned to the minimum residual energy.

β is the weight assigned to the total consumed energy.
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Variables:

di di = 1 if a data collector is located at pi, which belongs to a point in the

complete set, and di = 0 otherwise.

fij If j ∈ N(i), fij is the flow from sensor node ni to sensor node nj (i.e., the

number of data units to be sent from ni to nj per round).

hij If j ∈M(i), hij is the flow from sensor node ni to the data collector at pj (if

no data collector is placed at pj, hij will be set to 0).

Emin is the minimum residual energy over all sensor nodes at the end of the round.

Etotal is the total consumed energy during the round.

Our policy of maximizing the lifetime is to maximize the minimum residual energy

(i.e., Emin) at the end of each round. However, it is easy to see that more than one so-

lution may have the same optimal value for Emin but possibly different values for Etotal.

Amongst those solutions for which Emin is maximized, we want to pick the one with the

minimum Etotal. In order to do so, we have the following objective function:

α Emin − β Etotal,

which is composed of a linear combination of Emin and Etotal with a much higher weight

given to Emin (i.e., α ≫ β). We use

α = 1 and β = 1
∑

0≤i<N

Ei

(note that Ei is constant, 0 ≤ i < N). So that 0 < βEtotal < 1 and, hence, any increase

to Emin dominates any decrease to Etotal.

While other objective functions can be easily integrated in our MILP, we claim that

residual energy must be taken into account in order to balance the energy levels over the
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network and, hence, prolong its lifetime. In fact, nodes with low energy supply should

be relieved from relaying data for other nodes.

A similar linear programming formulation was introduced in [5]. Yet the authors in

[5] assume the existence of a set of feasible locations (i.e., the set P which we construct in

the previous subsections). Furthermore, our objective function is different from the one

in [5]. Our scheme prolongs the lifetime by maximizing the minimum residual energy over

all nodes at the end of each round. Including the work in [5], several existing proposals for

different routing and placement problems aim at prolonging the lifetime by minimizing

the total consumed energy or minimizing the maximum amount of energy consumed by

a single node. We argue that these schemes are not really suitable for the placement

of mobile data collectors. This is because the optimal solution towards such objectives

will not change over time and, thus, the locations of data collectors will not be changed.

Residual energy must be taken into account for any mobile data collector scheme as it is

the only attribute that changes over time, and the only factor that makes such mobility

desirable. In our scheme a MILP that reflects our policy is to be solved at the beginning

of each round in order to move data collectors to new locations.

The MILP is shown in Fig. 3.6. Inequality (3.1) satisfies the traffic capacity con-

straints and equation (3.2) guarantees the flow balance. Inequality (3.3) makes Emin the

minimum residual energy over all sensor nodes (note that we maximize Emin). Equation

(3.4) sets Etotal to the total energy consumption. Inequality (3.5) guarantees that the

energy expenditure of any sensor node is not more than its current residual energy. In-

equality (3.6) guarantees that if no data collector is located at pj (i.e., dj=0), no flow is

sent to pj. Equation (3.7) satisfies the constraint that only R data collectors are available.

This MILP is supposed to be solved by the beginning of each round in order to move

data collectors to new locations.

The time complexity of our approach is O(N2 logN) time to find a complete set plus

the time to solve the MILP. While MILPs are NP-hard in general, there exist several

advanced algorithms (e.g., branch-and-bound, branch-and-cut, and branch-and-price),
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Maximize α Emin − β Etotal

s.t.,
∑

j∈N(i)

fij +
∑

j∈M(i)

hij ≤ Ci, 0 ≤ i < N (3.1)

∑

j∈N(i)

fij +
∑

j∈M(i)

hij −
∑

j∈N(i)

fji = Gi, 0 ≤ i < N (3.2)

Ei − ETr(
∑

j∈N(i)

fij +
∑

j∈M(i)

hij)

− ERc

∑

j∈N(i)

fji ≥ Emin , 0 ≤ i < N (3.3)

∑

0≤i<N

(
∑

j∈N(i)

ERcfji +
∑

j∈N(i)

ETr fij

+
∑

j∈M(i)

ETrhij) = Etotal (3.4)

Emin ≥ 0 (3.5)

∑

i∈B(j)

hij ≤ dj

∑

0≤i<N

Gi, 0 ≤ j < M (3.6)

∑

0≤i<M

di = R (3.7)

di ∈ {0, 1}, 0 ≤ i < M

Figure 3.6: MILP formulation.

which can be used to find near-optimal solutions [59]. For small MILPs, these algorithms

are able to find the optimal solution within a reasonable time. For relatively large MILPs,

one can use any of these algorithms, let it run and search for better solutions for a given

amount of time, and then take the best solution it has found. In our experiments, we

were able to obtain very good solutions (as compared with the best existing schemes)

within reasonable time (10-20 minutes) for networks of up to 200 sensor nodes and five

data collectors. With the fact that these MILPs are to be solved once every round (and

the round lasts for at least a couple of hours), 20 minutes is not too long; during the last
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20 minutes of a round, the MILP of the next round is solved.

3.4 Experimental results

We compare our proposed schemes with two other schemes: a stationary scheme where

data collectors are stationary and a mobile scheme that ignores the residual energy of

different sensor nodes. In the stationary scheme, data collectors are placed randomly in

the sensing field, and we use a similar linear program to find near-optimal flow paths.

While our schemes have the objective of Maximizing the minimum Residual energy (MR),

the mobile scheme we compare with Minimizes the Maximum energy (MM) consumed

by a single sensor node (this objective has been used in several routing and placement

problems, viz the work in [5]).

We use the general energy consumption model presented in [4] which can be described

as follows.

ETr(r, b) = b× (eelec + eamp × rγ) (3.8)

ERc(b) = b× eelec (3.9)

where ETr(r, b) is the energy consumed to send b bits over r m, ERc(b) is the energy

consumed to receive b bits, eelec is the energy consumed by the transmitter (receiver) to

send (receive) one bit, eamp is the energy consumed by the transmission amplifier for one

bit, and γ is the path-loss exponent. In our simulation, r is set to 50 m, eelec is set to 50

nJ/bit, eamp is set to 0.1 nJ/bit/m2, and γ is set to 2. The packet size is 512 bits. Every

sensor node has an initial energy of 6 J. Data generation rates are uniformly distributed

between 100 and 200 packets/round.

Our simulations involve networks of 200 sensor nodes randomly deployed in a 300 m x

300 m field. To add tracks to the sensing field, we generate 10 points uniformly distributed

over the sensing field, and we construct the relative neighborhood graph (RNG) of these

points [61]. The edges of the resulting RNG are used as tracks spanning the field. In each
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network, we tested different scenarios of one, three, and five data collectors. To solve the

MILP, we use lp solve 5.5 [62] with a timeout of 20 minutes.

Fig. 3.7 shows the lifetime comparison between our MR scheme, the stationary

scheme, and the mobile MM scheme for the on-track placement problem. Fig. 3.8 shows

a comparison of the average energy consumed per bit between the three schemes for the

on-track placement problem.

Fig. 3.9 shows the lifetime comparison between the three schemes for the general

placement problem. Fig. 3.10 shows a comparison of the average energy consumed per

bit between the three schemes for the general placement problem.

It can be observed that the three schemes have similar energy consumption per bit,

yet our MR scheme has a much longer network lifetime. The lifetime improvement of our

MR scheme over the stationary scheme is in the order of 250%. This is due to the load

balancing effect that is achieved by exploiting data collectors mobility. The MR scheme

also makes about 40% lifetime improvement over the MM scheme. This is a direct result

of the considerations made for residual energy at single nodes. One of the interesting

results that we have is that the MR scheme may consume a little more energy than the

MM scheme (as shown in Fig. 3.8 and Fig. 3.10), yet the MR scheme makes a longer

network lifetime (as shown in Fig. 3.7 and Fig. 3.9). The reason is that the MR scheme

may choose a route or a data collector location that spends more energy for the sake of

avoiding and reducing the load on sensor nodes with low residual energy. An energy-

efficient route or data collector location that puts extra load on a sensor node with a

critical energy level is not preferred in the MR scheme.

The standard deviations of all averaged results in our simulations in this chapter were

within 10.8% of the average value. Using different values for the MILP solver timeout,

different sensor densities, and different number of data collectors have shown similar

trends.

Figures 3.11 - 3.18 show an example of how energy is depleted in a network of 64 nodes

and 2 data collectors using the MR and the MM schemes with a general placement. Each
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Figure 3.7: Lifetime comparison for the on-track placement problem.
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Figure 3.8: Energy consumption comparison for the on-track placement problem.
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Figure 3.9: Lifetime comparison for the general placement problem.
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Figure 3.10: Energy consumption comparison for the general placement problem.
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plot shows the residual energy of every sensor node for each scheme at the end of a round.

In each plot, every sensor node is represented by a square and a disk: the height of the

square (disk) reflects the residual energy of the corresponding sensor node at the end

of the round using the MM (MR) scheme. Note that the MR scheme tries to maintain

a bound on the minimum residual energy which helps in balancing the residual energy

amongst all sensor nodes and, hence, prolonging the lifetime of the network. For example,

at the end of the fifth round, the lowest energy level using the MR scheme is 261 mJ

and the lowest energy level using the MM scheme is 138 mJ. Furthermore, at the end of

the last round, the lowest energy level using the MR scheme is 116 mJ and 37.5% of the

nodes using the MM scheme have energy levels lower than 116 mJ.

3.5 Summary

This chapter addresses the problem of unbalanced energy expenditure in WSNs result-

ing from using a stationary sink and multi-hop relaying. To alleviate the effect of this

problem, we argue for using multiple mobile data collectors, and propose a scheme for

finding near-optimal placement of mobile data collectors together with the routing paths

to deliver data to data collectors. The novelty of our scheme stems from:

1. Solving a general problem in which a data collector can be placed anywhere in the

sensing field and another problem in which data collectors can move along and be

placed on tracks spanning the sensing field.

2. Finding a complete, finite search space for data collector locations for each problem.

Linear programming is used to find near-optimal solutions from the obtained search

space. We use an objective function that takes into account both the current residual en-

ergy and future energy expenditure of each sensor node. Experimental results show that

our scheme has the potential to prolong the lifetime of a WSN significantly as compared

with another stationary scheme and a mobile scheme that does not consider the residual
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energy of nodes.
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Figure 3.11: Round no. 1.
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Figure 3.12: Round no. 2.
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Figure 3.13: Round no. 3.
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Figure 3.14: Round no. 4.
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Figure 3.15: Round no. 5.
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Figure 3.16: Round no. 6.
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Figure 3.17: Round no. 7.
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Figure 3.18: Round no. 8.
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Chapter 4

Mobile data collectors in underwater

WSNs

Underwater sensing has a prominent potential for environmental monitoring and oceano-

graphic data gathering. A network of underwater sensors can provide unprecedented

ability to monitor oceans in our planet and to facilitate a wide range of major applica-

tions. This includes providing synoptic sampling of the ocean, monitoring and tracking

events (e.g., pollution), preventing natural disasters (e.g., a Tsunami warning system),

monitoring underwater equipments and infrastructure (e.g., cables), and supporting ocean

industry (e.g., fishery and transportation) [63]. While wired networks can provide reliable

communication and a continuous power supply, they demand high cost and significant

engineering effort. Neptune is a project led by a couple of universities in North America

to build the world’s largest wired ocean observatory. It involves laying a total of 3000 km

of powered fiber-optic cables over a 200,000 km2 region off the coasts of British Columbia,

Washington, and Oregon. The cost of only laying the cables down on the seabed is about

33 million dollars [64]. Recently, attention has been directed to wireless networks be-

cause of their potential to provide low-cost, distributed underwater monitoring [65] [66]

[67]. However, wireless communication underwater is much more challenging than that

in terrestrial environments: underwater environments are 3D, underwater wireless com-
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munication consumes much more energy, and the speed of wireless signals underwater

is significantly lower than that in terrestrial environments (see Section 4.1). The great

potentials of underwater WSNs and the challenges in their communications motivated us

to extend our work to this 3D underwater environment.

The remainder of this chapter is organized as follows. Section 4.1 describes the contri-

bution of this work and its motives. The system model is given in Section 4.2. In Section

4.3, we present our Delay-Tolerant Placement and Routing (DTPR) scheme. In Section

4.4, we present our Delay-Constrained Placement and Routing (DCPR) scheme. Section

4.5 shows the experimental results. Finally, in Section 4.6, we conclude by summarizing

the main issues in this chapter.

4.1 Motivations and contributions

Acoustic signals are known to be the typical wireless medium for underwater communi-

cation. Radio waves require large antennae and demand high power to propagate under-

water. Optical waves can propagate long distances underwater but require high precision

in pointing the laser beams. However, the speed of acoustic signals underwater is around

1500 m/s; that is not even comparable to the speed of terrestrial radio signals, which

is around 3 × 108 m/s. Furthermore, the energy consumption of an acoustic modem is

higher than that of a terrestrial radio frequency modem [68]. To have a better control on

the energy consumption of acoustic modems, their transmission range is usually tunable

to a number of discrete levels (i.e., variable, discrete transmission range).

In this chapter, we generalize the placement and routing problem in three aspects.

First, rather than having sensor nodes and data collectors on the same surface, sensor

nodes float at different depths in the ocean and data collectors stay on the surface of the

water. Fig. 4.1 depicts this architecture. Second, sensor nodes have variable, discrete

transmission ranges rather than a fixed transmission range. Third, we consider an upper

bound on the delay between the sensor nodes and the data collectors.
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Sensor node

Mobile data collector

Sink

Figure 4.1: A 3D architecture for underwater WSNs.

4.2 System model

We consider an underwater WSN consisting of N sensor nodes and R data collectors.

Each sensor node collects data from the surrounding environment and sends the col-

lected data to one of the collectors either directly or through other nodes (i.e., multi-hop

communication). We follow the three-dimensional architecture proposed in [65]. In this

architecture, data collectors are equipped with a radio transceiver to communicate with

an on-shore sink, and an acoustic transceiver to communicate with underwater sensors.

While data collectors stay on the surface to keep the link with the sink, sensor nodes,

which are equipped with acoustic transceivers, float at different depths to carry out the

sensing mission.

We assume that the transmission range of an acoustic transceiver can be adjusted

to a constant number of levels (i.e., variable, discrete transmission ranges). Thereby,

when a sensor node wants to send data to another node, it uses the smallest transmission

range that can reach the destination. The topology of the network is modeled as a

weighted graph G = (V,E), where V = {n0, n1, ..., nN−1} is the set of N sensor nodes,

and (i, j) ∈ E, if sensor nodes ni and nj can communicate with each other directly (i.e.,

their separation is not more than the maximum transmission range). Wij denotes the
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weight of the link (i, j) which is the Euclidean distance between senor nodes ni and nj ;

the energy consumption and the delay over the link (i, j) are functions of Wij . Each

sensor node ni has a data generation rate Gi. Gi is the number of data units generated

by node ni per time unit.

We adopt a discrete delay model which can be tuned to meet any desired accuracy.

This delay model is described in details in Section 4.4. Moreover, due to the relatively

low speed of sound in water (approximately 1500 m/second), the propagation delay dom-

inates the transmission and queueing delays. Therefore, we assume that transmission

and queueing delays are negligible.

Our approach is independent of the underlying MAC protocol. We assume a capacity

limit for each sensor node which limits the number of data units that can be transmitted

by a sensor node during one round. The capacity of a sensor node ni is denoted by

Ci. While this capacity constraint is applicable to communication links, to simplify the

presentation, we will limit ourselves to capacity constraints on individual nodes.

We assume that data generation rates, residual energy, and locations of all sensor

nodes are known in advance. We also assume that data collectors are not energy con-

strained as they can be easily recharged [57]. Without loss of generality, we define the

lifetime of the network as the time until the first sensor node dies. Yet other definitions

(e.g., the time until a particular proportion of the sensors die) can be equally used in our

schemes.

4.3 Delay-tolerant placement and routing

In this section, we present a scheme for routing and placement of mobile data collectors

that handles variable transmission ranges in a 3D underwater environment. The objective

of this DTPR scheme is to maximize the lifetime of the network with no delay constraints;

there is no bound on the length of any path between a sensor node and a data collector.

The DTPR problem can be defined as follows:
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The lifetime of the network is divided into equal length rounds. At the begin-

ning of each round, find the optimal locations of R data collectors together

with the routing paths to deliver the generated data from all sensor nodes to

data collectors. The objective is to maximize the minimum residual energy at

the end of the round. Data collectors can be placed anywhere on the surface

of the water.

In this 3D environment, a data collector may be placed anywhere on the surface of the

water as long as it is within the acoustic transmission range of at least one sensor node.

Since each sensor node has a discrete number of transmission levels, its transmission

range can be viewed as a set of transmission spheres: one sphere for each transmission

level. Further, since data collectors are placed on the surface of the water, we should find

the intersection of these spheres and the surface of the water. Without loss of generality,

we let the plane z = 0 represent the surface of the water (where the z− axis represents

the depth). Then, the intersection of a sphere centered at a point (a, b, c) with a radius

of r and the plane z = 0 is:

• φ, the empty set, if r2 − c2 < 0.

• A disk centered at a point (a, b, 0) with a radius of
√
r2 − c2, if r2 − c2 ≥ 0. We call

such a disk a surface disk.

Fig. 4.2 shows an example of the intersection of a sphere and a plane.

Each sensor node will have at most one surface disk for each transmission level. And

since data collectors are placed on the surface of the water, we can focus on these surface

disks rather than the transmission spheres, i.e., the problem becomes two-dimensional.

So let us say each sensor node ni has γi surface disks {ζ0
i , ζ

1
i , ..., ζ

γi−1
i }.
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z = 0

r

(a, b, c)

√
r2 − c2

(a, b, 0)

Figure 4.2: An example of the intersection of a sphere and the plane z = 0.

4.3.1 Finding a complete set for the DTPR problem

In order to find a complete set for the DTPR problem, we extend the method presented

in the previous chapter for finding all MORs to handle multiple transmission levels.

Observation 2 can be generalized as follows.

Observation 3 An overlapping region β is maximal if and only if it satisfies one of the

following properties:

1. β is a tangent point.

2. β is a disk whose perimeter does not have any intersection points AND no disk lies

entirely inside β.

3. β is a convex overlapping region whose boundaries do not have any tangent points

AND no disk lies entirely inside β.

Observation 3 takes into account the case of a disk lying entirely inside another disk,

which is not possible when all sensor nodes are deployed on a 2D space and have the same
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single transmission range. To check whether a disk lies entirely inside an overlapping

region, we add defect points to the arrangement of disks. A disk may add at most one

defect point. To find the defect point of a disk ζk
i centered at a point (xi, yi), we find

points that:

1. lie at the intersection of the line y = yi and another disk ζ l
j.

2. are outside and to the right of ζk
i .

Amongst those points that satisfy these two conditions, we take the point p which is the

closest to (xi, yi). Let us say p lies at the boundary of a disk ζ l
j. Then, if (xi, yi) is inside

ζ l
j, p is added as a defect point on ζ l

j. Note that such a point does not necessarily exist

for all surface disks, i.e., some disks may not add any defect point. Fig. 4.3 shows an

example of an overlapping region which is not maximal because it is concave (a), a MOR

(b), and an overlapping region which is not maximal because of a defect point (c). Note

that the whole area of the small disk in Fig. 4.3 (c) is a MOR.

Since a sensor node may have multiple surface disks, we need to redefine the functions

other and succ as follows:

When p is an intersection point of the boundaries of ζk
i and ζ l

j , succ
k
i (p) (succlj(p)) denotes

the intersection point incident to ζk
i (ζ l

j) that comes right after p according to a clockwise

order. otherk
i (p) = (j, l) and otherl

j(p) = (i, k).

In what follows, Algorithm 5 finds the arrangement of surface disks together with the

defect points; it runs in O(N2 logN) time. Algorithm 6 tests whether an overlapping

region is maximal or not. Algorithm 7 uses Algorithms 5 and 6 to construct a complete

set P by finding all MORs. Note that the Boolean array F lag(p, i) is used to guarantee

that we do not check the same overlapping region more than once. The overall complexity

of Algorithm 7 is O(N2 logN).
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(a) (b) (c)

Figure 4.3: Overlapping regions, MORs, and defect points.

Algorithm 5: Arrangement of surface disks for the DTPR problem.

Procedure FindArrangement( )
foreach sensor node ni do

Find all surface disks corresponding to ni;
end

Find all points where the boundaries of two surface disks intersect;
Find all defect points;
foreach surface disk ζk

i do

Sort all intersection points and defect points incident to ζk
i in a clockwise order;

end
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Algorithm 6: Testing whether an overlapping region is maximal or not.

Function Maximal(ζk
i : a disk, p: a point)

Input: A surface disk ζk
i and a point p, which could be an intersection point or a

defect point, incident to ζk
i .

Output: True if a MOR is found, and False otherwise.
if Flag(p,i) = 1 OR p is an entry point with respect to ζk

i OR p is a defect point
then

return False ;
end

if p is a tangent point then

Flag(p,otherk
i (p)) := 1;

return True ;
end

Flag(p,i) := 1;
q:=p;
(j, l):=otherk

i (p);
p:=succlj(p);
i:=j;
k:=l;
while p 6= q do

if Flag(p,i) = 1 OR p is an entry point with respect to ζk
i OR p is a defect

point OR p is a tangent point then
return False ;

end

Flag(p,i) := 1;
(j, l):=otherk

i (p);
p:=succlj(p);
i:=j;
k:=l;

end

return True ;
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Algorithm 7: Finding all MORs.

Procedure FindMORs( )
Output: A set P that contains one point from every MOR.
P:=φ ;
FindArrangement( );
foreach intersection point p which is incident to two surface disks ζk

i and ζ l
j do

Flag(p,i):=0;
Flag(p,j):=0;

end

foreach surface disk ζk
i do

if ζk
i has no intersection points and no defect points then
P:=P ∪ {loci};

else

foreach intersection point p incident to ζk
i do

if Maximal(ζk
i ,p) then

P:=P ∪ {p};
end

end

end

end

4.3.2 MILP formulation for the DTPR

Once we obtain the set P = {p0, p1, ..., pM−1}, which contains a point from each MOR,

the problem of finding the optimal locations of R data collectors and the routing paths

from sensor nodes to data collectors can be formulated as a MILP. This MILP is similar to

the one presented in the previous chapter with a minor modification that reflects variable

transmission ranges. We define the following constants and variables.

Constants:

Gi is the data generation rate of sensor node ni.

N(i) is a set of indices such that j ∈ N(i) if nj is within the transmission range of

ni (i.e., nj is a neighbor of ni).

M(i) is a set of indices such that j ∈M(i) if the point pj , which belongs to a MOR,

is within the transmission range of ni.

B(j) is a set of indices such that i ∈ B(j) if the point pj, which belongs to a MOR,

is within the transmission range of ni.
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N is the number of sensor nodes.

R is the number of data collectors.

M is the size of the complete set.

Ei is the residual energy of sensor node ni.

ETr(d) is the energy consumed to send one data unit to a destination which is d units

away from the source.

ERc is the energy consumed to receive one data unit.

Wij is the Euclidean distance between sensor nodes ni and nj .

Dij is the Euclidean distance between a sensor node ni and a point pj, which

belongs to a MOR.

Ci is the traffic capacity of sensor node ni (i.e., the maximum number of data

units that can be relayed by ni per round).

α is the weight assigned to the minimum residual energy.

β is the weight assigned to the total consumed energy.

Variables:

li li = 1 if a data collector is placed at pi, and li = 0 otherwise.

fij If j ∈ N(i), fij is the flow from sensor node ni to sensor node nj (i.e., the

number of data units to be sent from ni to nj per round).

hij If j ∈M(i), hij is the flow from sensor node ni to the data collector at pj (if

no data collector is placed at pj, hij will be set to 0).

Emin is the minimum residual energy over all sensor nodes at the end of the round.

Etotal is the total consumed energy during the round.

The objective is to maximize the minimum residual energy (i.e., Emin) at the end of

each round. Amongst those solutions for which Emin is maximized, we pick the one with

the minimum Etotal.
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In our scheme a MILP that reflects our policy is to be solved at the beginning of

each round in order to move data collectors to new locations. The MILP is shown in

Fig. 4.4. Inequality (4.1) satisfies the traffic capacity constraints and Equation (4.2)

guarantees the flow balance. Inequality (4.3) makes Emin the minimum residual energy

over all sensor nodes (note that we maximize Emin). Equation (4.4) sets Etotal to the

total energy consumption. Inequality (4.5) guarantees that the energy expenditure of

any sensor node is not more than its current residual energy. Inequality (4.6) guarantees

that if no data collector is placed at pj (i.e., lj=0), no flow is sent to pj. Equation (4.7)

satisfies the constraint that only R data collectors are available.

It is important to note that this MILP can be modified to handle more complex

capacity constraints (e.g., giving different capacities to different links incident to a single

node). We show a general case here to simplify the presentation.

4.4 Delay-constrained placement and routing

Even though energy is a critical resource in underwater WSNs, there should be a balance

between energy saving and the provisioned QoS. Delay is an example of a QoS metric

that can be of significant importance in many applications, especially real-time ones. In

the DTPR scheme, which is described in the previous section, a data unit might be sent

through a longer path in order to avoid sensor nodes with lower residual energy. However,

while the DCPR and the DTPR seek the same goal in that both of them maximize the

lifetime of the network, the DCPR has a bound on how much time a data unit may spend

in its way to a data collector.

4.4.1 Delay model and DCPR problem definition

Delay has a continuous nature; even if two nodes are placed in a bounded area, there is

an infinite number of possible values for the delay between them. That is simply because
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Maximize α Emin − β Etotal

s.t.,
∑

j∈N(i)

fij +
∑

j∈M(i)

hij ≤ Ci , 0 ≤ i < N (4.1)

∑

j∈N(i)

fij +
∑

j∈M(i)

hij −
∑

j∈N(i)

fji = Gi , 0 ≤ i < N (4.2)

Ei −
∑

j∈N(i)

ETr(Wij) fij −
∑

j∈M(i)

ETr(Dij) hij

−
∑

j∈N(i)

ERc fji ≥ Emin , 0 ≤ i < N (4.3)

∑

0≤i<N

(
∑

j∈N(i)

ERcfji +
∑

j∈N(i)

ETr(Wij) fij

+
∑

j∈M(i)

ETr(Dij)hij) = Etotal (4.4)

Emin ≥ 0 (4.5)

∑

i∈B(j)

hij ≤ lj
∑

0≤i<N

Gi, 0 ≤ j < M (4.6)

∑

0≤i<M

li = R (4.7)

li ∈ {0, 1}, 0 ≤ i < M

Figure 4.4: MILP formulation of the DTPR.
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the delay can take any real value between two real numbers, which is an infinite set. In

order to keep the optimization problem discrete, we adopt a discrete, flexible delay model

that meets the following two properties:

1. It can be tuned to measure the delay in terms of the number of hops.

2. It can be tuned to measure the delay in terms of the propagation delay with any

desired accuracy (i.e., even though it is a discrete model, it is still able to meet any

desired accuracy).

This model is described as follows. We use a delay step ∆ which could be defined

as the distance an acoustic signal would travel in the water in one time unit. Then, the

discrete delay over a single-hop link (i, j) is ⌈Wij

∆
⌉. The discrete delay over a multi-hop

path is the sum of the discrete delays of single-hop links that constitute that path. In

what follows we use W ∗
ij to denote the discrete delay over a single-hop link between two

sensor nodes ni and nj , andD∗
ij to denote the discrete delay over a single-hop link between

a sensor node ni and a data collector placed at a point pj.

Obviously, this discrete model can be tuned to reflect the number of hops by setting

∆ = MaxRange, where MaxRange is the maximum transmission range of a sensor node.

It is also obvious that ∆ (and the time unit) can be made as small as needed to measure

the propagation delay with any desired accuracy.

Now, we can define the DCPR problem as follows:

The lifetime of the network is divided into equal length rounds. At the begin-

ning of each round, find the optimal locations of R data collectors together

with the routing paths to deliver the generated data from all sensor nodes to

data collectors, such that the discrete delay of a path from a sensor node to a

data collector is at most Γ. The objective is to maximize the minimum resid-

ual energy at the end of the round. Data collectors can be placed anywhere

on the surface of the water.
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4.4.2 Finding a complete set for the DCPR problem

In Section 4.3 we defined the complete set as a set of points on the surface of the water,

such that there exists an optimal placement in which each data collector is placed at a

point in that set. However, a set of points P, which is complete for the DTPR problem,

is not necessarily complete for the DCPR problem on the same network. That is because

the optimal DTPR placement embedded in P may be infeasible for the DCPR probelm

possibly because it involves a path that exceeds the maximum delay limit. Therefore, we

need to modify our algorithms in Section 4.3 to accommodate the delay constraints.

In Section 4.3 we find a complete set using the MORs of the surface disks. These

surface disks are obtained from the transmission spheres of all sensor nodes. The trans-

mission spheres of a sensor node ni divide the space around ni into layers such that sending

a data unit from ni to any node in the same layer would consume the same amount of

energy. However, sending a data unit from ni to two nodes in the same layer may result

in different delay values. What we really need, for the DCPR problem, is to divide the

space around ni into a finite number of layers such that sending a data unit to any two

nodes in the same layer would consume the same amount of energy and encounter the

same discrete delay. In order to do so, for each sensor node, we add ⌊MaxRange

∆
⌋ virtual

delay spheres. When these delay spheres are indexed from 1 to ⌊MaxRange

∆
⌋, the radius

of the jth sphere is j∆. Thereby, a layer, which is the space between two consecutive

transmission or delay spheres (see Fig. 4.5), has the same delay and energy properties,

i.e., sending a data unit to any node inside the same layer would consume the same

amount of energy and encounter the same discrete delay. Thus, we just need to find the

MORs of the surface disks of all transmission and delay spheres in order to construct a

complete set for the DCPR problem. Algorithm 8 is a modified version of Algorithm 5,

which considers delay spheres as well as transmission spheres.
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Figure 4.5: A sensor node with four layers.

Algorithm 8: Arrangement of surface disks for the DCPR problem.

Procedure FindArrangement( )
foreach sensor node ni do

for j = 1..⌊MaxRange

∆
⌋ do

Add a delay sphere centered at ni with a radius of j∆;
end

Find all surface disks derived from all delay and transmission spheres of ni;
end

Find all points where the boundaries of two surface disks intersect;
Find all defect points;
foreach surface disk ζk

i do

Sort all intersection points and defect points incident to ζk
i in a clockwise order;

end

4.4.3 MILP formulation for the DCPR

In order to accommodate the delay in the MILP formulation, the flow from a node

ni to another node nj , i.e., fij, is decomposed into several sub-flows according to the

encountered delay. fd
ij denotes the flow arriving to node nj through node ni, for which

the discrete delay from the source of the flow to node nj is d. In other words, by the

time the flow fd
ij arrives to node nj , it will have encountered d delay steps. Similarly, hd

ij

denotes the flow arriving to a data collector placed at a point pj through node ni, for

which the discrete delay from the source of the flow to the data collector is d.
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When Γ is the upper bound on the discrete delay, the flow from a sensor node ni to

another node nj is decomposed into Γ −W ∗
ij sub-flows: {fW ∗

ij

ij , f
W ∗

ij
+1

ij , ... ,fΓ−1
ij }. And

the flow from a sensor node ni to a data collector placed at a point pj is decomposed into

Γ −D∗
ij + 1 sub-flows: {hD∗

ij

ij , h
D∗

ij+1

ij , ... ,hΓ
ij}.

The MILP is shown in Fig. 4.6. Inequality (4.8) satisfies the traffic capacity con-

straints. Equation (4.9) guarantees the flow balance and makes the appropriate flow

decomposition for different delay values; if some data arrived to a node ni over the flow

fd
ki and is to be relayed to a node nj , it should go on the flow f

d+W ∗

ij

ij (see Fig. 4.7); and

if it is to be relayed to a data collector at a point pj, it should go on the flow h
d+D∗

ij

ij .

Equation (4.10) guarantees that each sensor node pushes its own data to its neighbors on

the appropriate subflows; data generated at node ni and sent to node nj will encounter

W ∗
ij delay steps, and data generated at node ni and sent to a data collector at a point

pj will encounter D∗
ij delay steps. Inequality (4.11) makes Emin the minimum residual

energy over all sensor nodes (note that we maximize Emin). Equation (4.12) sets Etotal to

the total energy consumption. Inequality (4.13) guarantees that the energy expenditure

of any sensor node is not more than its current residual energy. Inequality (4.14) guaran-

tees that if no data collector is placed at pj (i.e., lj = 0), no flow is sent to pj. Equation

(4.15) satisfies the constraint that only R data collectors are available.

When the number of nodes is large, we will have a MILP with too many variables;

this increases the complexity of the problem and, as a result, a significant amount of time

is required to find near optimal solutions. Such a scalability problem can be dealt with

by partitioning nodes and data collectors into smaller groups, which results in a set of

smaller problems that can be solved separately. However, such a partitioning is out of

the scope of this work.
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Maximize α Emin − β Etotal

s.t.,
∑

j∈N(i)

∑

W ∗

ij
≤d<Γ

fd
ij +

∑

j∈M(i)

∑

D∗

ij
≤d≤Γ

hd
ij ≤ Ci, 0 ≤ i < N (4.8)

∑

j∈N(i),
d≥W ∗

ji

fd
ji =

∑

j∈N(i),
d<Γ−W ∗

ij

f
d+W ∗

ij

ij +
∑

j∈M(i),
d≤Γ−D∗

ij

h
d+D∗

ij

ij , 0 ≤ i < N, 1 ≤ d < Γ (4.9)

Gi =
∑

j∈N(i),
W ∗

ij
<Γ

f
W ∗

ij

ij +
∑

j∈M(i),
D∗

ij
≤Γ

h
D∗

ij

ij , 0 ≤ i < N (4.10)

Ei −
∑

j∈N(i)

∑

W ∗

ij
≤d<Γ

ETr(Wij) f
d
ij −

∑

j∈M(i)

∑

D∗

ij
≤d≤Γ

ETr(Dij) h
d
ij

−
∑

j∈N(i)

∑

W ∗

ji
≤d<Γ

ERc f
d
ji ≥ Emin , 0 ≤ i < N (4.11)

∑

0≤i<N

(
∑

j∈N(i)

∑

W ∗

ji
≤d<Γ

ERcf
d
ji +

∑

j∈N(i)

∑

W ∗

ij
≤d<Γ

ETr(Wij) f
d
ij

+
∑

j∈M(i)

∑

D∗

ij
≤d≤Γ

ETr(Dij)h
d
ij) = Etotal (4.12)

Emin ≥ 0 (4.13)

∑

i∈B(j)

∑

D∗

ij
≤d≤Γ

hd
ij ≤ lj

∑

0≤i<N

Gi, 0 ≤ j < M (4.14)

∑

0≤i<M

li = R (4.15)

li ∈ {0, 1}, 0 ≤ i < M

Figure 4.6: MILP formulation of the DCPR.
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Figure 4.7: An example of a flow going from nk to nj through ni.

4.5 Experimental results

We carried out two sets of experiments to study the performance of our schemes. The

first set of experiments is devoted to the DTPR scheme. The novelty of our DTPR

scheme comes from the mobility of the data collectors and from considering the residual

energy in the objective function. Therefore, in the first set of experiments, we compare

the DTPR scheme with a scheme in which data collectors are stationary, and with a

mobile scheme that ignores the residual energy of different sensor nodes. The second

set of experiments are devoted to the DCPR scheme. However, we are not aware of any

mobile data collector scheme that prolongs the lifetime of the network under some delay

constraints. So we compare the DCPR scheme with the DTPR one to see how a delay

constraint would affect the lifetime and to measure the delay of the DTPR scheme.

4.5.1 DTPR experiments

We conducted some experiments to compare the DTPR scheme with two other schemes.

The first one is the stationary scheme in which data collectors are stationary and are

placed randomly on the surface of the water. In the stationary scheme, we use a similar

linear program to find the optimal routing for a given placement. The second scheme we

compare with is a mobile one in which the objective is to Minimize the Maximum (MM)

amount of energy consumed by one node.
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In our simulations we assume three transmission levels: 5 km, 2.5 km, and 1 km. The

WHOI modem [69] transmits over 5 km at 10W with a data rate of 220 bits/sec. Other

acoustic modems have slightly different energy consumption settings [57]. For simulation

purposes, we set our energy consumption parameters to be compatible with those of the

WHOI modem and with the general energy consumption model described in [67]. So

we set ETr(5 km) = 20 mJ/bit, ETr(2.5 km) = 5 mJ/bit, ETr(1 km) = 2 mJ/bit, and

ERc = 1 mJ/bit. Every sensor node has an initial energy of 2x105 J, and generates 64

bytes/hour. The round length is one day. The capacity of sensor nodes is uniformly

distributed between 1000 and 2000 bytes/hour. Our simulations involve networks of 100

sensors randomly deployed in a 20 x 20 x 2 km3 volume (the maximum depth is 2 km).

In each network, we tested different scenarios of one, two, three, four, and five data

collectors. For each scenario, we generate 20 random samples and take the average. The

standard deviations of all averaged results in our simulations in this chapter were within

13.4% of the average value. To solve the MILP, we use lp solve 5.5 [62] with a timeout of

20 minutes (the MILP of a particular round is solved during the last 20 minutes of the

previous round).

Fig. 4.8 shows the lifetime comparison between different schemes. Fig. 4.9 shows a

comparison of the average energy consumed per byte. Note that the different schemes

have a similar energy consumption per byte, yet the DTPR has a much longer lifetime.

This is due to the load balancing effect that is exercised in our scheme and due to

the consideration made for residual energy. Using different values for the MILP solver

timeout, different sensor densities, and different number of data collectors have shown

similar trends.

4.5.2 Comparing the DTPR with the DCPR

In this subsection we show the results of the experiments we conducted to compare

the DTPR and the DCPR schemes in terms of network lifetime and delay. When Γ is

small enough, it is expected that the DTPR will have longer lifetime and longer delay as
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Figure 4.8: Lifetime comparison results.
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Figure 4.9: A comparison of the average energy consumption per byte.
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Figure 4.10: Lifetime comparison between the DTPR and the DCPR.

compared with the DCPR, and that is what our experiments have verified. The simulation

settings are the same as the ones in subsection 4.5.1 with ∆ being set to 1000 m. Γ being

set to 22.

Fig. 4.10 shows the lifetime comparison between the two schemes. It is obvious that

the DTPR provides a longer lifetime due to the relatively more freedom it has in choosing

paths of any length. While the maximum delay encountered in the DCPR is bounded

by Γ (i.e., 22), the maximum delay in the DTPR is more than Γ as shown in Fig. 4.11.

Apparently, the disparity between the maximum delay encountered in the DTPR and

that in the DCPR dwindles as more data collectors become available. That is due to

the fact that having more data collectors reduces the chances of having sensor nodes for

which the nearest data collector is too far away.
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Figure 4.11: Delay comparison between the DTPR and the DCPR.

4.6 Summary

Underwater WSNs have a wide range of potential applications in environmental mon-

itoring and oceanographic data gathering. However, due to the limited energy supply

available to sensor nodes, boosting the network longevity is crucial to make the most of

underwater WSNs. Besides the network lifetime, bounding the delay is very important

in real-time applications, such as a Tsunami warning system.

For the sake of extending the lifetime of an underwater WSN with and without de-

lay constraints, this chapter presents two schemes for finding near-optimal routing and

placement of mobile data collectors in underwater WSNs. The novelty of the proposed

schemes stems from:

1. Finding a complete, finite search space for data collector locations.

2. Solving the problem of prolonging the lifetime with a delay-based QoS guarantees.

Experimental results show that both schemes have the potential to prolong the lifetime
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of an underwater WSN significantly as compared with another stationary scheme and a

mobile scheme that does not consider the residual energy of nodes. While the DCPR has

a slightly shorter lifetime as compared to the DTPR scheme, it has the ability to meet

any delay-based QoS guarantees.
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Chapter 5

Distributed routing to a mobile data

collector

While the schemes presented in the previous two chapters are able to find near-optimal

routing and placement solutions, they are centralized and use linear programming which

requires significant time to solve. In some situations, it may be more advantageous to

come up with reasonable solutions, rather than superior ones, but in a distributed manner

and with a lower computational complexity; this is the goal of the work in this chapter.

In this chapter, we propose a distributed scheme for data gathering using a mobile

data collector in WSNs. In our scheme, a mobile data collector moves along a predefined

trajectory over the sensing field and data are forwarded to nodes whose transmission

disks overlap with the trajectory of the data collector; these nodes are called trajectory

nodes. The trajectory of the data collector may be enforced by properties of the sensing

terrain (e.g., a dense forest). It also makes sense to use a fixed trajectory when detailed

information needed to find an optimal trajectory are highly dynamic or hard to obtain.

We consider two categories of data: delay-sensitive data and delay-tolerant data. While

delay-sensitive data are sent to the data collector directly, delay-tolerant data may be

sent to a nearby trajectory node, where they wait for the data collector to come and pick

them up.
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The rest of this chapter is organized as follows. Section 5.1 outlines the proposed

scheme and highlights its contribution. Section 5.2 describes the model of the sensor

network under study and gives a formal problem definition. In Section 5.3, we present a

lifetime and delay theoretical analysis to understand the impact of data collector mobility.

Our routing scheme is described in Section 5.4. Section 5.5 shows the experimental results.

Finally, Section 5.6 concludes this chapter with a brief summary.

5.1 Scheme outline and contributions

The work presented in the previous two chapters, the work in [5], and the work in [54]

use linear programming to find a path for the data collector together with the routes

from sensor nodes to the data collector. While able to find optimal (or near-optimal)

solutions, these schemes are centralized and suffer the high computational complexity

of linear programming. In the work presented in [70] and [71], sensor nodes hold their

data until the data collector becomes close enough to receive the data directly in a single

hop. This could bring significant energy savings at the cost of a much longer delay. The

authors in [72] exploit multi-hop communication to deliver data to the data collector at its

current location. However, the scheme requires sensor nodes to be synchronized with the

data collector in order to determine the latter’s current location. The scheme presented in

[73] finds a trajectory for the data collector that balances the relaying load and conserves

energy. In [74], a data collector is assumed to repeatedly move along a closed path in

the sensing field, and a scheme for controlling the speed of the data collector is given.

The main idea is to have the data collector move at a lower speed in regions with a high

density of sensor nodes and at a higher speed in regions where there are no or few sensor

nodes. However, the scheme in [73] and the one in [74] are not suitable for delay-sensitive

data: data are delivered to nodes near the trajectory of the data collector where they

wait for the data collector to come and pick them up.

We present a fully distributed and localized routing scheme that utilizes data collector
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mobility to distribute the load over different parts of the network. The data collector

repeatedly moves along a globally known closed trajectory (as in [74]). A sensor node

whose transmission range overlaps with the trajectory of the data collector is called a

trajectory node. It is assumed that the data collector makes discrete movements and

stops at designated locations to receive data from trajectory nodes1. Trajectory nodes

receive data from other nodes and deliver them to the data collector when it becomes

within their transmission range. Data are classified into two categories: delay-sensitive

data and delay-tolerant data. Delay-sensitive data are sent to a trajectory node that

currently can reach the data collector in a single hop. We call such a node an active

trajectory node. Delay-tolerant data are sent to any trajectory node where they wait for

the data collector to come and pick them up.

We give theoretical analysis to quantify the impact of data collector mobility on the

network lifetime as compared to a WSN with a stationary data collector. Moreover, we

use simulations to evaluate the proposed scheme in practice. Simulation results show that

the proposed scheme has the potential to significantly extend the lifetime of the network.

The scheme we present here does not require any kind of synchronization between

sensor nodes and the data collector. The novel contributions of the work presented in

this chapter can be summarized as follows:

1. The routing scheme we present here is fully distributed in the sense that routes are

created by the nodes themselves and not by a centralized entity, and it is localized

in the sense that every sensor node makes its routing decisions based on local

information.

2. Our scheme finds good solutions, rather than optimal ones, with a very low com-

putational complexity (our scheme does not use any computation that takes more

than a constant time).

3. Our scheme combines the advantage of a stationary data collector (i.e., short delay)

1One way to do so is to make the data collector stop once at each maximal overlapping segment of
its trajectory. For more information about maximal overlapping segments, see Section 3.3.
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and that of a mobile one (i.e., a long network lifetime) without any synchronization

between the data collector and the sensor nodes.

To the best of our knowledge, this is the first scheme that supports on-line delivery

of data to a mobile data collector in a distributed, localized, asynchronous fashion.

5.2 System model and problem description

We consider a sensor network of N sensor nodes uniformly deployed in a sensing field. The

network is assumed to be connected (i.e., there is at least one multi-hop path between

any pair of nodes). Sensor nodes collect data from the surrounding environment and

report them to the data collector. The transmission range of all sensor nodes is fixed

to r distance units (i.e., each sensor node has a transmission disk of radius r distance

units). The topology of the network is modeled as a connectivity graph G = (V,E),

where V = {n0, n1, ..., nN−1} is the set of N sensor nodes, and (i, j) ∈ E, if sensor nodes

ni and nj are within the transmission range of each other.

As stated before, a mobile data collector moves along a predefined trajectory that

overlaps with the transmission disks of trajectory nodes. At a given time, an active

trajectory node is one which is not more than r distance units away from the data

collector.

We are interested in a delay-tolerant routing scheme to deliver delay-tolerant data to

any trajectory node and a delay-sensitive routing scheme to deliver delay-sensitive data

to an active trajectory node. The objective is to prolong the lifetime of the network,

namely, the time until a particular proportion of the sensor nodes run out of energy.

5.3 Lifetime and delay analysis

Assuming a dense sensor network on a circular sensing field, we give simplified lifetime

and delay comparisons between the following two scenarios:
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Data collectorSensor node

Figure 5.1: A network with a stationary data collector (left) and a network with a mobile
data collector (right).

1. A network with a stationary data collector located at the center of the sensing field.

All data packets are destined to the data collector.

2. A network with a mobile data collector that moves along the boundary (i.e., the

perimeter) of the sensing field2. Data packets are forwarded to trajectory nodes,

where they wait for the data collector to come and pick them up.

Figure 5.1 shows a graphical illustration of the two scenarios. To simplify our analysis,

we make the following assumptions:

1. All sensor nodes have the same data generation rate; every sensor node generates

D packets per time unit.

2. Sensor nodes are uniformly distributed over the sensing field.

3. The sensing field is a circle of radius R distance units.

4. Sensor nodes consume ETr energy units to send one packet.

5. Every sensor node starts with an energy supply of EInit energy units.

2Our scheme is applicable to trajectories of any shape. However, the assumption of a circular trajec-
tory is made to simplify the analysis.
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5.3.1 Lifetime comparison

Here we compare the two scenarios in terms of network lifetime. Network lifetime is

defined as the time until the data collector is unreachable. Our comparison assumes that

a perfect load balancing is exercised in both scenarios (i.e., the load is evenly distributed

over trajectory nodes). We also ignore the energy consumed to receive data; transmission

is known to be the dominant energy consuming operation [4].

A stationary data collector

With multi-hop communication, the lifetime of the network is determined by the lifetime

of trajectory nodes (i.e., nodes whose distance to the data collector is not more than r

distance units). Since sensor nodes are uniformly distributed over the sensing field, the

expected number of trajectory nodes is

Nπr2

πR2
=
Nr2

R2
.

Trajectory nodes are in charge of delivering all data generated all over the network to

the data collector. Therefore, they transmit DN packets to the data collector. With a

perfect load balancing, each trajectory node will transmit

DNR2

Nr2
=
DR2

r2
packets.

Thus, the lifetime of a trajectory node is

⌊

EInitr
2

DR2ETr

⌋

time units.
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A mobile data collector

Since the data collector moves along the perimeter of the sensing field, the expected

number of trajectory nodes is

π(R2 − (R− r)2)N

πR2
=

(2Rr − r2)N

R2
.

With a perfect load balancing and constant data generation rate, each trajectory node

will be in charge of transmitting

DNR2

(2Rr − r2)N
=

DR2

(2Rr − r2)
packets.

Thus, the lifetime of a trajectory node is

⌊

EInit(2Rr − r2)

DR2ETr

⌋

time units.

From this comparison, the lifetime of a network with a mobile data collector is longer

than that of a network with a stationary data collector by a factor of

2R− r

r
.

For example, if r = 100 m and R = 1000 m, the lifetime of a network with a mobile data

collector is 19 times longer than the lifetime of the same network with a stationary data

collector.

5.3.2 Delay comparison

The delay a packet encounters is proportional to the number of hops between the packet’s

source and destination. The number of hops between two points can be approximated

to be a linear function of the Euclidean distance between them. Therefore, the delay a
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packet encounters can be expressed by

delay = αL,

where α is a constant and L is the Euclidean distance between the packet’s source and

destination.

With a stationary data collector located at the center of the sensing field, the max-

imum delay a packet may encounter occurs when the source is at the perimeter of the

sensing field; this results in a delay of

αR time units.

On the other hand, the maximum delay in a network with a mobile data collector is

significantly worse. With a mobile data collector, the worst case occurs when a packet

arrives to a trajectory node which has just been left by the data collector; such a packet

needs to wait for the data collector to complete a full round along the perimeter of the

sensing field which depends on the speed of the data collector and on other factors. It is

obvious that such a delay is much longer than that of a network with a stationary data

collector.

To summarize, having a mobile data collector has a great potential to prolong the

lifetime of the network, yet it suffers longer delay as compared with a stationary data

collector. Accordingly, we are motivated to come up with a scheme that combines the

lifetime of a mobile data collector network and a delay comparable to that of a stationary

data collector network.

5.4 Routing scheme

The scheme we propose here takes in consideration two types of data: delay-tolerant data

and delay-sensitive data. Accordingly, sensor nodes use two routing schemes to deliver
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their data to the data collector: delay-tolerant routing and delay-sensitive routing. In

the delay-tolerant routing, data packets are sent to any trajectory node where they wait

for the data collector to come and pick them up. On the other hand, when a node has

delay-sensitive data, it needs first to locate the data collector in order to send the data

to an active trajectory node.

5.4.1 Delay-tolerant routing

In order for sensor nodes to deliver their delay-tolerant data to the data collector, they

need to have a path to at least one trajectory node. To do so, trajectory nodes broadcast

their identity at the deployment stage and each sensor node keeps a record of the next

hop towards some trajectory node. Each sensor node ni has a Trajectory Node Record

(TNRi) which has the following fields:

id: the id of the trajectory node to which delay-tolerant data will be sent.

next hop: a neighbor of ni which is used as a next hop towards the trajectory node.

number of hops: the number of hops to the trajectory node.

Algorithm 9 describes the process of setting the trajectory node records of all sensor

nodes, assuming that each sensor node uses the nearest trajectory node in terms of number

of hops. Note that this process will construct a tree for each trajectory node; the tree of

a trajectory node ni is rooted at ni and involves all sensor nodes whose nearest trajectory

node is ni. After this initialization process, TNRs are used to forward delay-tolerant

data to trajectory nodes.

To simplify the presentation of our scheme, we assume one TNR for each sensor node.

However, each sensor node can maintain multiple TNRs to recover failures of trajectory

nodes and changes in the topology of the network.
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Algorithm 9: Setting trajectory node records.

foreach sensor node ni do

if ni is a trajectory node then
TNRi.id=i;
TNRi.next hop=i;
TNRi.number of hops=0;
broadcast TNRi to all neighbors of ni ;

else
TNRi.number of hops=N+1;

end

end

when a sensor node ni receives a broadcasted TNRj :

if TNRj.number of hops + 1 < TNRi.number of hops then
TNRi.number of hops = TNRj .number of hops+ 1;
TNRi.id = TNRj .id;
TNRi.next hop = j;
ni broadcasts TNRi to all of its neighbors;

end

end

5.4.2 Delay-sensitive routing

Our delay-sensitive routing has two phases: locating the data collector and forwarding

data to an active trajectory node. To facilitate locating the data collector, announcements

about the current location of the data collector are disseminated periodically to a subset

of sensor nodes in the network. When a sensor node has delay-sensitive data, it sends a

query to a subset of sensor nodes in the network. To guarantee that the query reaches

a node which has received the most recent announcement, we use a simple and reliable

direction based approach: announcements cross the network vertically (i.e., north to

south) and queries cross the network horizontally (i.e., east to west) as shown in Fig. 5.2.

A similar approach was used in the context of information discovery in large networks

[75]. We assume that sensor nodes know their geographical location in a 2D space.

Announcements and queries are disseminated using GPSR [39]. GPSR uses a planar

graph G′(V ′, E′) which is a subgraph of the connectivity graph G(V,E) and has the same

set of vertices as G (i.e., V ′ = V and E ′ ⊂ E). G′ partitions the space into several closed

faces and one open external face. Border nodes are those nodes that form the external
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Figure 5.2: dissemination of queries and announcements.

face. We exploit a nice property of GPSR: when a packet is sent to an arbitrary location

in the external face, it is delivered to a border node which is the closest to that location.

Thereby, to send a query from a node at location (x, y) to the west, a query is sent to

the location (x−α, y) where α is the diameter of the network3 (i.e., (x− α, y) is outside

the sensing field and to the west of it). We call such a point an extreme point. Since

no sensor node is located at that location, GPSR will deliver the query to a node at the

west border of the network. To send a message to the north, the east, or the south, we

use the extreme points (x, y + α), (x+ α, y), (x, y − α), respectively.

An announcement message has three fields: loc, time stamp, and destination. loc is

the current location of the data collector in the form of (x, y), time stamp is the time at

which the announcement is made according to the data collector clock, and destination

is either (x, y + α) or (x, y − α). Every sensor node maintains a Data Collector Record

3The diameter of the network is the maximum Euclidean distance between two nodes in the network.
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(DCR) to store the most up-to-date information it knows about the location of the

data collector. DCR has two fields: loc and time stamp. Since all transmissions of the

announcement messages are made through a wireless medium, all neighboring nodes of

the sender will observe (hear) the announcement and update their DCRs accordingly.

When an announcement message arrives to its final destination (i.e., a border node), that

node broadcasts the announcement for the last time to tell its neighbors about the new

information.

A query has two fields: source and destination, where source is the location of the

sender, say (x, y), and destination is either (x − α, y) or (x + α, y). When a query

Q arrives to its destination, a reply R is sent back to Q.source. A reply has three

fields: destination, loc, and time stamp, where destination is the location of a node that

initiated the query, loc is the location of the data collector according to the most recent

announcement seen by the reply message, and time stamp is the time stamp associated

with that location. As it moves along its path to Q.source, R carries the most recent

location of the data collector it has encountered. When R arrives to a node on its way

to Q.source, it exchanges information about the location of the data collector with the

DCR of that node before being forwarded to the next hop.

To summarize, whenever the data collector changes its location, it will disseminate

announcements about the new location vertically, and when a sensor node has delay-

sensitive data, it sends a query horizontally, waits for the replies to come back carrying

the location of the data collector, and then sends the data to the data collector. This

protocol is described in Algorithm 10. To show the correctness of this protocol, we need

to show that when a query Q is initiated after an announcement A has been disseminated,

Q’s reply R is guaranteed to reach a node that has received A. Let U(R) denote the subset

of nodes that have received a reply R, let W (A) denote the subset of nodes that have

received an announcement A, and let W (A) denote the subset of nodes that have at least

one neighbor in W (A) (i.e., W (A) = {ni : ∃nj , nj ∈ W (A) ∧ (ni, nj) ∈ E}). Note that

all nodes in W (A) ∪W (A) have heard A because of the broadcast nature of the wireless
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Algorithm 10: Disseminating announcements, queries, and replies (continued next
page).

when a sensor node ni receives or observes an announcement A :
DCRi.time stamp = A.time stamp;
DCRi.loc = A.loc;
if A was forwarded to ni (i.e., ni ∈W (A)) then

if ni is the final destination for A then
ni broadcasts A so that A is observed by all of ni’s neighbors;

else
To reach A.destination, ni forwards A to one of its neighbors according
to GPSR;

end

end

end

when a sensor node ni receives a query Q :

if ni is the final destination for Q then
ni initiates a reply R;
R.time stamp = DCRi.time stamp;
R.loc = DCRi.loc;
R.destination = Q.source;
To reach R.destination, ni forwards R to one of its neighbors according to
GPSR;

else
To reach Q.destination, ni forwards Q to one of its neighbors according to
GPSR;

end

end

when a sensor node ni receives a reply R :

if DCRi.time stamp > R.time stamp then
R.time stamp = DCRi.time stamp;
R.loc = DCRi.loc;

else
DCRi.time stamp = R.time stamp;
DCRi.loc = R.loc;

end

if ni is not the final destination for R then
To reach R.destination, ni forwards R to one of its neighbors according to
GPSR;

end

end
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Algorithm 10 continued

when a sensor node ni, that has sent a query, receives two replies :
ni sends its delay-sensitive data to DCRi.loc using GPSR;

end

when the data collector moves to a new location loc :
The data collector initiates an announcement A;
A.time stamp =the current time according to the data collector’s clock;
A.loc = loc;
A.destination = a north extreme point;
The data collector picks an active trajectory node ni;
The data collector sends A to ni;
A.destination = a south extreme point;
The data collector sends A to ni;

end

communication. We state the following theorem to prove the correctness of the protocol

described above.

Theorem 4 If announcements, queries, and replies are disseminated as described in

Algorithm 10, for any pair of an announcement A and a reply R,

U(R) ∩ (W (A) ∪W (A)) 6= φ.

Proof Let |ab| denote the Euclidean distance between two points4. Let τ denote the path

connecting the north extreme point, all sensor nodes in W (A), and the south extreme

point for an announcement A. And let ψ denote the path connecting the east extreme

point, all sensor nodes in U(R), and the west extreme point for a reply R. Fig. 5.3 shows

an example of such paths. τ is connecting a north extreme point and a south extreme

point through the sensing field, and ψ is connecting an east extreme point and a west

extreme point through the sensing field. Therefore, τ and ψ must intersect, and their

intersection may occur at a sensor node, at a line segment connecting two sensor nodes,

or at a line segment connecting a sensor node and an extreme point. Fig. 5.4 shows all

possible cases for the intersection of τ and ψ. We prove this theorem in each of these

cases as follows:

4ni, which we usually use to refer to a sensor node, may also be used to refer to the point where that
sensor node is located.
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Figure 5.3: τ and ψ.

(a) The intersection occurs at a sensor node ni. Therefore, ni ∈ U(R) and ni ∈W (A),

and this is sufficient to make U(R) ∩ (W (A) ∪W (A)) 6= φ

(b) The intersection occurs at a point p which is the intersection of a line segment of τ ,

connecting two sensor nodes ni and nk, and a line segment of ψ, connecting a sensor

node nj and an extreme point ej . Let us compare |pni| and |pnj |. If |pni| < |pnj |,

ni is closer to ej than nj , which contradicts with the fact that GPSR delivers the

query to the sensor node which is the closest to ej. If |pni| ≥ |pnj |, |njnk| ≤ |nink|,

which means that nj and nk are neighbors. Therefore, nj ∈ U(R) and nj ∈ W (A),

and this is sufficient to make U(R) ∩ (W (A) ∪W (A)) 6= φ.

(c) The intersection occurs at a point p which is the intersection of a line segment of

τ , connecting a sensor node nj and an extreme point ej, and a line segment of ψ,

connecting two sensor nodes ni and nk . This case is similar to case (b). Let us

compare |pni| and |pnj|. If |pni| < |pnj|, ni is closer to ej than nj , which contradicts
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Figure 5.4: τ and ψ intersection cases.

with the fact that GPSR delivers the announcement to the sensor node which is

the closest to ej . If |pni| ≥ |pnj |, |njnk| ≤ |nink|, which means that nj and nk are

neighbors. Therefore, nk ∈ U(R) and nk ∈ W (A), and this is sufficient to make

U(R) ∩ (W (A) ∪W (A)) 6= φ.

(d) The intersection occurs at a point p which is the intersection of a line segment of

τ , connecting two sensor nodes ni and nk , and a line segment of ψ, connecting two

sensor nodes nj and nl . Let us compare |pni| and |pnj|. If |pni| < |pnj |, |ninl| <

|njnl|, which means that ni and nl are neighbors. Therefore, nl ∈ U(R) and nl ∈

W (A), and this is sufficient to make U(R) ∩ (W (A) ∪W (A)) 6= φ. If |pni| ≥ |pnj |,

|njnk| ≤ |nink|, which means that nj and nk are neighbors. Therefore, nj ∈ U(R)

and nj ∈W (A), and this is sufficient to make U(R) ∩ (W (A) ∪W (A)) 6= φ.

(e) The intersection occurs at a point p which is the intersection of a line segment of

τ , connecting a sensor node ni and an extreme point ei, and a line segment of ψ,

connecting a sensor node nj and an extreme point ej. Let us compare |pni| and

|pnj|. If |pni| < |pnj|, ni is closer to ej than nj , which contradicts with the fact

that GPSR delivers the query to the sensor node which is the closest to ej . If

|pni| ≥ |pnj |, nj is closer to ei than ni, which contradicts with the fact that GPSR
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delivers the announcement to the sensor node which is the closest to ei. Therefore,

this case is impossible to occur.�

5.4.3 Implementation issues

Since an announcement or a query message is destined to a location outside the sensing

field (i.e., an extreme point), GPSR delivers it to the nearest boundary node. However,

that requires the message to traverse the external face before realizing that the destination

is unreachable. This results in a large number of unnecessary transmissions. To resolve

this issue, we make a slight modification to GPSR: when a message, originating at a node

ni, is destined to an extreme point, it is delivered to the nearest boundary node nj, and

the location of nj is returned to ni. Subsequent announcement or query messages from

ni are destined to nj directly, rather than to an extreme point, to avoid traversing the

external face.

Another practical concern here is what if a packet, carrying delay-sensitive data,

arrives to an active trajectory node that has just been left by the data collector and is

not active any more. This can be dealt with using a mechanism proposed in [76]. The

main idea is to forward late data from the previous active trajectory node to one of the

current active ones using some intermediate nodes. This can be facilitated by having the

data collector leaving imprints and gradients at active trajectory nodes. This enables

trajectory nodes, which are not active but are in the vicinity of the data collector, to

track the data collector. Another alternative is to inform the source of the data to locate

the data collector and resend its data again.

5.5 Experimental results

We compare the proposed scheme with a static scheme that has a stationary data col-

lector. We also show the difference between the network lifetime of our scheme and the

optimal network lifetime obtained using linear programming in a centralized fashion (as
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shown in Chapter 3). In the static scheme, a data collector is placed in the center of the

sensing field, and sensor nodes use shortest path routing to deliver their data to the data

collector.

We use the general energy consumption model described in Section 3.4. The packet

size is 512 bits. Every sensor node has an initial energy of 50 J and generates 150

packets/round. 50% of the data is delay-sensitive and 50% is delay-tolerant.

Our simulations involve networks of size 200, 400, 600, 800, and 1000 sensor nodes

randomly deployed in a 300 x 300 m2, 400 x 400 m2, 500 x 500 m2, 600 x 600 m2, 700 x 700

m2 fields, respectively. For each network size, we test 20 instances and take the average.

The standard deviations of all averaged results in our simulations in this chapter were

within 12.2% of the average value.

To generate a trajectory for the data collector, we use a simple method. We divide

the sensing field in to four equal-size squares; the trajectory of the data collector is a

quadrilateral that has a vertex inside each square.

Fig. 5.5 shows a comparison of network lifetime of the three schemes. The lifetime of

a network with a mobile data collector is at least 3 times longer than that of a network

with a stationary data collector. The ratio of the network lifetime using a mobile data

collector to that using a stationary one is proportional to the size of the network as

shown in Fig. 5.6. This is because the number of trajectory nodes using a stationary

data collector is the same regardless of the size of the network. This makes the load

assigned to each trajectory node proportional to the size of the network. On the other

hand, the number of trajectory nodes with a mobile data collector is proportional to the

size of the network5; this means that with a larger network, the increase in the amount

of data generated over the network is confronted with a similar increase in the number

of trajectory nodes.

Fig. 5.7 shows a comparison of the average energy consumed per bit between different

schemes. Besides load balancing, data collector mobility brings a decrease in the total

5Here we assume that the size of the data collector trajectory is proportional to the size of the sensing
field.
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consumed energy. This is a direct result of having more trajectory nodes distributed over

the sensing field; this results in sending delay-tolerant data over shorter routes.

The network lifetime of our distributed scheme is 50% to 75% of that of the cen-

tralized, optimal scheme. That is because of the careful placement of the data collector

experienced in the optimal scheme. Furthermore, the optimal scheme is centralized, i.e.,

all information about the network is available to a centralized entity where the optimal

routing and placement of the data collector is computed, and it is assumed that the

optimal routes are delivered to sensor nodes at no cost.

5.6 Summary

For the sake of load balancing and lifetime prolonging in WSNs, we propose a scheme

for data gathering using a mobile data collector. The novelty of our scheme stems from

its distributed nature and from exploiting data collector mobility with a reasonable data

delivery delay. Furthermore, we do not assume any time synchronization between the

data collector and the sensor nodes. The low complexity of our scheme, as compared
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to other schemes that use comprehensive optimization tools (e.g., linear programming),

makes it easy to implement in ad hoc WSNs. Simulation results show that our scheme has

the potential to prolong the lifetime of a WSN significantly as compared with a classical

WSN with a stationary data collector.
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Chapter 6

Conclusion

The last decade has witnessed a growing interest in WSNs due to their unique potential

in a wide range of environmental, scientific, and civilian applications. Sensor nodes are

known to be untethered in terms of power and communication. While that is the key

for enabling this bunch of applications, it brings several challenges in the hardware and

software design of these sensor nodes. One of these challenges is the limited energy

supply and, hence, the limited lifetime of these battery-operated devices. The multi-

hop relaying, which is a direct result from the energy constraints, causes the energy

expenditure to vary significantly over different parts of the network; nodes closer to the

data collector do much more work and run out of energy much faster than other nodes.

A promising solution to this problem is to employ multiple data collectors and to change

their locations periodically to distribute the load evenly among different parts of the

network. The work presented in this thesis strives to extend the network lifetime through

exploiting mobile data collectors.

Schemes presented in this thesis are summarized in Section 6.1. Section 6.2 highlights

some future research directions.
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6.1 Summary

The schemes presented in Chapter 3, Chapter 4, and Chapter 5 aim at prolonging the

lifetime of a WSN by finding a near-optimal placement of the mobile data collectors

and/or by setting the routing paths to deliver data from the stationary sensor nodes to

the mobile data collectors. These schemes differ in the assumptions about the sensing

field, in the assumptions about the transmission range of sensor nodes, in being delay-

tolerant or delay-sensitive, and in being distributed or centralized.

In Chapter 3, two schemes for routing and placement of mobile data collectors in 2D

terrestrial WSNs are proposed. The first one places data collectors on predefined tracks

spanning the sensing field, and the second one places them at any location in the sensing

field. Both schemes use linear programming in a centralized fashion. All sensor nodes

are assumed to have the same fixed transmission range.

In Chapter 4, two schemes for routing and placement of mobile data collectors in 3D

underwater WSNs are proposed. In both schemes, mobile data collectors are placed on

the surface of the water, yet sensor nodes float at different depths underwater. Sensor

nodes are assumed to have multiple discrete transmission ranges. The first scheme is

delay-tolerant in the sense that it strives to prolong the network lifetime without any

constraints on the delay. The second scheme is delay-sensitive; it aims at prolonging the

network lifetime while maintaining an upper bound on the data delivery delay. Both

schemes use linear programming in a centralized fashion.

One of the problems we solved in this thesis is discretizing the search space for data

collectors: for the placement problems defined in Chapter 3 and Chapter 4, we devise

an algorithm to find a relatively small set of points that embodies an optimal placement

(we call such a set a complete set). Once a complete set is found, finding the optimal

placement is formulated as a MILP.

In Chapter 5, we present a distributed scheme for routing data from sensor nodes

to a mobile data collector on a globally known trajectory. This scheme employs two
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routing protocols: delay-tolerant routing and delay-sensitive routing. The former is used

to deliver delay-tolerant data to a nearby trajectory node where they wait for the data

collector to come and pick them up. The latter is used to locate the data collector and

to deliver delay-sensitive data to the data collector in its current location.

6.2 Future work

Several future research problems can be derived from our work thus far. In this section,

we point out some of these problems.

1. Current proposals for data collectors placement suffer either a high computational

complexity or a low performance in practice. A low complexity heuristic that is

capable of finding good placements (rather than optimal ones) is missing.

2. We used the maximal overlapping regions of a set of disks to find complete sets in

2D spaces. A more challenging problem is finding the maximal overlapping regions

of a set of spheres in a 3D space. That is useful when data collectors are allowed

to go underwater rather than being limited to the surface of the water.

3. In Chapter 5, it is assumed that the trajectory of the data collector is given. An

interesting problem is finding a good trajectory given the data generation rates of

sensor nodes and the routing protocol they are using.

4. The scheme in Chapter 5 can be modified as follows. Sensor nodes send requests

to the data collector to come and pick the delay-tolerant data rather than using

a fixed trajectory for the data collector. In this case, a good route for the data

collector to visit nodes which have sent data pick-up requests is needed.
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