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Abstract 

This thesis presents a control strategy for islanded (autonomous) operation of an electronically-

coupled Distributed Generation (DG) unit and its local load. In a grid-connected mode of opera­

tion, the grid dominantly dictates frequency and voltage at the Point of Common Coupling (PCC) 

and the DG unit controls its exchanged real and reactive power components with the grid, using 

the conventional control strategy based on dq-current components. Subsequent to an islanding de­

tection and confirmation, the dq-current controller is disabled and the proposed robust controller is 

activated. The proposed controller utilizes (i) an internal oscillator for frequency control and (ii) a 

feedback control system to regulate the island voltage. Despite load parameters uncertainties and 

unbalanced load conditions, the proposed controller guarantees robust stability and pre-specified 

performance criteria, e.g. fast transient response and zero steady-state error. 

To provide smooth transition from a grid-connected mode to an autonomous (islanded) mode, 

a fast and accurate islanding detection method is also proposed and investigated in this thesis. 

The islanding detection method is based on injecting a negative-sequence current through the 

Voltage Sourced Converter (VSC) controller of a DG unit and detecting and quantifying the corre­

sponding negative-sequence voltage at the PCC, as the islanding indicator, by means of a Unified 

Three-phase Signal Processor (UTSP). Performances of the islanding detection method and the 

proposed robust controller are demonstrated based on digital time-domain simulation studies in 

the PSCAD/EMTDC software, and validated based on a laboratory scale experimental setup. 
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Chapter 1 

Introduction 

1.1 Statement of the Problem 

Distributed Generation (DG) systems such as photovoltaic, wind farm, fuel cell, micro turbine, 

and internal combustion engine units are increasingly used to address environmental problems, 

improve power quality, and increase capacity of the electric grid. A DG unit is often connected 

in parallel with a host distribution network and supplies power to the utility system and local 

loads. A DG unit usually uses a Voltage-Sourced Converter (VSC) as its interface medium as 

shown in Figure 1.1. Under normal conditions, both the DG unit and its local load operate in a 

grid-connected mode. In a grid-connected mode, the conventional control strategy for the interface 

VSC is based on the current-controlled strategy [1] in which the grid dominantly dictates frequency 

and voltage at the Point of Common Coupling (PCC) and the interface VSC controls its exchanged 

real and reactive power components with the grid, using ^-current components. 

A utility power system is often subjected to preplanned or accidental switching events. These 

events may result in an intentional or accidental islanding operation of a DG unit. When the 

DG unit and its local load are disconnected from the grid by opening switch CB, Figure 1.1, an 

islanded system is created. Under the current utility practice and the existing standards [2,3], 

accidental islanding is not permitted and, upon islanding detection, DG units are required to be 

disconnected and shut down for the following reasons [4-6]: 

• Subsequent to an islanding event, frequency and voltage of the island may drift and the 

island can become unstable. Voltage and/or frequency excursions can cause damage to the 

1 



Potential Island 

D_G_Unit_ 

Converter 

K dc 

vsc 

* 

Grid 

PCC 

-W\,—rY^ry^i-

R, L, 

Local 
Load 

Figure 1.1: Schematic diagram of a grid-interfaced DG unit 

local load [7]. 

• An energized island may adversely impact restoration of normal service by the utility, e.g. 

automatic reclosing. 

• Reclosing onto an island may result in re-tripping the line or damage to the DG unit, or other 

pieces of equipment [8]. 

• Islanding may create a hazard for the utility line-workers by causing a portion of the grid to 

remain energized when it is assumed to be disconnected from all energy sources [9], 

With the gradual increase in the depth of penetration of DG units, the economical considera­

tions, the reliability requirements, and the continuity of supply indicate that subsequent to island­

ing detection of a DG unit and its local load, the island should remain operational and operate as an 

autonomous system. However, there are several technical challenges associated with the operation 

and control of autonomous islands. A technical challenge to enable an island to remain operational 

in both grid-connected and islanded modes is to equip the coupling VSC of the DG unit with con­

trollers that can accommodate both modes of operation and the transition process between the two 

modes. When the DG unit, including its local load, is islanded, due to power mismatch between 

the load and the DG unit, without voltage and frequency controls, the voltage magnitude and the 

island frequency deviate from their rated values. Thus, voltage and frequency of the load can vary 

significantly if the DG unit does not provide voltage and frequency control. Therefore, to achieve 

autonomous operation of the island with no power uninterruptible, the islanding event must be 



rapidly detected and a new control strategy that can regulate voltage magnitude and frequency of 

the island should be activated. 

Accurate and fast detection of the islanding phenomenon is another challenge, which is a 

prerequisite to achieve uninterruptible autonomous operation for the island. To permit smooth 

transition from the grid-connected to the islanded mode of operation, and to maintain stability and 

power quality of the island, fast and accurate islanding detection is required. Most of the currently 

used and/or proposed islanding detection methods are relatively slow, i.e. operate within half 

a second to two seconds following an islanding event [10], and thus cannot lead to autonomous 

operation of an island. Nevertheless, these methods are adequately fast when used as anti-islanding 

methods. 

The main objective of this thesis is to design a control strategy to provide autonomous opera­

tion for an islanded system. It should be noted that the controller must accommodate unbalanced 

load scenarios and uncertain load parameters. In addition, since the continuity of supply (no power 

interruption) is required, transition from the grid-connected mode to the islanded mode should be 

carried out smoothly. Therefore, a fast and accurate islanding detection method should also be 

developed. 

1.2 Existing Methods of Islanding Detection 

This section outlines various existing islanding detection methods. Based on the literature review, 

islanding detection methods may be divided into three categories: passive resident methods, active 

resident methods, and communication-based methods. In this section, we briefly overview the 

most important methods of islanding detection in each of these categories. Principles of operation, 

merits, drawbacks, and also the non-detection zones (NDZ) of such methods have been discussed 

in [11]. For a given islanding detection method, the NDZ is a region (or space), specified by the 

system parameters, in which the islanding detection fails to detect an islanding event [8]. 

1.2.1 Passive Resident Methods 

A passive resident method relies on the detection of an abnormality in the electrical parameters at 

the PCC. The three major passive methods, resident in the converter, are based on [11-13]: 
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1. over/under voltage and over/under frequency protection (OVP/UVP and OFP/UFP), 

2. phase jump detection (PJD) or power factor detection, 

3. detection of voltage harmonics. 

Any passive resident method has a NDZ, i.e. in a closely matched-power condition between the 

DG unit and the local load, the passive method fails to detect islanding. The reason is that under 

a matched-power condition, the monitored signals, e.g. voltage, frequency or their derivatives, do 

not deviate noticeably and consequently do not exceed their threshold values within reasonable 

time intervals. However, a smaller NDZ can be achieved by reducing the threshold values for 

the monitored signals. This is at the price of causing more nuisance/false trips. Nevertheless, the 

passive methods are structurally simple and can be implemented at low cost. 

1.2.2 Active Resident Methods 

An active resident method attempts to artificially create an abnormal condition in the PCC voltage 

that can be detected subsequent to an islanding event. Several active resident methods have been 

discussed in [11] and include 

1. slip mode frequency shift (SMS) or phase-locked loop slip [14], 

2. frequency bias or active frequency drift (AFD) [15], 

3. Sandia frequency shift (SFS) and Sandia voltage shift (SVS) [4], 

4. frequency jump or Zebra method [11]. 

An active detection scheme is expected to have no NDZ, since it intentionally creates a mismatched-

power condition subsequent to the islanding event. However, when the system is already in 

a mismatched-power condition, the injected signal by the VSC could coincidentally create a 

matched-power condition. As a result, an island can be formed and the active method may fail 

to detect it. 

Power quality degradation, stability concern, and multi-DG interactions are the other issues 

associated with active islanding detection methods [16]. 
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1.2.3 Communications-Based Methods 

A communication-based method involves transmission of data between a DG unit and the host 

utility system. The data is used by the DG system to determine when to cease operation. The three 

main methods of this category are based on the use of 

1. power line carrier (PLC) communications [17,18], 

2. signal produced by disconnect [11], 

3. supervisory control and data acquisition (SCADA) [11]. 

All communication-based methods are fast and have no NDZ, except for the PLC method which 

fails when some types of loads replicate the carrier signal. For example, an electric motor subjected 

to mechanical vibrations could produce harmonic voltages [17] which may coincide with those of 

the carrier signal. 

The main limitations of a communication-based scheme are the cost and complexity. The 

reason is that a transmitter, capable of sending signals through the distribution system to all DG 

units, is relatively expensive. The other concern is the possible interference of the communication 

signal with those of other power line communication applications, e.g. automatic meter reading 

[11] schemes. 

1.3 Rationale for a New Islanding Detection Method 

Based on the literature review carried out in Section 1.2, the lack of an islanding detection method 

as the first step for stable, autonomous operation of the islanded system is obvious. In this thesis, 

we propose an islanding detection method that: 

• is faster than the available methods, 

• has no NDZ, and minimum power quality impact, 

• is insensitive to distortions, e.g. noise and harmonics, 

• is robust to perturbation in system parameters and characteristics. 
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The proposed islanding detection method is based on local measurements (without communica­

tions) and provides the capability for smooth transition from a grid-connected mode to an islanded 

mode of operation. 

1.4 Existing Control Strategies for Autonomous Operation of 

Islanded Systems 

This section reviews the existing control schemes for autonomous operation of an islanded system 

in the context of microgrids and uninterruptible power supply (UPS) systems. 

1.4.1 Microgrid Control Strategies 

A microgrid is an integrated energy system consisting of loads, distribution grid, and DG units 

which can operate in (i) a grid-connected mode, (ii) an islanded (autonomous) mode, and (iii) 

transition between the two modes [19]. Under normal conditions, a microgrid operates in a grid-

connected mode and the grid dominantly dictates frequency and voltage of the microgrid. In 

the grid-connected mode, each DG unit of the microgrid controls its exchanged real and reactive 

power components with the grid based on the dq-current control strategy. However, subsequent to 

an islanding event, the islanded microgrid should activate new control strategies to provide voltage 

and frequency regulation. 

An augmented dg-current control strategy for multiple DG units in an islanded microgrid, 

based on frequency/power and voltage/reactive-power droop characteristics of each DG unit, has 

been extensively reported [19-24]. In this approach, each DG unit is equipped with two droop 

characteristics: (i) frequency as a linear function of real power, and (ii) voltage magnitude as a 

linear function of reactive power. Based on these droop characteristic, frequency is dominantly 

controlled by real power flow, and voltage magnitude is regulated by reactive power flow of the 

DG unit. This approach does not directly incorporate load dynamics in the control loop. Thus, 

large and/or fast load changes can result in either poor dynamic response or even voltage/frequency 

instability. 

A control strategy to regulate voltage and frequency of a single DG islanded system is pro-
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posed in [25], This method assumes intentional islanding and a high band-width for its current 

control loop, i.e. the interface converter is modelled by an ideal current source. This method could 

fail if the load dynamics are faster than that of the current source. A robust control scheme for 

a microgrid, based on //„, optimal control [26,27], is proposed in [28] to provide robust perfor­

mance in the presence of variations of power factor correction (PFC) capacitor. PFC capacitance 

is the only uncertain parameter which appears in the microgrid model. Moreover, the H^ norm 

is effective for providing robust stability and may not guarantee voltage tracking capability under 

parametric uncertainty. 

1.4.2 UPS Control Strategies 

Uninterruptible power supply (UPS) systems are widely used in commercial and industrial appli­

cations such as computers, communication systems, medical equipment, and semiconductor man­

ufacturing systems. Voltage control, low total harmonic distortion (THD), zero output impedance, 

desirable transient response, and robustness with respect to nonlinear and uncertain loads are the 

main performance characteristics for a UPS system [29]. If a UPS system is expected to operate 

under unbalanced conditions, the design of a robust controller that fulfills the requirements is a 

challenging task [29]. 

Several robust control strategies have been proposed for UPS systems in the technical liter­

atures [30-39]. The sliding mode control (SMC) provides a fast transient response and a superb 

performance against load parameters uncertainties [31,32,40]. However, the main limitation of 

the SMC is the so-called chattering phenomenon [41] which can be reduced by the use of high 

performance switches and increase in the switching frequency [40]. 

Recent advance in microprocessors and digital signal processors have made the digital control 

tractable in industrial applications. As a result, the deadbeat control strategies have been applied to 

regulate the output voltage of a UPS system [33-37]. Based on a deadbeat control, a closed-loop 

system shows fast transient response and, to a certain degree, can provide robust stability with 

respect to parameters uncertainties. Although the method has been successfully implemented for 

single-phase and three-phase UPS systems, it is (i) highly sensitive to model uncertainties, (ii) 

sensitive to noise on the measured variables, and (iii) based on estimation of system parameters 

[42,43]. 
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To overcome disadvantages of the deadbeat control, multi-loop controllers [38,39] which are 

structurally simple and easy to implement are proposed. A multi-loop control strategy is based 

on an inner current loop to provide a high bandwidth for stability and fast dynamic response, and 

an outer voltage loop to produce sinusoidal output voltage with minimum steady-state error and 

minimum harmonics. However, this approach suffers from the switching noise and distortions 

since it proposes a wide-band controller [39]. Therefore, particular care must be taken in digital 

implementation of the controller, e.g. reducing the band-width of the controller. 

The aforementioned control strategies cannot robustly provide the desired performance speci­

fications over a wide range of parameters uncertainties. Therefore, to ensure a prespecified degree 

of robustness, the //«, optimal control approach of [26,27] for sinusoidal reference tracking of a 

single-phase UPS inverter is proposed in [44], As mentioned in Section 1.4.1, the Hoo optimal con­

trol is not suitable for obtaining a guaranteed robust performance. Hence, the approach of [44] may 

not guarantee voltage tracking feature of the closed-loop system under parameter perturbations. 

To reduce the drawbacks of the H^ control, a robust controller can be shaped using the /i-

synthesis approach of [45]. Robust controller design for a single-phase UPS inverter, based on the 

/^-synthesis, is discussed in [46]. The proposed method considers perturbations in both input DC 

voltage and load as static and dynamic uncertainties, respectively. By applying the ^/-synthesis, a 

feedback controller that simultaneously achieves robust stability and robust tracking performance 

is obtained. The main drawback associated with the yu-formulation is a high-order controller due 

to the loop-shaping requirements. As an example, the proposed controller of [46] is a 28,/! order 

controller, which is reduced to a \2th order controller after applying the optimal Hankel-norm 

model reduction method. 

In this thesis, a control strategy for autonomous operation of an islanded system, based on the 

dynamic model of the island, is proposed. The robust control techniques such as robust servomech-

anism problem (RSP) [47] and parametric tools [48] are used to design and analyze the proposed 

controller. The proposed controller is robust with respect to load parameters uncertainties and 

accommodates unbalanced load conditions. 
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1.5 Thesis Objective 

The main objective of this research is to propose a control strategy to provide autonomous opera­

tion for a single DG islanded system. The proposed controller must be 

1. robust with respect to load parameters uncertainties, 

2. capable of coping with unbalanced load conditions, 

3. immune to measurement and switching noise, 

4. able to reject disturbances such as harmonics, 

5. structurally simple for efficient implementation in digital hardware/software environments. 

In addition, to guarantee smooth transition from a grid-connected mode to an islanded mode of 

operation, a fast and accurate islanding detection method should also be developed. The proposed 

islanding detection method must 

1. be faster than the available methods, 

2. have no NDZ, and minimum power quality impact, 

3. be insensitive to distortions, e.g. noise and harmonics, 

4. be robust to perturbation in system parameters and characteristics. 

1.6 Thesis Structure 

Chapter 2 develops a mathematical model and investigates the stability performance of a Unified 

Three-phase Signal Processor (UTSP). The UTSP is based on a new approach to decompose a 

set of three-phase signals into its constituting symmetrical components. The UTSP also estimates 

frequency, magnitudes and phase-angles of the sequence components. The UTSP provides real­

time estimation of instantaneous symmetrical components and their attributes also in a variable 

frequency environment. In the context of this research, the UTSP system is used as the core unit 

of an active islanding detection method, which is also proposed in this thesis. 
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Chapter 3 evaluates the performance of the UTSP of Chapter 2. Several simulation case studies 

are performed in the Matlab/Simulink environment to show that the UTSP system is capable of 

estimating the sequence components and the parameters of a set of three-phase signal which can 

be polluted with noise and harmonics. Chapter 3 verifies that the UTSP system can be employed 

as the main building block of an active islanding detection method. 

Chapter 4 proposes a new islanding detection method, using the UTSP as its main building 

block, for a DG unit which is coupled to a utility grid through a three-phase VSC. The proposed 

islanding detection method is based on injecting a negative-sequence current through the VSC 

controller and detecting and quantifying the corresponding negative-sequence voltage at the PCC 

of the VSC by means of the UTSP system. Performance of the proposed islanding detection 

method under UL1741 anti-islanding test [3] is evaluated, and its sensitivity to noise, grid short-

circuit ratio, grid voltage imbalance, and deviations in the UL1741 test parameters are presented. 

Autonomous operation of an islanded single DG system which is under balanced conditions is 

investigated in Chapter 5. The objective is to design a robust controller for the DG unit to regulate 

voltage magnitude and frequency of the island, despite unknown load parameters. To provide a 

fixed frequency for the island, a crystal oscillator is used in the control system of the DG unit. To 

robustly regulate voltage magnitude at the PCC, a feedback control system, based on a dynamic 

model of the islanded system, in a rotating reference frame (dq-frame), is designed. The proposed 

islanding detection method of Chapter 4 is employed to detect the islanding event for this purpose. 

Chapter 6 investigates autonomous operation of an islanded single DG system which is under 

unbalanced load conditions. The chapter presents a robust controller for the DG unit to provide 

a set of balanced voltages at the load terminals, despite an unbalanced load with uncertain pa­

rameters. Similar to the control strategy of Chapter 5, the designed controller utilizes an internal 

oscillator to control the island frequency, and employs the proposed islanding detection method of 

Chapter 4 to permit transition capability from the grid-connected to the islanded mode of opera­

tion. Summary and conclusions of the thesis are presented in Chapter 7. 
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Chapter 2 

Unified Three-phase Signal Processor 

(UTSP) for Islanding Detection 

This chapter develops a mathematical model and proposes a stability performance of a Unified 

Three-phase Signal Processor (UTSP). The UTSP is a new system for decomposing a set of three-

phase signals into its constituting symmetrical components. The UTSP also estimates frequency, 

magnitudes and phase-angles of the sequence components. The UTSP is useful for real-time 

estimation of instantaneous symmetrical components and their attributes in a variable frequency 

environment. 

In the first section, dynamical equations of the UTSP are developed. The governing equations 

of the UTSP are derived based on defining an instantaneous cost function and minimizing the 

function by means of a gradient descent algorithm. In the second section, a stability analysis of 

the UTSP, similar to the classic analysis for Phase-Locked Loop (PLL) [49], is performed. The 

UTSP is an autonomous forced nonlinear system and nonlinear analysis of such a system requires 

the theory of Input to State Stability (ISS) [50]. As of now, there are no systematic approaches to 

investigate stability of this group of nonlinear systems, and we do not discuss nonlinear analysis 

of the UTSP in this thesis. This chapter also presents a method for adjusting parameters of the 

UTSP. 
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2.1 Introduction 

Most signals in the power systems are in the form of three-phase sinusoidal signals. A set of 

three-phase signals is balanced when the three signals have equal magnitudes and 120 degrees 

phase-displacements, otherwise they are unbalanced. The theory of symmetrical components [51] 

indicates that an unbalanced set of three-phase signals can be uniquely decomposed into three 

sets of three-phase signals: (1) a set of balanced signals with 120 degrees phase-shifts called the 

positive-sequence, (2) a set of balanced signals with -120 degrees phase-shifts called the negative-

sequence, and (3) a third set with zero degree phase-shifts called the zero-sequence. 

Assuming that the power system operates at a fixed and known frequency, and under a steady-

state sinusoidal condition, each sequence component is determined by its magnitude and its phase-

angle. Thus, a total of six parameters for the three sequence components are conventionally used 

to characterize them in the steady-state sinusoidal operation. 

Symmetrical components find their applications in a variety of power system problems such 

as power systems protection, fault detection and classification, reactive power compensation, un­

balance compensation, system modeling and identification [52-56]. Particularly, the concept of 

symmetrical components can be employed in the fast growing technologies of distributed genera­

tion (DG) systems to resolve protection issues such as islanding. 

The theory of symmetrical components was first introduced in [51] for complex phasors. It 

is formulated in terms of a linear matrix transformation involving the unity complex phasor a = 

eJy. The concept of symmetrical components for time-domain signals was then presented in [57]. 

The extension, however, also uses the complex phasor a = e-'f and results in the instantaneous 

symmetrical components which are complex quantities; the real and imaginary parts of which are 

used for the analysis purposes [58]. The complex phasor a = eJ? can be considered as a phase-shift 

operator of y radian (in the complex plane) when it operates on a complex phasor. Its operation 

on a real time-domain signal is, however, somehow ambiguous and an obstacle in understanding 

the nature of instantaneous symmetrical components. For example, the method presented in [59] 

uses the instantaneous symmetrical components as the basis for load balancing and power factor 

correction. The method of [59] defines the power factor based on the phase difference between the 

instantaneous positive-sequence components of voltage and current signals. Then, it calculates the 
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phase-angles in the complex plane. Although the authors of [59] have justified their approach, it 

still remains unclear as the calculated phase-angles are not proved to be identical with those of the 

actual time-domain sequence components [60]. 

To alternatively define the instantaneous symmetrical components, some authors interpreted 

the unity complex phasor a - e'i as a y radian phase-shift in time-domain. This definition 

is more suitable than the previous one as it does not involve complex quantities in time-domain 

signals. Such a 120 degrees time-domain phase-shift is then transformed to a 90-degree phase-shift 

operator for easier realization and is implemented using either an enhanced PLL [61 ], a linear first-

order all-pass filter [62], or a state observer [63]. Signal processing techniques such as stochastic 

estimation theory [64], adaptive linear combiner [65] and weighted least-squares estimation [66] 

are intrinsically similar to other methods which have been employed to realize the phase-shift in 

time-domain and subsequently to estimate the instantaneous symmetrical components. 

This chapter presents a Unified Three-phase Signal Processor (UTSP) for decomposing a set of 

three-phase signals into its constituting instantaneous positive-, negative-, and zero-sequence com­

ponents [60]. The proposed UTSP system operates based on estimating magnitudes, phase-angles 

and frequency of the sequence components, and synthesizing the signals in the time-domain. Since 

the UTSP provides real-time estimation of the magnitudes and phase-angles of the sequence com­

ponents, the steady-state and dynamic phasors associated with the symmetrical components are 

also provided by the UTSP [60]. In other words, the UTSP estimates the sequence components 

both in frequency-domain (as phasors) and in time-domain (as sinusoidal signals). The summation 

of the three sequence components forms the fundamental components in both frequency and time 

domains. 

Stability analysis of the UTSP system is carried out, similar to the classic analysis for PLL, 

based on linearizing the dynamical system and obtaining the associated eigenvalues of the lin­

earized system. The analysis concludes that the linearized system is asymptotically stable. Some 

guidelines regarding design of parameters of the UTSP system are also discussed in this chapter. 
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2.2 Mathematical Model of the UTSP 

Consider the set of three-phase signals u{f) = [ua(t) Ub(t) uc(t)]
T associated with a measured set of 

three-phase voltages or currents. u(t) can be unbalanced and/or contain distortions, e.g. harmonics 

and noise. We particularly assume that u{t) has a fundamental component 

«i(0 

A\ sm(a>ot + 6\) 

A2 sin(tJo? + 62) 

A3 sin(o>o? + #3) 

(2.1) 

which comprises three symmetrical components as u\(i) = up(t) + u„(t) + uz(t) in which 

Ap sm(u)0t + 6p0) 

Ap sin(w0f + 6po ~ y ) 

Ap sin(aj0t + 6p0 + y ) 

un 

An sin(w0f + 6n0) 

2n\ An sm(cjQt + 6n0 + f ) 

An sm(u>0t + 5„0 - T ) 

Az sin((jJot + 6zo) 

Az sin(w0f + <5zo) • (2-2) 

Az sin(cu0? + 6zo) 

The objective is to identify a system that receives the input signal u{t) and estimates the sequence 

components defined in (2.2) and estimates their attributes including magnitudes, phase-angles and 

frequency. 

Assume that y(t,&) = lya(t,&) yb(t,®) yc(t,&)]T is the "desired" output of our "desired" 

system which is expressed in terms of 0 as a suitable vector of parameters to be estimated. In 

other words, the output signal y is considered to be an estimate of the fundamental component of 

the input signals, i.e. u\, and the vector of parameters 0 includes the estimates of magnitudes Ax, 

phase-angles 5XQ, x = p,n, z, and frequency co0 of the sequence components of u\. Based on the 

concept of symmetrical components, the output signal y can also be written as a combination of 

its constituting positive-, negative- and zero-sequence components as follows: 

y = yP + yn + yz = vpSp + vnsn + vzsz 
(2.3) 
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where Vp, Vn and Vz are the magnitudes of the positive-, negative- and zero-sequence components 

of the output signal y, respectively, and Sp,Sn, and Sz are vectors defined as 

sin<f>p 

sm((pp 

sin((pp -

2n\ 

An 

J n 

sin0„ 

sin(0n + f ) 

sin(0„ + 4f) 

5Z = 

sin0 z 

sin0 z 

sin0 z 

(2.4) 

In (2.4), <pp, <pn and <pz are phase-angles of positive-, negative- and zero-sequence components of 

the output signal y, respectively. We also define the following vectors: 

COS0p 

costy, - f ) 

cos(^ - 4f) 

r = 

COS(^„ 

COS(0„ + f ) 

cos(0„ + f ) 

, Q = 

COS0Z 

COS(̂ z 

cos0 z 

(2.5) 

Notice that <px and 5*, x = p,n, z, are connected through the estimated frequency co as follows: 

f 
Jo 

^ ( 0 = a){T)dT + (^(0 x - p,n,z (2.6) 

where 5X, x-p,n,z are the estimates of constant phase-angles (^o, x = p,n, z, respectively. For an 

nxn real matrix A and a real n x 1 vector X, we have 

—(XTAX) = AX + ATX, 
oX 

(2.7) 

and if A is a real symmetric matrix, then 

dX 
(XTAX) = 2AX. (2.8) 

We use the gradient descent method to derive differential equations for the vector of param­

eters © = 6i 6i Vp Vn Vz Aco 6P 6„ 6Z The gradient descent algorithm 

provides a method of adjusting unknown parameters 0 so that a properly defined cost function J 

tends to its minimum point. The method is based on the idea of moving the unknown parameter to 

the opposite direction of the variations of the cost function with respect to that parameter [67]. Its 
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general formulization is as follows. 

®(t) =-n—J(t,&). (2.9) 
8® 

In (2.9), the n x n matrix /J is defined as diag{/Ji, • • • ,(in] which //,-, / = 1 • • • n are positive real 

constant numbers. 

A well-defined cost function for our analysis can be the "instantaneous distance" between the 

input signal u(t) and the output signal y(t, 0) as 

J{t, 0) = \\\u(t) - y(t, 0)||2 = i|kCf, ©)ll2 = \eTe 

= L
2[(ua - yaf + («* - yb? + (uc - yc)

2] (2.10) 

= \[e2
a + el + ell 

Now, we derive the governing differential equations of the desired system (UTSP) using the gra­

dient decent method as defined in (2.9) based on the cost function of (2.10) and the output signal 

as characterized in (2.3). First, we calculate gradient of cost function J with respect to parameter 

6,, i=l,2, ... 7, i.e. -§fJ(t, 0) , using (2.8) and The Chain-Rule Theorem [68] as follows. 

dJ _ 8{\eTe) d{\eTe) de 8{u-y) T dy 

80,~ 80, ~K de '-86,' 80, ~ 80, " K ' 

Therefore, 

^ • = ^ - ( V ^ + V„Sfl + ^ ) = S, for x = p,n,z (2.12) 
ovx 8VX 

JL. = y Vx^± = y Vx
dAi,^i. = t y VxCx (2.i3) 

dAca Z J
 xdAaj Z J

 xd4>x 8AOJ Z J * * K J 

x=p,n,z x=p,n,z x=p,nj 

8y 8 v-i v-i 8Sk v~i 8Si 8<bx 

w,= KX(VkSt) - Z iVtit = 2 v^w=v-c- Sorx="•"•z (2-14) 
* k=p,n,z k=p,n,z x k=p,n,z YX 

Substituting for g from (2.12)-(2.14) in (2.11) and (2.9), the governing differential equations 
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of the desired system (or the UTSP) are 

Vp =^eT.Sp 

Vn = p.2e
T.Sn 

Vz = wT.Sz 

• Aw = fi4e
T.(VpCp + VnCn + VZCZ) (2.15) 

<f>p = u>+jj5e
T.Cp 

<pn = oj + j^6e
T.Cn 

In (2.15), the fourth equation is a simplified version of the one directly obtained from the gradient 

descent method. The simplification is in removing a factor of time t as if it is absorbed in the 

parameter /14. This simplification turns the system into a time-invariant (autonomous) system. 

Dynamical equations (2.15) indicate that the UTSP is an autonomous and forced nonlinear system 

with seven state variables. 

A block diagram representation of the UTSP system corresponding to (2.15) is shown in Fig­

ure 2.1. The three top integrating units estimate amplitudes Vp, Vn and Vz, respectively. The four 

bottom integrating units estimate phase-angles cpz, cpn and (pp, and frequency a>. Each Sine-Cosine 

Generating (SCG) unit generates two vectors SX,CX, x = p,n,z which are used for estimating 

Vx, 4>x, x = p,n,z and a>. Each dot-product (DP) unit provides the dot-product of its two input 

vectors and each scalar-product (SP) unit produces the scalar-product of its two inputs. The UTSP 

shown in Figure 2.1 receives a set of three-phase signals shown by u{i) and provides the following: 

1. frequency a>, 

2. rate of change of frequency to, 

3. fundamental components in time-domain, i.e. y, 

4. vector of error or distortions e, e.g. harmonics, inter-harmonics, transient disturbances, 

5. amplitude of the positive-sequence component Vp, 

6. amplitude of the negative-sequence component V„, 
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7. amplitude of the zero-sequence component Vz, 

8. phase-angle of the positive-sequence component (pp, 

9. phase-angle of the negative-sequence component <pn, 

10. phase-angle of the zero-sequence component <f>z, 

11. instantaneous (time-domain) positive-sequence component^ = VPSp, 

12. instantaneous negative-sequence component yn = VnSn, 

13. instantaneous zero-sequence component^ = VZSZ, 

14. steady-state (phasor-domain) positive-sequence component Yp = Vpl0, 

15. steady-state negative-sequence component Yn - Vnl(</>„ - 4>p), 

16. steady-state zero-sequence component Yz = Vzl(<pz - <pp), 

17. fundamental components (phasor-domain) Y = Yp + Yn + Yz. 

If required, more information can be obtained through additional computations. For example, 

two UTSP units can be employed for a set of three-phase voltage and current measurements to 

compute instantaneous reactive currents and instantaneous real/reactive power components defined 

in electric power systems [69,70]. 

One may also adjust the parameters of the UTSP system to obtain appropriate performances 

for power systems applications, e.g. FACTS controllers, HVDC converters, and custom power 

controllers [60]. It should be noted that such a system with the capability of providing numer­

able parameters and signals is only controlled by parameters ju„ i - 1,2, ...,7. These parameters 

determine the speed and the accuracy of the system outputs. 

2.3 Stability Analysis of UTSP 

This section is devoted to stability analysis of the proposed UTSP based on a classic engineering 

approach presented in the literatures such as [49]. The UTSP is an autonomous forced nonlinear 
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u(t) + 

Figure 2.1: Block diagram of UTSP 
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system with seven states. Nonlinear analysis of such systems is a demanding task and requires 

the Input to State Stability (ISS) theory [50]. To prove nonlinear stability of the UTSP, we should 

find an ISS-Lyapunov function for the system (2.15). As of now, there has been no systematic 

method to find the ISS-Lyapunov function for such a system and therefore nonlinear analysis is 

not addressed here. In this section, stability of the UTSP system is justified by applying a pure 

sinusoidal three-phase signal as the input to the UTSP system and neglecting the oscillatory terms 

in the resultant dynamic [49], It should be noted that the three-phase input signal, i.e. u{t) of 

Figure 2.1, can be unbalanced. The stability approach adopted here is similar to the classic analysis 

for PLL [49] and is not a rigorous mathematical proof. 

Let u(t) = up{t) + un(t) + uz{t) be the input signal to the UTSP which is a combination of 

positive-, negative- and zero-sequence components, i.e., up(t), un{t) and uz(t). Moreover, suppose 

0o(O = wot where COQ is the angular frequency and a constant real number. up(t), un{t) and uz{t) are 

defined as 

up{t) = A, 

sin 0o 

' 0 - 3 

sin(0o - t) 

sin(0o - %) 
An-

, Un{t) — An 

sin(0o + Sn) 

sin(0o + Sn + f ) 

sin(0o + 6n + %) 

(2.16) 

sin(0o + 6z) 

uz(t) = Az sin(0o + <y • (2-17) 

sin(^o + $z) 

It is assumed that Ax, x = p,n, z, 6n and 8Z are constant numbers and therefore ux(t), x - p,n,z 

are pure sinusoidal signals. The estimated sequence components by the UTSP are yp(t), yn{t) and 

yz{t). Therefore, Vx, <pp, <pn and <f>z are estimation of Ax, x = p,n, z, <f>o, (0o + Sn) and (<p0 + 6Z), 

respectively. The error vector is 
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e(t) = u(t) - y(t) = 

[A p s in0 o - VpS'mcpp] 

[Apsin(4>0-%)-Vpsm(<pp-%)] 

[ A p s i n ( 0 o - f ) - V p s i n ( ^ - f ) ] 

[An sin(0o + S„) - Vn sin 0„] 

[An sin(0o + 6„ + f ) - Vn sin(0„ + f ) ] (2.18) 

[A„ sin(0o + <J„ + y ) - V„ sin(0„ + f ) ] 

[Az sin(0o + <5Z) - Vz sin 0Z] 

[Az sin(0o + 8Z) - Vz sin 0Z] 

[Azsin((/>o + 6Z) - Vzsir\(f>z] 

First, we calculate the dot-product of the error vector e(t) in Sx, x = p,n, z as they are required 

for calculating the first three equations of (2.15). 

+ 

e'.S, 

sin0p 

sin(0p - f) 

sin(0p - %) 

7, + T2 + ... + T9 (2.19) 

where Tu T\,..., Tg are 

= [Ap sin 0O - Vp sin 0P] sin 0p 

= ±Apcos((pp -<f>o)-\Vp- \Apcos((f>p + 0O) + \Vpcos20p, 

= [An sin(0o + 6„) - Vn sin 0„] sin 0P 

= \An cos(0p - 0o - 8n) -\V„ cos(0p - (/>„) 

-\An cos(0p + 0o + <W + 5 V„ cos(0p + 0„), 

= [Az sin(0o + 8Z) - Vz sin 0Z] sin 0p, 

(2.20) 
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T4 = [Ap sin(0o -fi-Vp sin(0p - f ) ] sin(0p - f ) 

= i A „ c o s ( 0 „ - 0 o ) - i V , 2 r P 

-±Ap cos(0p + 0o - f ) + IVP cos(20p - 4f), 

[A„ sin(0o + «5„ + f ) - V„ sin(0n + f ) ] sin(0p - f ) 

3 ' 

3 / ' n ^±XL\Yn ' 3 /J " " ' v r p 

1 = |A„ COS(0p - 0O - (5„ - y ) - 5 V„ COS(0p - 0„ 

-+An cos(0p + 0o + <5„) + 5 V„ cos(0p + 0„), 

T6 = [Az sin(0o + <5Z)
 _ VZ sin 0Z] sin( 2^ 

), 

(2.21) 

Therefore 

r„ 

= [Ap sin(0o - f ) - VP sin(0p - f ) ] sin(0p - f ) 

= |AP cos(0p - 0o) - jVp 

-±Apcos(<f>p + 0o + f ) + |ypcos(20p + f ) , 

= [A„ sin(0o + <*„ + 4f) - V„ sin(0„ + f ) ] sin(0p - 4f) 

= \An cos(0p - 0o - 8n - f ) - \ Vn cos(0p - 0„ - f ) 

- |A„ cos(0„ + 0o + 8n) + \ Vn cos(0p + 0„), 

T9 = [Az sin(0o + <5Z) - Vz sin 0J sin(0p - 4f) 

d/t 

(2.22) 

^•^p = Z L ^' = iCAp cos(0p - 0O) - VP] - -[An cos(0p + 0o + 6„) - Vn cos(0p + 0„)] 

*-HVP-AP). 
(2.23) 

In (2.23), the dft stands for "double frequency terms" which are filtered out by integrators of the 

UTSP system of Figure 2.1. Hence, we neglect the oscillatory dft in stability analysis. Similarly, 

we perform the same procedure to calculate eT.Sn 

eT.S„ = eT. 

sin0„ 

sin(0„ + f ) 

sin(0„ + f ) 

r , + T2 +... + T9, (2.24) 
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where T\,T\, ..., Tg are 

T] = [Ap sin 0O - Vp sin 0P] sin 0„ 

= \Ap cos(0„ - 0O) - \ VP cos(0„ - (j}p) 

-\Ap cos(0„ + 0O) + | VP cos(0„ + 0P), 

T2 = [A„ sin(0o + <5„) - V„ sin 0„] sin <pn 

= ±A„ cos(0„ - 0o - <5„) - \Vn - \An cos(0n + 0o + 8n), + \Vn cos 2<pn 

T3 = [Az sin(0o + 8Z) - V, sin <pz] sin 0„, 

(2.25) 

T4 = [Ap sin(0o - y ) - VP sin(0p - f ) ] sin(0n + f ) 

= ±AP cos(0„ - 0o - y ) - \ VP cos(0„ - 0P - f ) 

-\AP cos(0„ + 0O) + \VP cos(0„ + 0P), 

T5 = [An sin(0o + 5„ + 2f) - Vn sin(0„ + &)] sin(0„ + f ) 

= \An cos(0„ - 0o - 8n) - \ Vn - \An cos(0„ + 0o + 8n - ?f) 

+±V„cos(20n-f), 

T6 = [Az sin(0o + 8Z) - Vz sin 0z] sin(0„ + ^ ) , 

(2.26) 

T7 = [Ap sin(0o - f ) - Vp sin(0p - f ) ] sin(0„ + f ) 

= {Ap COS(0„ - 0o + y ) - i Vp COS(0„ - 0p + y ) 

-\Ap COS(0„ + 0O) + \ Vp COS(0rt + 0p), 

T8 = [A„ sin(0o + <$„ + y") - V„ sin(0„ + f ) ] sin(0„ + 4f) 

= ±A„ cos(0„ - 0o - 8n) - \ Vn - \An cos(0„ + 0o + 8n 

+iV„cos(20„- f ) , 

T9 - [Az sin(0o + 8Z) - VZ sin 0Z] sin(0„ + y ) . 

4jr-> 

(2.27) 
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Therefore 

eT.Sn = £;=i Ti = §[A„cos(0„ 

-§< 

dft 

&n) ~ V„] ~ [Ap COS(0„ + 0O) - Vp COS(0„ + fa)] I 
— —

 T(V„
 — An), 

(2.28) 

and 
e r.S7 

T sin 0Z sin <pz sin 0Z 

= {ea + eb + ec) sin 0Z = 3[AZ sin(0o + <5Z) - Vz sin 0Z] sin <pz 

= §[AZ cos(0z - 0o - <Sz) - Vz] (2.29) 

I' -^[Azcos(0z + 0O + 6Z) - Vz cos 2<pz] =* -\{VZ - Az). 

dft 

In (2.23), (2.28) and (2.29), we can assume that cos(0p - 0O) = 1. cos(0„ - <p0 - 5n) = 1 and 

cos(0z - 0o - <y = 1, since 0p, 0„ and </>z are the estimates of <f>o, 4>o + <5« and </>0 + <5Z, respectively. 

Therefore, (<f>p - <f>0) ^ 0, (<pn - <p0 - 5„) - 0 and (0Z - 0O - 5Z) - 0. 

Now, we calculate the dot-product of the error vector e{i) in Cx, x - p,n,z since they are 

required for calculating the last four equations of (2.15). 

eT.Cp = eT. 

COS (pp 

cos(0p - f ) 

cos(0p - f ) 

= TX + T2 + ... + Tg, (2.30) 

where T\, T\, ..., Tg are 

- (Ap sin 0o - Vp sin <j>p) cos 0P 

= \AP sin(0o - 0P) - \ VP sin 20p + \Ap sin(0o + 0P), 

= [A„ sin(0o + <U - V„ sin 0„] cos (f>p 

= ±An sin(0o + S„ - <PP) -\Vn sin(0„ - <pp) + \An sin(0o + 6n + <j>p) 

-iy„sin(0„ + 0p), 

(2.31) 

T3 = [Az sin(0o + <5Z) - Vz sin 0,] cos 0P, 
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Thus, 

T4 = [Ap sin(0o - f ) - VP sin(0p -
 2f)] cos(0p - f ) 

= ±AP sin(0o - 0P) + |AP sin(0o + <PP - y ) - \ VP sm(2<pp - f ) , 

T5 = [A„ sin(0o + <5„ - y") - V„ sin(0„ - f ) ] cos(0p - f ) 

= |A„ sin(0o + <5„ - «̂p - y ) - 5 V„ sin(0„ - 0p - f ) 

+\An sin(0o + <5„ + 0P) - 5 V„ sin(0„ + 0p), 

(2.32) 

T6 = [A, sin(< 0̂ + <S;) - V, sin 0J cos(0p - f ) , 

T7 - [Ap sin(^0 - f ) - Vp sin(^p - f ) ] cos(0, - f ) 

= ^Ap sin(0o - <̂ p) + ±Ap sin(</»0 + 0p - ^ ) - \ VP sin(2</>p - ^ ) , 

T8 = [A„ sin(^0 + 6„-§)-Vn sin(0„ - f ) ] cos(<£p - f ) 

= ±A„ sin(0o + 6„ - 4>P ~ y ) - {V„ sin(0„ - <pp - f ) 

+iA„ sin(0o + (J„ + 0p) - \ Vn sin((pn + <f>p\ 

To 4n> : 9 = [Az sin(^0 + <JZ) - Vz sin &] cos(0p - f ) . 

(2.33) 

rf/f 

f . C p — 2J J=1 •*< = |A p sin(0o - <pP) + ~[A„ sin(0o + 5n + <pp) - Vn sin(0„ + <f>p)] (2.34) 

=* - |A P (0 P - <t>0). 

Similarly 

er.Cn = e1 

COS(f>n 

cos(<f>„ + f ) 

COS(0„ + y") 

T, + T2 + ... + Tg (2.35) 

25 



where T\,T\,..., Tg are 

r 7 = [Ap sin(0o - y") - Vp sin(0p - f ) ] cos(0„ + 4f) 

\Ap sin(0o - 0„ - ^ - l 1 7 ""'-* - -* - ^ 

1 /t „;„<J. , A.\ 1 

= ±Ap sin(0o -4>n-^)-\Vp sin(0p - 0„ - f ) 

+±Ap sin(0o + <pn) - i Vp sin(0p + 0„), 

T8 = [A„ sin(0o + «5„ - f ) - V„ sin(0„ - f ) ] cos(0„ + f ) 

= ±A„ sin(0o + <5„ - 0„) + jA„ sin(0o + £„ + 0„ - y ) - | V„ sin(20„ - ^ ) , 

T9 = [Az sin(0o + <5z) - Vz sin 0Z] cos(0„ + y ) . 

Therefore, 

rf/' 

(2 

Tt = [Ap sin 0o - Vp sin 0p] cos 0„ 

= \AP sin(0o - 0») - \VP sin((pp - <pn) 

+{Ap sin(0o + <f>„) -\,VP sin(0p + </>„), 

T2 = [An sin(0o + Sn) - Vn sin 0„] cos 0„ 

= \An sin(0o + 5„ - 0„) + \An sin(0o + £„ + 0„) ~\Vn sin 20„, 

T3 = [A, sin(0o + <SZ) - Vz sin 0Z] cos 0„, 

T4 = [Ap sin(0o - f ) - VP sin(0p - f ) ] cos(0n + f ) 

= ±AP sin(0o - 4>n - y ) - 5 Vp sin(0p - (f>n - f ) 

+±Ap sin(0o + 0„) - \ VP s in(^p + <Pn), 

T5 = [An sin(0o + 6n-&)-Vn sin(0„ - 4f)] cos(0„ + &) (2 

= ±A„ sin(0o + Sn- 4>n) + \An sin(0o + Sn + <f>n - y ) 

- i V „ s i n ( 2 ^ - f ) , 

T6 = [Az sin(0o + <?z) - Vz sin 0Z] cos(0„ + f ) , 

(2 

3 
er-CB = Z l i ^ = |^« sin(0o + <5„ - 0„) + 2 ^AP s in(^o + 0„) - VP sin(0p + 0„)] (2 
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Finally 

eT.C7 = eT. cos <pz cos 0Z cos <pz 

- (ea + eb + ec) cos <j>z = 3[AZ sin(0o + SZ) - Vz sin <pz] cos <pz 

, 3 
= §AZ sm(0o + 5z - 0Z) + -[Az sin(0o + <5Z + 0Z) - Vz sm20z] 

(2.40) 

dft 

-\Az(<pz - 0o - <5Z). 

In (2.34), (2.39) and (2.40), we can also assume that sin(<f>p-<po) = (0p-0o), sin((pn-^>o—6n) = 

(0« - 0o - Sn) and sm(0z - 0O - Sz) = (0Z -<f>0- 6Z), since (0P - 0O) - 0, (0„ - 0O - <5„) - 0 and 

(0, - 0o - <5Z) - 0. 

Defining ax = V*-A*, x = /?,rc,z and/?p = 0p-0o,fix = <f>x-(po-Sx, x = n,z, and substituting 

for e r .5^ and e r . Q , JC = p,n,z from (2.23), (2.28), (2.29), (2.34), (2.39) and (2.40) in (2.15), we 

deduce the following dynamical equations 

ttp 

$n 

Pz 

= -\n\<xp, 

= ~l^az, 
= -\nSfitp + Ap)Appp + (a„ + An)A„Pn + (arz + AZ)A^], (2.41) 

= Aw - ~Li5Apf3p, 

- Aa> - §JU6A„/?„, 

= Aw - \viAfiz. 

Neglecting the nonlinear part of the fourth equation in (2.41), we obtain the linearized model for 

the UTSP as 

27 

file://-/nSfitp


a 

a„ = -\ix2an, 

az 

Aw 

fiP 

fin 

fiz 

-l^AlPp+AlPn+Alp,], (2.42) 

A w - ^UsApPp, 

Aw - liu6An/3n, 

= Aw - \nnASz-

Defining X 

AX, where 

ap an az A w /3P (3n /3Z , we can express (2.42) in the form of X = 

A = 

§A*i 

0 

0 

0 

0 

0 

0 

0 

~\H2 

0 

0 

0 

0 

0 

0 

0 

— §J"3 

0 

0 

0 

0 

0 

0 

0 

0 

1 

1 

1 

0 

0 

0 

-I/Mp 

-\H5AP 

0 

0 

0 

0 

0 

- 2 / „ 4 2 

0 

— 2^l6An 

0 

0 

0 

0 

-\mA\ 

0 

0 

~hiAz 

(2.43) 

Equation (2.42) represents a linear time-invariant system. There are various approaches to inves­

tigate asymptotic stability of a linear time-invariant system [71]. For example, for the continuous-

time system 

X = AX (2.44) 

the necessary and sufficient condition for asymptotic stability of the origin of the system is that all 

eigenvalues of A have negative real parts, or zeros of the characteristic polynomial, (2.45), have 

negative real parts. 

A(s) = |A7 - A\ — s" + a\sn~x + ... + an-\s + an (2.45) 

In (2.45), Inxn is the identity matrix and a,, i = 1,2,..., n are real numbers where n is the order of 

the system. 

We use the Routh-Hurwitz stability criterion [71 ] to prove stability of the linearized model of 
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UTSP. Characteristic polynomial of matrix A can be expressed as 

3 3 3 
A(s) = \sI-A\ = (s + -fn)(s + -/I2)(A' + -to)\sI-Ai\ (2.46) 

where Ay is 

A, = 

\^A2
p 

\^AP 

0 

0 

-\mA2
n 

0 

— 2 ^ 6 " 

0 

- ^ A 

0 

0 

-\vhA 

(2.47) 

0 

1 

1 

1 

Eigenvalues s\ = -§/ii, 52 = -§^2 a n d *3 - ~§/*3 a r e stable since they are real negative 

numbers and lie in the strict left half s-plane. Therefore, we should prove that eigenvalues of 

matrix A\ have negative real parts, i.e. the roots of A](s) = \sl - A\\ lie in the strict left half 

s-plane. Ai(s) is given by 

Ai(s) = / + a\s3 + Q2S2 + a^s1 + CI4S0, (2.48) 

where a,-, / = 1,2,3,4 are 

a\ -

a2 = 

a3 = 

at, -

;(ju5Ap +/u6A„ +iu7Az), 

\[}isH(ApAn + fi5n7ApAz + iu6^AnAz) + \m (A2
p + A2

n+ A2), 

\lM \A2
P (ju6An + n-,Az) + A2

n (n5Ap + fi7Az) + A\ [n5Ap + /u6An)\ 

+ 2^fi5fi6fi1ApAnAz, 

f /u4ApAnAz [nsH-jAp + HsiiqAn + n^n^A^. 

(2.49) 

Since all coefficients of A] (s) are positive real numbers (a, > 0, i = 1,2,3,4), it meets the necessary 

conditions for the stability. Hence, we apply the Routh-Hurwitz stability criterion to the fourth-

order polynomial Ai(s) to obtain the sufficient conditions for stability of the system as given by 

Table 2.1. 

Based on the Routh-Hurwitz stability criterion, the necessary and sufficient conditions for 
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Table 2.1: Routh's stability criterion for polynomial (2.48) 
/ 
s> 
s2 

sl 

s° 
d\ 

1 
a\ 

C\ - U\Q2 - Clj 
2 

— U\U2^3 ~~ Qn~ 

a4 

2 
Q,Cl4 

a2 

a* 
(X\(X4 

0 
0 

« 4 

0 
0 
0 
0 

asymptotic stability of the origin of the linearized system are 

c\ = flia? - a-?, > 0 

(2 
d\ = a]a2d3 — a2 - a2a4 > 0 

where 

cx = Z-nsWtiApAnAz + llu4(M5A3
p + n6Al + /u7A

3
z) 

+fn2
5A

2
p(ji6An + fi7Az) + ffilAldisAp + J M Z ) (2 

+f/j.2A2(ju5Ap + iu6An), 

and 
dx = %s5Ay4A

2
n + ^y5Ay4A

2
z + f ^ K / ^ 

+2§lAA4p^lAn^ + jivlAyAnMA^ + | f ^ A ^ 6 A ^ 4 

+?§H2A2
pn6A

3
nn7AziJ4 + ^ulAlnlAfaAt + ^njA^Ajm 

+ 2§n\Aln1A\nA + 2§n2
5A

z
p/i7AliJ6Aniu4 +

 7-§nlA3
pfi

2A2fi6An 

+ 2§H5Alid2A2
nfi7Azfi4 + ^^A\iX(,An[i2A2

z^A + ^§^Ap^Aln2A2
z^4 
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Parameters \i-t, i = 1,2, ...,7 and A*, * = p,n,z are positive real numbers. Thus, c\ and <a?i are 

positive real numbers and there is no change in signs of coefficients of the first column of Table 

2.1. Therefore, all roots of (2.48) lie in the strict left half s-plane. This analysis concludes that 

the linearized model of the UTSP system, i.e. (2.42), is asymptotically stable. The linear stability 

analysis also confirms that the dynamics of magnitude estimation are linearly decoupled from the 

rest of the system. Moreover, based on the linearized model, the phase-angle estimation dynam­

ics are inter-coupled and also coupled with the frequency estimation dynamics. This indicates 

that magnitude and phase-frequency changes have insignificant coupling effects on each other but 

phase and frequency changes exhibit stronger impacts on each other. 

2.4 Design Guidelines 

This section provides guidelines to the design of parameters of the UTSP system of Figure 2.1. 

The system is characterized by seven parameters n\,- • • ,/ij which determine its performance. A 

method for design of these parameters is presented here based on the concept of pole placement 

for the linearized system of (2.42). The linearized system has seven eigenvalues. The eigenvalues 

associated with the magnitudes are s{ = -3/j,/2, i = 1,2,3. The linear analysis confirms that 

the magnitude dynamics are linearly decoupled from each other and from the rest of the system. 

Thus, these three subsystems can be designed independently. Each fih i = 1,2,3 results in a time-

constant of r, = -\/Si = 2/(3/u,-). For example, a value of jU, = 40 results in a time-constant of 

16.67 ms which is equal to one cycle of 60 Hz. 

Contrary to the magnitude modes, the phase-angles and frequency modes are dynamically 

coupled. To proceed with analyzing the roots of polynomial h.\{s) given by (2.48), let's assume 

fi5Ap = /u6An = fiyAz = ju8 (2.53) 

and define A2
p + A2

n + A2 = A2. Then, the coefficients of polynomial tS.\{s) are: a\ = | / j 8 , a2 = 

^//g + |A2/i4, a3 = |A2^4/i8 + yjUg and a^ = yyi/4yu2A2. In this case, polynomial A) (s) can be 

represented as A^s) = (s + |^8)2A2(s) in which 

3 3 
A2(s) = s2 + -ms + -HAA2 = s2 + 2£u>ns + o?n, (2.54) 
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where £ and con correspond to damping ratio and natural frequency, respectively. It is observed 

that 54 = S5 = -|j"8 are two roots of A] (s) which are independent from ^4 and the other two roots, 

called 56 and sj, are the roots of ^(s). 

Assume that /ig is fixed and we draw the root locus of A2(s) when ^4 varies from zero to 

infinity, Figure 2.2. For jt/4 = 0, roots are located at s$ = 0 and s-j = —\n%. As n$ increases, roots 
T 3/J2 

approach to each other and intersect at 56 = s-j - -^u 8 for ^ = ^ which corresponds to f = 1. 

Further increasing the value of y.^ generates two complex conjugate roots corresponding to £ < 1. 

A value of 0.5 < £ < 1 is practically recommended. The design procedure may be arranged as 

follows. 

1. Choose fj.y to /X3. These three parameters can independently be selected based on the required 

speed for the magnitudes dynamics. Note that fi, corresponds to an eigenvalue of st = -3/x,-/2 

and a time-constant of T, = ^- or a settling time of Tt - 5r, (for i = 1,2,3). A choice of 

^ 1 = ^ 2 = ^ 3 = 2/^/3 is recommended. A value of// = 100 leads to a settling time of 50 ms 

(about 3 cycles for power system applications). 

2. Choose the damping ratio £ and the natural frequency con for the simplified phase/frequency 

dynamics of (2.54). Recommendations are 0.5 < £ < 1 and (con - JJ.. Obtain /j.4 and //s from 

£ton = | / i8 and col = j^A2 (recommended values: //8 = 4^/3 and//4 = j^fJ2)-

3. Calculate ^5 to //7 from (2.53). 

Condition (2.53) indicates that iu5, ii(, and /Y7 are inversely proportional to the magnitudes of their 

corresponding sequence components. Notice that parameters Ap, An and Az are unknown and an 

estimate of these parameters suffices to satisfy (2.53). 

2.5 Summary and Conclusions 

This chapter develops mathematical model and investigates stability analysis of a Unified Three-

phase Signal Processor (UTSP). The UTSP is a new system for calculating the symmetrical com­

ponents in time-domain and estimating their parameters including their magnitudes, phase-angles 

and frequency. 
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Figure 2.2: Root-locus of the simplified frequency/phase-angle dynamics when ̂  varies 

In the first section, dynamical equations of the UTSP are mathematically derived based on 

defining an instantaneous cost function and minimizing the function by means of a gradient descent 

algorithm. Based on minimizing the cost function, we deduce a mathematical model of the UTSP 

as an autonomous forced nonlinear system with seven states. 

In the second section, stability of the UTSP is investigated using its linearized model and 

obtaining the associated eigenvalues. The analysis concludes that the linearized model of the UTSP 

system is asymptotically stable. The linear analysis also confirms that the magnitude estimation 

dynamics are linearly decoupled from rest of the UTSP system. On the other hand, the phase-angle 

estimation dynamics are inter-coupled and coupled with the frequency estimation dynamics. This 

means that magnitude and phase-frequency changes have small coupling on each other but phase 

and frequency changes have stronger impacts on each other. Finally, a method for adjusting the 

parameters of the UTSP is presented. The design method is based on the root locus of the linear 

model of the UTSP system. 
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Chapter 3 

Performance Evaluation of UTSP 

3.1 Introduction 

This chapter evaluates the performance of the Unified Three-phase Signal Processor (UTSP) of 

Chapter 2. Several simulation case studies are performed in the Matlab/Simulink environment to 

show that the UTSP system is capable of estimating the sequence components and the parameters 

of a set of three-phase signal that are polluted with noise and distortions. Performance evaluation 

of the UTSP is carried out in two parts. Initiatory/basic performance, tracking features, and sensi­

tivity of the UTSP system with respect to distortions, e.g. noise and harmonics, are performed in 

the first part. Then, the UTSP system is compared with the conventional dqO phase-locked loop 

(PLL) [72-75] and the three-phase enhanced PLL (EPLL) of [76]. The comparisons are made 

in terms of structural complexity and performance of the three systems, e.g. transient response, 

level of noise immunity, distortion sensitivity, and sensitivity to unbalanced conditions. Finally, 

performance of the UTSP system is experimentally validated and the corresponding experimental 

results are given in Appendix A. 

3.2 Performance Evaluations 

In this section, several case studies are presented to evaluate performance of the proposed UTSP. 

Figure 2.1 shows a block diagram of the UTSP whose dynamical equations were derived in Chap­

ter 2. A software model of UTSP of Figure 2.1 is developed in the Matlab/Simulink environment 
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and used to generate the results presented in this chapter. It is to be noted that the UTSP parameters 

//] to Hi are designed using the algorithm presented in Chapter 2, Section 2.4. 

For power system applications with the fundamental frequency of 60 Hz, the choice of >ui = 

j"2 = ^3 = 2///3 = 67 results in a settling time of about ts = 50 ms for the magnitudes dynamics. To 

compute the rest of parameters, the damping ratio and the damping factor are selected as £ = 0.707 

and {a)n = {i= 100. This results in yu8 = 4^/3 = 133 andyu4 = 2^2/(3A2^2) « 10000. Notice that 

A2 - A2
p+Al+A2 is uncertain and it must be approximated. It is assumed that the input signal is a set 

of unbalanced three-phase signals consisting of 1 pu positive-sequence, 0.5 pu negative-sequence, 

and 0.2 pu zero-sequence component. Thus, Ap = 1, An = 0.5 and An = 0.2 and therefore 

A2 = 1.29. The remaining parameters are obtained as ju5 = fi»/Ap ~ 133, /U(, - ju8/A„ ~ 266 

and yu7 = yUg/Az ~ 660. The system of Figure 2.1 has a robust performance with respect to its 

parameters and the approximations have minimal impact on its performance. The studies confirm 

that the above set of parameters, for example, can practically operate for a wide range of input 

signal parameters. 

3.2.1 Extraction of Sequence Components 

Input to the UTSP is a set of 60 Hz, three-phase pure sinusoidal signals. It is a balanced signal 

with the amplitude of 1 pu in the time-interval of [0 0.1] s. The signal after t—0.1 s comprises 

1 pu of the positive-sequence component, 0.5 pu of the negative-sequence component and 0.2 pu 

of the zero-sequence component. The constant phase angles of positive-, negative- and zero-

sequence components are set to 0, 2 and 1 radian, respectively. The central frequency UQ of the 

VCO of Figure 2.1 is set to 120TT rad/s. Figures 3.1 and 3.2 show the input signal, the estimated 

fundamental components of the input and the error signal, and the extracted sequence components, 

respectively. Precise extraction of the estimated signals is observed after a transient-time of about 

three cycles from Figure 3.1(c). 

Estimated amplitudes and phase-angles of the sequence components are shown in Figures 3.3(a) 

and (b), respectively. These variables are also accurately estimated within about 50 ms. The esti­

mated frequency is shown in Figure 3.3(c) which settles down to its actual value of 60 Hz within 

2.5 cycles. It should be noted that the large transient error in the estimated frequency results from 

the fact that magnitudes of sequence components of the input signals intentionally undergo sudden 
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Figure 3.1: Performance of the UTSP system for a sudden change in the magnitudes of sequence 
components (a) input signals, (b) extracted fundamental components, and (c) error signals 

changes. In a realistic system, however, such unbalanced conditions are not likely to occur, since 

there are always imperfections which prevent sudden changes in the sequence components. 

3.2.2 Amplitude Tracking 

In this study, the amplitude tracking feature of the UTSP system is studied. While the frequency 

of the input signal is constant and set at 60 Hz, the amplitudes of its sequence components undergo 

various step changes. Three different scenarios are considered. In each scenario, only the magni­

tude of one of the sequence components of the input signal is stepped up/down to a certain value. 

Performance of the UTSP system in response to the amplitude step changes of the input signal is 

demonstrated in Figure 3.4. 
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Figure 3.2: Performance of the UTSP system for a sudden change in the magnitudes of sequence 
components (a) extracted positive-sequence component, (b) extracted negative-sequence compo­
nent, and (c) extracted zero-sequence component 

Figure 3.4(a) shows positive-sequence amplitude tracking of the UTSP when the input is sub­

jected to step changes of -100%, -60%, -20%, 20%, 60%, and 100% at t=0.1 s. The UTSP re­

sponse to each step change reaches the steady-state within 40 ms. Performance of the UTSP and 

the results for negative- and zero-sequence amplitude tracking are shown in Figures 3.4(b) and (c), 

respectively. The step changes of negative- and zero-sequence components are 2%, 4%, 6%, 9% 

and 12%. Figure 3.4 also shows that the UTSP accurately tracks the step changes of the amplitudes 

in less than 40 ms. 
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Figure 3.3: Performance of the UTSP system for a sudden change in the magnitudes of sequence 
components (a) estimated amplitudes of sequence components, (b) estimated phase-angles of 
sequence components with respect to the phase-angle of positive-sequence component, and (c) 
estimated frequency 

3.2.3 Frequency Tracking 

This study case verifies performance of the UTSP with respect to large as well as small step 

changes in the frequency of the input signal. The input to the UTSP is a set of balanced three-

phase signals whose attributes are all constant values except its frequency which is subjected to 

the step changes at t=0.1 s. The frequency step changes are ±2, ±4, ±6, ±8, ±10, ±0.1, ±0.2, 

±0.3, ±0.4, ±0.5 Hz about the central frequency of 60 Hz. The large and the small step changes of 

the input signal frequency are considered since some frequency estimation methods [77] present 

(i) a smaller error for a large step change, and (ii) a steady-state error to a small step change in 
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Figure 3.4: Amplitude tracking performance of the UTSP in response to step changes in se­
quence components of the input signal (a,b,c) estimated amplitudes of positive-, negative-, and 
zero-sequence components 

the frequency. Figure 3.5 shows dynamic responses of the UTSP system to these frequency step 

changes. Figures 3.5(a) and (b) demonstrate that the UTSP system is capable of tracking large 

as well as small step changes of the input signal frequency with zero steady-state error and a 

transient response of about three cycles. The UTSP shows a desirable performance for estimating 

the frequency within the specified ranges. 

3.2.4 Noise Immunity 

Noise characteristics of the UTSP system are studied in this section. To conduct the study, an 

unbalanced set of three-phase signals which is polluted by a Gaussian white noise is applied to the 
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Figure 3.5: Frequency tracking performance of the UTSP in response to step changes in the input 
signal frequency (a) large steps, and (b) small steps 

UTSP system. Phase-a of the input signals is given as 

"a(0 = K sin(w0^ + 5 a) + n{t) 

= Ap sm(a>0t + Sp) + An sin(a>o^ + 5n) + Az sin(coot + 6Z) +n(t), (3.1) 

where upa, una, and uza are instantaneous positive-, negative-, and zero-sequence components of 

phase-a, respectively, and n{i) is a Gaussian white noise with zero mean and variance of o2 = 

0.05, Ap = 1 pu, An = 0.05 pu, A, = 0.5 pu, S„ - Sp = 1 rad, 5Z - 5P - 3 rad, and O>Q = 

27r60 rad/s. The noise power of <r2 = 0.05 corresponds to a Signal-to-Noise-Ratio (SNR) of 10 dB 

which is a typical value for a highly polluted power system environment [78]. For a sinusoidal 

signal with magnitude A and noise variance a2, the Signal-to-Noise-Ratio (SNR) is defined as 

SNR=101og(^j) dB. The unbalanced three-phase signal has approximate magnitudes equal to 
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Figure 3.6: Performance of the UTSP system in the presence of noise (a) input signals 
with SNRa=4.6 dB and SNRb=SNRc=12.3 dB, (b) extracted fundamental 
components by the UTSP system: SNRa=17.8 dB, SNRb=SNRc=24.8 dB, 
and (c) error signals 

Aa = 0.54 pu and Ab = Ac = 1.31 pu for phase-a, phase-b and phase-c, respectively. Thus, the 

SNRs for each phase are given as SNRa=4.6 dB and SNRb=SNRc=12.3 dB. 

Figures 3.6, 3.7 and 3.8 show input and output signals of the UTSP system for this study case. 

Figures 3.6(a), (b) and (c) show the input signals to the UTSP, estimated fundamental components, 

and the error signals, respectively. The SNRs of the extracted fundamental components are calcu­

lated as SNRa=17.8 dB and SNRb=SNRc=24.8 dB. Figure 3.6 shows that the UTSP system filters 

the noise and improves the SNRs. 

The estimated symmetrical components and their estimated magnitudes are shown in Fig-
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Figure 3.7: Instantaneous sequence components and their estimated magnitudes in the presence 
of noise (a) positive-sequence, (b) negative-sequence, and (c) zero-sequence 

ure 3.7. Figure 3.7(b) clearly demonstrates that the UTSP is able to accurately estimate very small 

amount of the negative-sequence component of its input, even in the presence of noise. The esti­

mated phase-angles of the negative- and zero-sequence components, and the estimated frequency 

are shown in Figure 3.8(a) and (b), respectively. Smooth and accurate estimates of these variables 

in the presence of noise are observed. However, a small component of the steady-state ripple error 

is introduced in the estimated magnitudes, phase-angles, and the estimated frequency, Figures 3.7 

and 3.8. 
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Figure 3.8: Performance of the UTSP system in the presence of noise (a) estimated phase-angles 
of sequence components with respect to the phase-angle of positive-sequence component and (b) 
estimated frequency 

3.2.5 Effect of Harmonics 

In this section, the effects of high-frequency and low-frequency harmonic components on the 

UTSP performance are studied. In the case of high-frequency harmonics, a set of three-phase 

Sinusoidal Pulse Width Modulated (SPWM) signals is applied to the UTSP system. The SPWM 

signals are generated by comparing a high-frequency triangular carrier with a set of three-phase 

sinusoidal modulating signals. Frequency of the triangular carrier is 33 times of the modulating 

signals, i.e. fs = 33 x 60 Hz. In addition, it is assumed that the modulating signals comprise 

1 pu positive-, 0.4 pu negative-, and 0.2 pu zero-sequence components, and therefore the SPWM 

signals applied to the UTSP are unbalanced. The harmonics in the SPWM waveforms appear as 

sidebands, centered around the carrier frequency and its multiples, that is, around frequencies fs, 

2fs, 3 / , and so on [79]. 

The estimated fundamental components of the SPWM input and the error signals are shown 

in Figure 3.9(a) and Figures 3.9(b) to (d), respectively. The steady-state error signals e{t), Fig-
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Figure 3.9: Performance of the UTSP system in the presence of high-frequency harmonics 
(a) extracted fundamental components by the UTSP system: THDa=0.0243, THDb=0.0929, and 
THDC=0.0441 and (b,c,d) error signals 

ures 3.9(b) to (d), result from the high-frequency harmonic components of the SPWM signals. 

Figure 3.10 shows the estimated symmetrical components of the fundamental component of the 

input signals. The estimated magnitudes of sequence components and the estimated fundamental 

frequency are shown in Figure 3.11. Figure 3.11 shows that the estimated amplitudes and the esti­

mated frequency introduce a steady-state oscillatory error with the frequency of the carrier signal, 

i.e. 1980 Hz. 

Total Harmonic Distortion (THD) and spectra of both the SPWM input signal and its estimated 

fundamental components by the UTSP are given in Table 3.1 and Figure 3.12, respectively. As it 

is observed, the UTSP system filters out the high-frequency harmonics and improves THDs of the 

SPWM input signals. 
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Figure 3.10: Instantaneous sequence components in the presence of high-frequency harmonics 
(a) positive-sequence, (b) negative-sequence, and (c) zero-sequence 

The studies show that the estimated amplitudes of the sequence components and the estimated 

frequency include a small oscillatory (ripple) error if the input to the UTSP is polluted with har­

monic components. 

In the next case study, a set of balanced three-phase signals, distorted by low-frequency har­

monics, are considered. To conduct the studies, the peak value of the oscillatory error in the esti­

mated frequency and amplitude of the estimated positive-sequence component are considered as 

the indices for performance evaluation of the UTSP. The maximum values of the oscillatory error 

introduced in the estimated frequency and the estimated amplitude of positive-sequence compo­

nent due to the second, third, and fifth harmonics are shown in Figure 3.13. For example, the 

ripple error due to 20 percent of the third harmonic and 10 percent of the fifth harmonic in the es-

45 



(a) 

0.285 0.29 
Time (s) 

0.295 

Figure 3.11: UTSP outputs in the presence of high-frequency harmonics (a,b,c) estimated magni­
tudes of positive-, negative-, and zero-sequence components, and (b) estimated frequency 

timated frequency is equal to 2.85 mHz. This level of error is well within the acceptable range for 

power system applications [80]. Impacts of the harmonics of orders higher than five are practically 

negligible. 

3.3 Comparison Between UTSP and dqO PLL 

The dqO PLL [72-75] is a well-known tool for phase-angle and frequency estimations in three-

phase systems. The UTSP system is an extension to the conventional dqO PLL [60]. The UTSP 
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Figure 3.12: Spectra of the SPWM input signal and its estimated fundamental components 
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Table 3.1: THDs of input and its estimated fundamental components 

phase-a 
phase-b 
phase-c 

input SPWM signal 
1.534 
5.245 
2.752 

estimated fundamental component 
0.0243 
0.0929 
0.0441 
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Figure 3.13: Performance of the UTSP in the presence of low frequency harmonics: magnitude 
of oscillatory (ripple) error in the estimated (a) frequency and (b) amplitude of positive-sequence 
component 

system estimates a larger number of signals and parameters and, as will be shown, offers improved 

performance. Parameters of the dqO PLL are selected such that its transient response to a frequency 

jump is almost the same as that of the UTSP system. This section presents three simulation case 

studies to compare performances of the UTSP system and the conventional PLL. Comparisons 

are made in terms of transient responses, impacts of harmonics, noise immunity, and unbalanced 

conditions imposed on the input signals. 

In the first case, the input signal is a set of balanced three-phase signals with the amplitude 

of 1 pu. The input signal is distorted by a seventh harmonic with the magnitude of 0.1 pu and a 

random phase-angle. In order to compare the transient responses of the two systems, a frequency 

jump from 60 Hz to 64 Hz at t=0.3 s is also introduced in the input signal. The results are shown 
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Figure 3.14: Performance comparison of the UTSP system and the conventional dqO PLL: esti­
mated frequency by UTSP and PLL for (a) presence of the 10% of the seventh harmonic and a 
jump of frequency at t=0.3 s, (b) input signal with SNR=10 dB, and (c) occurrence of an unbalanced 
condition at t=0.3 s 

in Figure 3.14(a). For the same settling time, magnitude of the oscillatory (ripple) error in the 

estimated frequency by the UTSP system is several times less than that of the PLL. Notice that 

although the PLL is faster than the UTSP in terms of rise time, both have the same overshoot and 

settling time. 

In the second case study, the input is a balanced pure sinusoidal set of signals, corrupted 

with a Gaussian white noise with zero mean and variance of 0.05, i.e. o2 = 0.05 or SNR=10 dB. 

Figure 3.14(b) shows the estimated frequencies by the UTSP and conventional PLL. Figure 3.14(b) 

indicates that as compared with the UTSP, the PLL presents about eight times as much oscillatory 
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(ripple) error. 

In the third case study, an unbalanced condition is applied when both phase-a and phase-b of 

the input signals are stepped down from 1 pu to zero at t=0.3 s. The estimated frequencies by 

the UTSP system and the conventional PLL are shown in Figure 3.14(c). As expected, the PLL 

generates double-frequency ripples due to the presence of negative-sequence component. The 

UTSP system, on the other hand, does not exhibit any ripple error. 

3.4 Comparison Between UTSP and EPLL 

This section compares the UTSP and a three-phase Enhanced Phase-locked Loop (EPLL) system 

introduced in [76]. The comparison is made in terms of structural complexity and performance 

of the two systems, e.g. transient response, noise immunity, impact of harmonics, and impact of 

unbalanced conditions. The aim of this section is to show that the UTSP has a superior perfor­

mance and a simpler structure than those of the three-phase EPLL system. It should be noted that 

parameters of the EPLL are selected such that fast transient response is obtained [76]. 

3.4.1 Structural Complexity 

Figure 3.15 shows a block diagram of the three-phase EPLL system. The three-phase EPLL system 

[76] comprises (i) three single-phase EPLL units, (ii) a computational unit which calculates the 

instantaneous positive-sequence component based on the signals provided by the three single-

phase EPLLs, and (iii) another single-phase EPLL which estimates parameters of the positive-

sequence component. The single-phase EPLL presented in [81] consists of three integrators, i.e. 

it has three state variables. Therefore, the three-phase EPLL comprises twelve states. It should be 

noted that the three-phase EPLL of Figure 3.15 only provides positive-sequence component and 

its parameters, i.e. its magnitude, frequency and phase-angle. 

The UTSP of Figure 2.1 has seven integrators or state variables. As discussed in Chapter 

2, Section 2.2, the UTSP receives a set of three-phase signal, u{t), and provides all sequence 

components and their attributes. Therefore, the UTSP system is structurally simpler than the three-

phase EPLL, and nevertheless, produces more output signals and parameters than the three-phase 

EPLL. 
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Figure 3.15: Block diagram of the EPLL 

3.4.2 Transient Response 

A balanced, distortion-free, three-phase input signal is applied to both EPLL and UTSP systems. 

At t=0.4 s, the input signal is subjected to frequency step changes of (i) 60 to 64 Hz and (ii) 60 to 

60.4 Hz. Performance of the two systems in estimating and tracking the variations in the frequency 

of the input signal is illustrated in Figure 3.16. It is observed that the UTSP has a faster transient 

response than that of the EPLL. Transient response of the UTSP system to the frequency step 

changes of the input signal is 0.05 s, whereas it is about 0.25 s for the EPLL system. 

3.4.3 Noise Immunity 

Figure 3.17 compares the UTSP and the EPLL systems in terms of their immunity to noise. The 

input in all cases is a balanced pure sinusoidal set of signals, corrupted with a Gaussian white noise 

with zero mean at different variances. From the studies carried out in Section 3.2.4, we conclude 

that the input noise generates an oscillatory ripple error in both the estimated frequency and the 

estimated amplitudes of the sequence components. Figure 3.17 shows that the error introduced 

in the estimated frequency of the UTSP is less than that of the EPLL. However, the error of the 

estimated amplitude of positive-sequence component of the EPLL is slightly better than that of the 

UTSP. 
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3.4.4 Harmonics Sensitivity 

Sensitivities of the UTSP and the EPLL to harmonics are compared in Figure 3.18. The input 

is a balanced pure sinusoidal set of three-phase signals corrupted by the second, third, and fifth 
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Figure 3.18: Steady-state error in the estimated frequency by: (a) UTSP (b) EPLL 

harmonics. In Figure 3.18, the vertical axis is the error of the estimated frequency and the hori­

zontal axis is the magnitude of each harmonic. Figure 3.18 shows that the EPLL system is less 

sensitive to the presence of harmonics. The UTSP and the EPLL systems can even operate in the 

presence of inter-harmonics since they are not window-based algorithms [77,82]. Figure 3.18 also 

indicates that the EPLL system provides a highly distortion-insensitive estimate of the frequency 

in the presence of harmonic pollution [76]. Although the error associated with the UTSP system 

in the presence of harmonics is about twice as much as that of the EPLL system, it is well within 

the acceptable range for power system applications [80]. 

3.4.5 Insensitivity to Unbalanced Conditions 

Based on the studies carried out in Section 3.2.1 and [76], both the UTSP and the EPLL systems are 

insensitive to unbalanced conditions. Each system is able to adjust itself to unbalanced conditions 

with no steady-state error in the estimated frequency, phase-angle, and the magnitude of each 

sequence component. 
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3.5 Conclusions 

This chapter investigated the performance of the Unified Three-phase Signal Processor (UTSP) 

discussed in Chapter 2. Several simulation case studies were performed in the Matlab/Simulink 

environment to illustrate that the UTSP is capable of estimating the symmetrical components in 

time-domain and their parameters including magnitudes, phase-angles and frequency. Moreover, 

the desired transient and steady-state performances of the UTSP including the tracking features, 

the noise characteristics, and insensitivity to harmonics were studied. Then, the UTSP system was 

compared with the dqO PLL and the EPLL. The comparisons were made in terms of structural 

complexity, frequency tracking, noise immunity, distortion sensitivity, and unbalanced conditions. 

The results from these simulation studies show that the UTSP system is superior to the dqO PLL 

[60] and EPLL. 

Based on the studies carried out in this chapter, the main features of the UTSP can be summa­

rized as follows. 

• Extraction of Sequence Components. This feature is demonstrated in Figures 3.1, 3.2, and 

3.3. The UTSP system estimates sequence components of the input signal in about three 

cycles. 

• Amplitude and Frequency Tracking. Tracking features of the UTSP are studied in Sections 

3.2.2 and 3.2.3. Precise extraction of the magnitudes of sequence components and frequency 

is observed after a transient-time of about three cycles, i.e., no steady-state error is observed 

in the estimated frequency or in the estimated magnitudes of sequence components. 

• Noise Immunity. Robustness of the UTSP system with respect to noise is demonstrated by 

several simulation studies, carried out in Section 3.2.4, e.g. Figures 3.6 to 3.8. The UTSP is 

able to estimate a very small negative-sequence component in the presence of noise. In the 

next chapter, we use this feature for islanding detection. 

• Insensitivity to Harmonics. Robustness of the UTSP system with respect to harmonics is 

shown in Figures 3.9 to 3.13. The steady-state oscillatory error is observed in the estimated 

frequency and magnitudes of sequence components due to the presence of harmonics. 
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Chapter 4 

Islanding Detection Based on 

Negative-Sequence Current Injection 

This chapter presents a new active islanding detection method for a Distributed Resource (DR.) 

unit which is coupled to a utility grid through a three-phase Voltage-Sourced Converter (VSC). The 

method is based on injecting a negative-sequence current through the VSC controller and detecting 

and quantifying the corresponding negative-sequence voltage at the Point of Common Coupling 

(PCC) of the VSC by means of the Unified Three-phase Signal Processor (UTSP) introduced in 

Chapter 2. 

According to the studies carried out in Chapter 3, the UTSP system provides high degree 

of immunity to noise, and thus enables islanding detection based on injecting a small (< 3%) 

negative-sequence current. The negative-sequence current is injected by a negative-sequence con­

troller which is adopted as a complementary part of the conventional VSC current controller. Based 

on simulation studies in the PSCAD/EMTDC environment, performance of the islanding detec­

tion method under UL1741 anti-islanding standard test is evaluated, and its sensitivity to noise, 

grid short-circuit ratio, grid voltage imbalance, and deviations in the UL1741 test parameters are 

presented. The studies show that based on negative-sequence current injection of about 2 to 3%, 

islanding can be detected within 60 ms even for the worst case scenario, i.e. under the UL1741 

standard test condition [3]. 

A laboratory test system is also implemented to experimentally provide proof of concept for 

the proposed islanding detection method. The experimental results of the test system are given in 
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Appendix A, Section A.3. The test results show that the proposed method provides the expected 

performance. 

4.1 Introduction 

In the context of Distributed Resource (DR) units, an island is formed when one or more DR 

units and a set of loads, usually at a distribution voltage level, are disconnected from the utility 

system and remain operational. Accidental formation of an island, e.g. due to a fault, may result 

in a multitude of issues [80,83], e.g. un-coordinated protection, inadequate grounding, and safety 

aspects. Thus, under the current utility practice, accidental islanding operation is not permitted 

and upon islanding detection, the DR units are required to be disconnected. Such a process is 

also known as anti-islanding [4]. If autonomous operation of an island is permitted [20], fast 

islanding detection is required for appropriate decision making to manage autonomous operation 

of the island. Thus, in either case, islanding detection is a requirement for utilization of DR units. 

In the technical literature, there are several proposed/tested islanding detection methods which 

can be classified into (i) communication-based methods [18] and (ii) DR resident methods [11]. 

DR resident methods themselves are also divided into passive methods and active methods [8], 

[11], [14], [15], [84], [85]. Well-established over/under voltage and over/under frequency pro­

tection (OVP/UVP and OFP/UFP), and phase jump detection (PJD) are widely used/proposed 

as passive resident methods [11]. Active resident methods include slide-mode frequency shift 

(SMS) [14], active frequency drift (AFD) or frequency bias [15], and active frequency drift with 

positive feedback or Sandia Frequency Shift (SFS) [4]. These active techniques use positive feed­

backs in their control loops to control reactive power and expedite under/over frequency threshold 

violation when the grid is not present to maintain the frequency. 

In this chapter, an active islanding detection method for a DR unit which is interfaced to a 

distribution utility grid through a Voltage-Sourced Converter (VSC) is presented. The method is 

based on injecting a negative-sequence current through the VSC controllers, and quantifying the 

corresponding negative-sequence voltage, at the PCC of the DR unit, as the islanding detection 

signal. Detection and quantification of the PCC negative-sequence voltage is carried out by the 

UTSP system introduced in Chapter 2 which provides high degree of immunity to noise and thus 

56 



Potential Island 

vdc 

DG Unit 

Converter 

HI 
PLL and 
Control 

tabc ltabc 
• 

Rf Lf 

V sabc 

tabc 

Vsabc lsabc 

PCC 
y. 

Rs
 Ls Grid 

—wv—rrm-(~^ 

UTSP 

Figure 4.1: Schematic diagram of the study system for UL1741 anti-islanding test 

enables small (e.g. 3%) negative-sequence current injection for islanding detection. 

4.2 Test System 

Either UL1741 [3] or the IEEE1547 [2] anti-islanding standard tests can be used to evaluate spe­

cific features of an islanding detection or an anti-islanding method. These two standard tests are 

very similar and we have adopted the UL1741 test requirements to evaluate specific features of 

the proposed islanding detection method. Figure 4.1 shows a schematic diagram of the UL1741 

test system in which the DG unit is represented by a DC voltage source, a VSC interface unit, and 

a series filter. Rf and Lf represent the VSC filter for each phase. A step-up transformer connects 

the DG to the utility grid at the Point of Common Coupling (PCC) and its parameters can be rep­

resented as part of Rf and Lf. According to UL1741, the local load at the PCC is a parallel RLC, 

tuned at resonance frequency of 60 ± 0.1 Hz. At 60 Hz, the local load appears as a pure resistance, 

R, which is adjusted to absorb the rated power of the DG unit at the rated PCC voltage. The study 

system parameters are given in Table 4.1. 
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Table 4.1: Parameters of the study system of Figure 4.1 based on UL1741 standard 

Quantity 

VSC rated power 
VSC terminal voltage (line-line) 

Jsw 
R 
L 
C 

Rs 
Ls 

SCR 
/o 

Grid nominal voltage (line-line) 
Step-up transformer voltage ratio 

Step-up transformer rating 
vdc 

Value 

1.5 mil 
300 fM 
2.5 MW 

600 V (rms) 
1,980 Hz 

76 Q. 
111.9 m// 
62.86 \xF 

1.8 

60 Hz 

1 Q 
10 m// 
19.5 

60 Hz 
13.8 kV (rms) 
0.6/13.8 kV 

2.5 MVA 
1500 V 

P.U. 

0.010 pu 
0.785 pu 

1 pu 
1 pu 

1 pu 
0.554 pu 
1.805 pu 

0.013 pu 
0.049 pu 

1 pu 

Comment 

Resistance of VSC filter 
Inductance of VSC filter 

PWM carrier frequency 
Load nominal resistance 
Load nominal inductance 
Load nominal capacitance 

Load quality factor 

Load resonant frequency 

Grid line resistance 
Grid line inductance 

Grid short circuit ratio at PCC 
System nominal frequency 

Wye/Delta 

DC bus voltage 

4.3 VSC Control System 

To control the power-exchange between the VSC and the grid of Figure 4.1, a dg-frame current-

control scheme is adopted [1]. Figure 4.2(a) shows a block diagram of the VSC d- and g-axis 

current controllers, the decoupling stage, and a model of the VSC system for positive-sequence 

voltage/current components [86,87]. As shown in Figure 4.2(b), feedback signals /j" and /+, and 

feed-forward signals V+d and Vfq are obtained through abc- to dg-frame transformations of VSC 

currents i,abc and PCC voltage vsabc (See Figure 4.1). Figure 4.2(b) also indicates that the angle for 

the abc- to dg-frame transformations, 0, is provided by a PLL mechanism which fulfills V*g = 0, 

to ensure that the g-axis of the positive-sequence dq-frame is aligned with the positive-sequence 

voltage of the PCC [88]. Thus, the exchanged real- and reactive-power components of the VSC 

are proportional to the positive-sequence direct- and quadrature-axis current components [1]. 

Practically, PCC voltages vsat,c and VSC currents itabc (Figure 4.1) are unbalanced and thus in­

clude both positive- and negative-sequence components. Therefore, each variable in the Jg-frame 
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Figure 4.2: Block diagrams of (a) positive-sequence current controller and the corresponding sub­
system (outlined), and (b) positive-sequence voltage/current resolver with embedded PLL [89] 

includes a double power-frequency ripple, in addition to its DC component. The DC component 

is due to the positive-sequence component of the variable, whereas the double power-frequency 

ripple results from the negative-sequence component of the variable. Thus, to attenuate the double 

power-frequency components, notch niters Fn(s) are used in Figure 4.2(a). Compensator H(s) also 

embeds a notch filter to attenuate the double power-frequency component of V^ and to eliminate 

distortions of 8, Figure 4.2(b). Both j£,(s) and H(s) include integral terms to reject steady-state 

error. The design procedure of the transfer functions Fn(s), H(s), and Kj(s) are discussed in detail 
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in [89]. These transfer functions are given by: 

H{s) = 90.63 
(s + 30)(s2 + 7542) 

*0 + 599)02 + 126s + 7542)' 

Fn(s) = 
s2 + 7542 

s2 + 602s + 7542 ' 
Ki(s) = 0.24-

5 + 8.33 

4.4 Principle of Negative-Sequence Current Injection for Is­

landing Detection 

Figure 4.3 shows a schematic representation of the system of Figure 4.1 under the UL1741 test 

conditions in which the grid imposes a balanced, 60-Hz voltage at PCC. The RLC load tank draws 

the rated, positive-sequence fundamental current component, *>(/), supplied by VSC at unity power 

factor. If a 60 Hz negative-sequence current component, i„(t), is also injected by the converter 

current controller, it flows into the grid through the low-impedance path provided by the stiff 

utility grid, Figure 4.3. However, subsequent to an islanding event, i.e. when switch S is open, 

both injected current components flow into the load resistor. iF{t) results in the rated positive-

sequence voltage component, and in(f) results in a negative-sequence voltage component, across 

the load resistor at PCC. Thus under islanding conditions, the net PCC voltage is an unbalanced 
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Figure 4.4: Block diagrams of (a) negative-sequence current controller and the corresponding 
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voltage. The level of voltage imbalance at PCC is detected and quantified. If the level of unbalance 

is beyond a permissible value, e.g. 2% [90], it indicates that islanding has occurred. Percentage of 

Voltage Imbalance (VI) is defined as 

VI = ^ 1 0 0 % , (4.1) 

where Vp and Vn are the magnitudes of instantaneous positive- and negative-sequence voltage 

components (in abc reference frame), respectively. During an islanded condition, Vp and Vn are 
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proportional to the magnitudes of the corresponding current components, i.e. IF and /„, thus: 

VI = —100% = —100%. (4.2) 

Thus, the proposed islanding detection is based on detection/estimation and quantification of Vp 

and Vn as described in Chapter 2 and Chapter 3. The following section describes the methodology 

to inject in(t) through the VSC current-control for the purpose of islanding detection. 

4.5 Negative-Sequence Current Injection 

To inject negative-sequence current i„(t) in the system, Figure 4.3, and to generate v„(t) during is­

landing conditions, the conventional positive-sequence current controller of the VSC, Figure 4.2, 

is augmented with the negative-sequence current controller of Figure 4.4 [86,87]. Instantaneous 

negative-sequence feedback current and feed-forward voltage signals, i.e. I~, I~, Vjd, and V~, 

are obtained from abc- to dg-frame transformation of itabc and vmbc (Figure 4.1) as shown in Fig­

ure 4.4(b). It should be noted that in contrast to the positive-sequence transformation of Fig­

ure 4.2(b), the transformation angle in Figure 4.4(b) is -6 [86,87]. Then signals l~d, I~, V~d, and 

V^ are provided to the negative-sequence controller, Figure 4.4(a). Output signals of the negative-

sequence controller of Figure 4.4(a), i.e. V~d and V~, and the corresponding positive-sequence 

components from Figure 4.2(a), i.e. Vd and V+, are transformed into the abc-frame, Figure 4.5, 

and used for Sinusoidal PWM (SPWM) switching of the converter. The SPWM switching strat­

egy of Figure 4.5 generates both positive-sequence current iF{t) and the negative-sequence current 

inif), [86]. 

It is worth to mention that, as compared with dqO-based PLL of Chapter 3, Section 3.3, the 

UTSP system: 

• Provides a noticeably higher degree of immunity to noise and harmonics, and thus can be 

used for reliable detection of small magnitudes of instantaneous negative-sequence voltage 

for islanding detection. 

• Has a longer transient response, and thus is not used in the control path, e.g. control systems 

of Figures 4.2 and 4.4. However, the time response of the UTSP is well within the range for 
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fast (within 60 ms) islanding detection [10]. 

Therefore, in the reported studies in this chapter, the conventional dqO-based PLL is used for the 

current control systems, and the UTSP system is used for islanding detection. 

4.6 Performance Evaluation 

This section investigates the performance of the proposed islanding detection scheme based on 

digital time-domain simulation of the study system of Figure 4.1 in the PSCAD/EMTDC software 

environment. 

4.6.1 Performance Under UL1741 Test Conditions 

The operating point and parameters of the study system of Figure 4.1 are adjusted based on the 

UL1741 test conditions [3]. Islanding detection is based on the PCC voltage signals as the input 

of the UTSP system. The system is islanded at time t=3.012 s by opening switch S, Figure 4.1. 

Prior to the islanding event, in addition to fundamental positive-sequence current, the VSC also 

injects 0.04 pu negative-sequence current by means of the negative-sequence current controller of 

Figure 4.4. 

Figures 4.6(a) and (b) show instantaneous PCC voltage and grid current (isabc) signals. Fig­

ures 4.6(c) and (d) show instantaneous positive- and negative-sequence voltage signals of PCC 
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Figure 4.6: UTSP and the test system signals under UL1741 test conditions (a) PCC voltages, (b) 
grid currents, (c,d) instantaneous positive-, and negative-sequence voltages at PCC, and (e,f,g) 
instantaneous power components of converter, load, and grid 

which are extracted by the UTSP, before and after the islanding instant. Figures 4.6(e) to (g) show 

instantaneous active and reactive power components of the converter, load, and the grid prior and 

subsequent to the islanding instant. 

Figure 4.7(a) shows the system frequency at PCC which is extracted by the UTSP. Fig­

ure 4.7(a) indicates that frequency remains within the limit of 60 ± 0.1 Hz after islanding, and 

cannot be used for islanding detection within the presented time interval. Figures 4.7(b) and (c) 

show magnitudes of positive- and negative-sequence PCC voltage signals. Figure 4.7(c) clearly 

identifies the islanding event within 3.5 cycles (60 ms) while changes in the (i) instantaneous volt­

age of Figure 4.6(a), and (ii) amplitude of positive-sequence voltage of Figure 4.7(b) are not usable 
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for islanding detection. 

4.6.2 Sensitivity of UTSP Output Signals to Noise 

The UTSP output signals, illustrated in Figures 4.6(b), (c), and 4.7, are deduced based on ideal 

measurement, i.e. without any noise pollution. Figure 4.8 shows the same signals of Figure 4.7, 

while the measured (PCC voltage) signals are polluted with a Gaussian White Noise of 30 dB 

Signal-to-Noise Ratio (SNR). The noise represents imperfections in measurement devices and 

noise in the system. SNR=30 dB is a typical value for a relatively highly polluted power system 

environment [78]. Figure 4.8 shows that due to noise pollution at the UTSP input signals, a 

small amount of ripple error is introduced in the UTSP output signals. However, comparison 
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Figure 4.8: UTSP output signals under UL1741 test conditions (polluted PCC voltages) (a) esti­
mated frequency, and (b,c) estimated magnitudes of positive-, and negative-sequence PCC volt­
ages 

between Figure 4.7 and Figure 4.8 shows that islanding detection is not adversely affected by the 

measurement noise. This is due to the high immunity of UTSP to noise and pollution which is its 

main advantage comparing to the conventional PLL, as observed in Chapter 3, Sections 3.2.4 and 

3.3. 

4.6.3 Response of Islanding Detection Method to Different Values of In­

jected Negative-Sequence Current 

Figure 4.9 shows the detected negative-sequence voltage at PCC, after islanding, corresponding 

to injected negative-sequence current components with amplitudes of 0.5% to 5%. Figure 4.9 

66 



Time (s) 

Figure 4.9: Estimated magnitude of the negative-sequence of PCC voltage for different levels of 
injected negative-sequence current 

indicates that the negative-sequence voltage is proportional to the corresponding injected current 

and can be readily detected for even 1% current injection. 

4.6.4 Sensitivity to Changes in Load Resistance 

In this case study, while the load inductor and capacitor are kept constant at their rated values, 

the load resistance is changed from 97% to 103% of its rated value. For each value of R, the 

VSC injects 1%, 2.5%, and 5% negative-sequence current. Figure 4.10 shows the UTSP output 

signals when the load resistance is equal to 97% of its rated value. In this case, in addition to the 

power delivered by the VSC, the grid also delivers a small component of real power to the local 

load prior to islanding. Therefore, after the islanding event, the magnitude of positive-sequence 

voltage of PCC drops to 97% which is not large enough to detect the islanding event. However, 

the magnitude of negative-sequence voltage at PCC is readily detectable for all injection levels. 

Figure 4.11 shows the UTSP outputs when the load resistance is 103% of its rated value. In this 

case, the grid absorbs a small component of real power prior to the islanding instant. Therefore, 

after islanding event, magnitude of the positive-sequence PCC voltage rises to 103% which is not 
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Figure 4.10: UTSP output signals corresponding to different levels of injected current (/?=97% of 
rated value) (a) estimated frequency, and (b,c) estimated magnitudes of positive-, and negative-
sequence PCC voltages 

large enough to detect the islanding event. In this case, magnitude of the negative-sequence PCC 

voltage is detectable for all current injection levels and can be used for islanding detection. It 

should be noted that for both case studies of Figures 4.10 and 4.11, the system frequency exhibits 

small changes after islanding operation which cannot be used for islanding detection. 

4.6.5 Sensitivity to Load Inductance and Capacitance 

In this case study, while the load resistor and capacitor are kept constant at their rated values, the 

load inductance L varies from 95% to 105% of its rated value. The VSC current controller injects 

4% negative-sequence current and the system is islanded at t=3.012 s. The grid exchanges a small 
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Figure 4.11: UTSP output signals corresponding to different levels of current injection (#=103% of 
rated value) (a) estimated frequency, and (b,c) estimated magnitudes of positive-, and negative-
sequence PCC voltages 

component of reactive power with the potential island since L and C are not tuned for resonance 

at the power system frequency. Therefore, subsequent to an islanding event, the island frequency 

deviates from its rated value. Figure 4.12 shows the UTSP output signals for different values of 

load inductance L. Figure 4.12 clearly shows that a larger deviation of L from its rated value results 

in a larger frequency deviation. However, based on the negative-sequence current injection, the 

measured negative-sequence voltage provides a reliable signal for islanding detection. If variation 

of L is small enough such that the resonance frequency is within 60 ±0.1 Hz, the injected negative-

sequence current still provides a reliable islanding detection signal. 
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Figure 4.12: UTSP output signals when L changes from 95 to 105% of rated value (a) estimated 
frequency, and (b,c) estimated magnitudes of positive-, and negative-sequence PCC voltages 

4.6.6 Effect of Grid SCR 

This case study evaluates performance of the proposed islanding detection method for different 

grid Short-Circuit-Ratio (SCR) values. Prior to the islanding instant at t=3.005 s, the VSC in­

jects 100% and 4% positive- and negative-sequence current components, respectively. Figure 4.13 

shows amplitudes of negative-sequence PCC voltages corresponding to five different SCR values. 

For a weak grid, e.g. at SCR value of 1, even prior to islanding, the injected negative-sequence 

current results in a relatively significant negative-sequence voltage component at PCC. This can 

result in an erroneous islanding detection, if a 2% negative-sequence voltage is considered as the 

acceptable threshold. Figure 4.13 shows that for SCR values larger than 2, the proposed method 
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Figure 4.13: Estimated magnitude of the negative-sequence of PCC voltage for different values of 
short circuit ratio 

can correctly detect the islanding event. 

4.6.7 Effect of Source Imbalance 

Figure 4,14 shows performance of the proposed islanding detection method when the grid is fairly 

stiff (SCR=17) but its voltage is not balanced. In case 1 (and case 2) voltage imbalance is due 

to 2% (and 5%) negative-sequence voltage component. Since the grid is stiff, the level of voltage 

imbalance of the grid source almost equally appears at the PCC voltage as well. Initially, the VSC 

is injecting 4% negative-sequence current, and at t= 1.002 s the system is subjected to an islanding 

event. 

Figure 4.14(c) indicates that even with 2% voltage imbalance of the grid (case 1), the PCC 

negative-sequence voltage, due to the injected negative-sequence current, can correctly provide an 

islanding detection signal. The proposed detection method cannot be used for islanding detection 

when the grid voltage imbalance is 5% (case 2). Figures 4.14(a) and (b) show that deviations in 

Vp and frequency are not usable for islanding detection within the given time frame. 
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Figure 4.14: UTSP output signals under grid imbalance conditions (a) estimated frequency, and 
(b,c) estimated magnitudes of positive-, and negative-sequence PCC voltages 

4.6.8 Effect of Load (R) Imbalance 

In this case study, all conditions comply with the UL1741 test conditions except that the load 

resistance is not balanced. Two cases are considered: in case 1 only the resistance of phase-a is set 

to 97% of its rated value, in case 2 resistances of phase-a and phase-c are set at 97% and 103% of 

the rated value. Islanding occurs at t=3.012 s and 4% negative-sequence current is injected by the 

VCS negative-sequence current controller. 

Figures 4.15(a) and (b) show that frequency and positive-sequence voltage at PCC do not 

provide reliable information for fast islanding detection. However, Figure 4.15(c) clearly shows 

that the PCC negative-sequence voltage due to 4% negative-sequence current injection can provide 
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Figure 4.15: UTSP output signals under load (R) imbalance conditions (a) estimated frequency, 
and (b,c) estimated magnitudes of positive-, and negative-sequence PCC voltages 

islanding detection within 3.5 cycles (60 ms). Figure 4.15(c) also indicates that higher degree 

of load imbalance (case 2) results in a higher level of negative-sequence voltage at PCC, after 

islanding. 

4.7 Discussion 

In a practical scenario, e.g. subsequent to unbalanced transients due to a load change or a rotating 

machine inrush-currents, the PCC voltages may transiently include negative sequence components 

that exceed the detection threshold of the proposed method and result in false islanding detection. 
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Since such negative sequence voltage components at the PCC are experienced transiently, a logic 

can be added to the proposed detection method to monitor the rate of change of the negative se­

quence voltage and indicate islanding detection, if the negative sequence signal is either a "steady-

state" or a "quasi steady-state" signal. Inevitably this increases the islanding detection time of 

the proposed method, however, still it remains much faster than the existing islanding detection 

methods. 

The proposed islanding detection method also can be augmented with another logic to prevent 

false trips. This logic is based on monitoring the grid current (in addition to the converter current) 

at the grid side of the PCC, Figure 4.1. When the system is subjected to the transient conditions, 

there will be a power exchange between the utility grid and the potential island. Thus, there exists 

a measurable current flowing through the grid line (which is not the same as the converter current) 

and indicates that the system is still operating in the grid-connected mode. Therefore, a more 

elaborate logic for the proposed islanding detection method is based on measurement of the grid 

line currents and the negative-sequence voltage estimated at the PCC. 

The reported studies in this research only deal with a single DG unit and do not investigate fea­

sibility of the proposed islanding detection method for multiple DG units. In the case of multiple 

DG units, one of the following two scenarios exists. 

• In the first scenario all DG units are in parallel, i.e. all units are connected to the same 

PCC. In this case, since each DG unit is equipped with its own islanding detection platform 

and the required signals (and synchronization reference) of each platform are deduced from 

the voltage of the common PCC, the injected negative sequences currents of the DG units 

are approximately in-phase and do not cancel each other. Thus each DG unit can detect an 

islanding event independently and irrespective of the other DG units. 

• In the second scenario, the DG units are not in parallel and interfaced to the host grid at 

different PCCs. In this case, depending on the grid topology, i.e. ring or radial configuration 

and electrical distances among PCCs, the injected negative sequence current components of 

DG units, subsequent to an islanding event, at some PCCs can interact with each other. For 

a radial feeder, particularly when the DG units are in relative electrical proximity of each 

other, this interaction is not significant. It should be noted that this interaction phenomenon 
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is an inherent nature of all active islanding detection methods and not limited only to the 

proposed detection method. 

The two main criteria to compare the proposed islanding detection method with other existing 

active resident islanding detection methods [4,14,15] are: 

• speed of detection or run-on time which is defined as the time interval between the actual 

islanding instant and the islanding detection instant, 

• non-detection zone (NDZ) which is a region (or space) specified by the system parameters, 

in which islanding detection fails [8]. 

In comparison with the existing islanding detection methods, that have run-on times of even up 

to about 120 cycles [8], the proposed method is significantly faster and detects an islanding event 

within a few cycles, e.g. maximum of four cycles for the reported study cases. The proposed 

islanding detection method has no NDZ while the other active methods [4,14,15] exhibit NDZs 

depending on the strategy and parameters they adopt for islanding detection. 

4.8 Conclusions 

This chapter proposed a new active islanding detection method for a VSC-coupled Distributed 

Resource (DR) unit. Islanding signal is deduced based on detection and quantification of the 

instantaneous negative-sequence voltage at the Point of Common Coupling (PCC) of the DR unit. 

The negative-sequence voltage is actively generated by injecting a small negative-sequence current 

through a negative-sequence VSC current controller which is introduced as a supplement to the 

conventional VSC current controllers. 

The Unified Three-phase Signal Processor (UTSP) introduced in Chapter 2 was used for de­

tection and quantification of the PCC negative-sequence voltage as the islanding detection signal. 

Based on time-domain simulation in the PSCAD/EMTDC software environment, the proposed is­

landing detection method was evaluated under UL1741 test conditions. The studies conclude that 

the proposed islanding detection method: 

• detects an islanding event within 60 ms (3.5 cycles) under UL1741 test conditions, 
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• is highly immune to noise and accurately performs its task even when the PCC voltage is 

polluted with a Gaussian White Noise of SNR=30 dB, 

• requires 2 to 3% negative-sequence current injection for islanding detection, 

• can correctly detect an islanding event for the grid short-circuit ratio of 2 or higher, 

• is insensitive to variations of the load parameters of UL1741 test system. 
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Chapter 5 

Control of an Islanded 

Electronically-Coupled DR Unit under 

Balanced Conditions 

5.1 Introduction 

The expected high depth of penetration of distributed generation (DG) units in the utility distribu­

tion grid [91] have brought about concepts of "microgrid" [21] and "smart grid" [92]. Although 

full benefits of high depth of penetration of DG units are gained if a microgrid or a smart grid can 

be operated in both grid-connected and islanded (autonomous) modes [20,21], the current utility 

practice and the existing standards [2,3] do not permit such islanded operations. The main reason 

is the safety concerns associated with that portion of the utility grid that remains energized at part 

of the island [4]. However, there are provisions to permit islanded operation of a DG unit and its 

dedicated load, if the island does not include any portion of the utility grid. In this context, the DG 

unit operates analogous to an Un-interruptible Power Supply (UPS) for the load. 

A technical challenge to enable an electronically-coupled DG unit and its local load to remain 

operational in both grid-connected and islanded modes is to equip the coupling Voltage-Sourced 

Converter (VSC) with controllers that can accommodate both modes of operation and the transition 

process between the two modes. The conventional control strategy for an interface VSC, in a grid-

connected mode, is based on current-controlled operation of the VSC [1]. Based on this control 
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strategy, the grid dominantly dictates frequency and voltage at the Point of Common Coupling 

(PCC) of the DG unit and the VSC controls its exchanged real and reactive power components 

with the grid based on the controlled dg-current components. 

In this chapter, autonomous operation of an islanded single DG system which is under bal­

anced conditions is investigated. The islanded system includes a DG unit and a passive RLC load. 

The objective is to design a robust controller for the DG unit to regulate voltage magnitude and 

frequency of the island, despite unknown load parameters. To provide a fixed frequency in the 

islanded mode, a crystal oscillator whose frequency equals the system nominal frequency is used 

in the control system of the DG unit. Therefore, the island frequency is controlled/dictated in an 

open-loop manner at the pre-specified frequency. To robustly regulate voltage magnitude at the 

PCC, a feedback control system must be come into play. Since the voltage magnitude at PCC is 

the only control quantity and also the islanded system is assumed to be under a balanced condition, 

the rotating reference frame (dq-frame) is used to obtain dynamic models for the islanded system. 

In this chapter, depending on the selection of the reference phase-angle, two distinct mathe­

matical models for the islanded system in the dq-frame are presented. In the first model, phase-

angle of the PCC voltage is used as the reference phase-angle for the dq-frame transformation. In 

this case, the obtained model represents a multiple-input single-output (MISO) nonlinear system. 

However, by making the simplifying assumption that the rate of change of reference phase-angle, 

i.e. frequency, is constant, the MISO nonlinear system is converted to a single-input single-output 

(SISO) linear time invariant (LTI) system. Then, using the classical control approach, a controller 

which is structurally simple is designed. The proposed controller (i) guarantees stability of the 

islanded system, and (ii) provides desired performance characteristics, e.g. fast transient response 

and zero steady-state error, for the islanded system. However, the proposed SISO controller cannot 

cope with a wide range of load parameter uncertainties and is appropriate for a pre-specified load 

with a relatively small range of parameter variations. 

In the second formulation, phase-angle of the VSC internal oscillator is used as a reference to 

obtain an exact model for the islanded system in the dq-frame. In this case, the model obtained 

corresponds to a multivariable LTI system with structured uncertainties [48,93]. The parametric 

structured uncertainties result from the local load parameters which can vary about their rated 

values. Based on this dynamic model of the islanded system, a multiple-input multiple-output 
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(MIMO) servomechanism controller for the nominal plant is designed to guarantee robust sta­

bility, and to provide desired high performance for the islanded system despite load parameters 

uncertainty. To the best of our knowledge, this is the first time that such a controller design has 

been carried out to achieve these objectives in the context of an islanded DG unit. 

It should be noted that the SISO controller is structurally simple and can only be used for 

the applications where the local load is fixed, and cannot compensate large perturbations about 

the nominal load. For the applications for which the local load is highly uncertain, the MIMO 

servomechanism controller is preferred, since it is strongly robust with respect to load parameters 

uncertainty. However, the MIMO servomechanism is a high-order controller and its hardware 

realization demands more resources. 

In this chapter, PSCAD/EMTDC software is used to simulate both SISO and MIMO control 

systems. Simulation case studies provide a performance evaluation of both control systems under 

various operational scenarios. 

In addition to the simulation case studies, a laboratory test system is also mounted to exper­

imentally validate the performance of both control systems. The experimental results of the test 

system are given in Appendix A, Section A.4 and Section A.5. 

5.2 System Description 

Figure 5.1 provides a schematic, single-line diagram of a DG unit which is interfaced to a utility 

grid through its interface VSC. A local load is connected to the PCC where the DG unit and the 

main grid are coupled. The DG unit is represented by a DC voltage source, the interface VSC, 

and a series filter specified by R, and L, in each phase. The pre-specified DC source indicates 

that the DG unit is a dispatchable unit. A step-up transformer connects the DG to the utility grid 

at the PCC. The transformer parameters can be assumed as parts of Rt and Lt. According to the 

UL1741 and IEEE1547 standard tests [2,3], the local load is modeled by a three-phase parallel 

RLC network. A parallel RLC network is the worst type of load for most islanding detection 

methods when the load inductance and capacitance are tuned to the system frequency and its total 

power is delivered by the DG [2,3]. Parameters of the DG unit, the utility system, and the rated 

values of the local load which are used in this study are summarized in Table 5.1. 
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Table 5.1: Parameters of the system studied in Figure 5.1 

Quantity 

Rt 
U 

VSC rated power 
VSC terminal voltage (line-line) 

Jsw 

Vdc 

R 
L 

C 
.— 

f = ' 
Lu>0 

Rs 

Ls 

SCR 
/o (co0 = 2/r/o) 

Grid nominal voltage (line-line) 
Step-up transformer voltage ratio 

Step-up transformer rating 

Value 

1.5 mO 
300 ^H 
2.5 MW 

600 V (rms) 
1,980 Hz 
1500 V 
76 n 

111.9 m// 
62.86 pF 

1.8 

60 Hz 

120 

in 
10 m// 

19.5 
60 Hz 

13.8 kV (rms) 
0.6/13.8 kV 

2.5 MVA 

P.U. 

0.010 pu 
0.785 pu 

1 pu 
1 pu 

1 pu 
0.554 pu 
1.805 pu 

0.013 pu 
0.049 pu 

1 pu 

Comment 

Resistance of VSC filter 
Inductance of VSC filter 

PWM carrier frequency 
DC bus voltage 

Load nominal resistance 
Load nominal inductance 
Load nominal capacitance 

Load quality factor 

Load resonant frequency 

Inductor quality factor 

Grid line resistance 
Grid line inductance 

Grid short circuit ratio at PCC 
System nominal frequency 

Wye/Delta 

The system of Figure 5.1 is required to operate in both grid-connected and islanded modes. In a 

grid-connected mode, the interface VSC operates as a current-controlled VSC. Voltage magnitude 

and frequency of the local load (PCC) are regulated by the grid. Based on the methods discussed 

in [1,86,87], a dq-frame current-control scheme is designed to control the power-exchange between 

the DG unit and the grid of Figure 5.1. The grid may exchange real and reactive power with the 

potential island. Under the conditions that both real and reactive power exchange between the 

potential island and the grid are zero, the system operates in a matched-power state. Otherwise, 

the system is in a mismatched-power condition. 

In an islanded DG-load, without voltage and frequency controls, the voltage magnitude and the 

island frequency deviate from their rated values. This occurs due to the power mismatch between 

the DG unit and load. Thus, voltage and frequency of the load can vary significantly and result in 

the system collapse if the DG unit does not provide voltage and frequency control. Therefore, to 
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Potential Island 

DR Unit 

Figure 5,1: Schematic diagram of a grid-interfaced DG unit and its controller 

achieve uninterruptible, autonomous, operation of the island, the islanding event must be detected 

and subsequently voltage and frequency must be controlled. In this case, the new controllers to 

be developed should regulate voltage magnitude and frequency of the load, and the design of the 

new controllers is to be based on dynamic models of the islanded system which are discussed in 

Section 5.3.1 and Section 5.4.1. Frequency of the islanded system is controlled using an internal 

oscillator in an open-loop manner. Frequency of the internal oscillator is set at the system nominal 

frequency o»0. Thus, the frequency of voltage and current signals within the islanded system is at 

LOQ. It should be noted that the islanding event is detected by the proposed method and procedures 

of Chapter 4. 

5.3 SISO System 

In this section, first a mathematical model for the islanded system of Figure 5.1 in the station­

ary reference frame (a/?-frame) is derived. Then using the load voltage as a reference vector, the 

model obtained in the a/3-frame is transferred into a dq-frame system. In this case, the dq-frame 

model represents a MISO nonlinear system with structured uncertainties. Controller design for a 

nonlinear system with structured uncertainties is not a straightforward task [50,94,95]. Therefore, 

by imposing the assumption that frequency of the load voltage is constant, we simplify the MISO 
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model to obtain a SISO LTI system. Such an assumption is realistic since the load is a passive 

RLC network and we are using an internal oscillator to control the island frequency. Based on 

the simplified model (SISO model) of the islanded system and the classical control approaches, 

a controller for the nominal plant is designed to guarantee stability, and to provide desired per­

formance for the islanded system. To verify performance of the proposed SISO control system, 

various simulation case studies in the PSCAD/EMTDC software environment are performed. 

5.3.1 Mathematical Model of Islanded System 

This section provides a state space mathematical model for the islanded system of Figure 5.1. It 

is assumed that the DG unit and the local load are balanced three-phase subsystems within the 

island. The state-space model of the islanded system of Figure 5.1 in the abc-frame is 

,abc „ . 
Vt,abc - L,t—— h Rtlt,abc + vabc 

1 d t A 
I j . • r

dvabc 
h,abc ~ rt^abc "•" lL,abc ' ^ ,̂  R at 

T ^L,abc 0 . 
Vabc ~ L—-J— + KllL,abc-

at 

(5.1) 

In (5.1), vuabc, iuabc, ii,abc, and vabc are 3 x 1 vectors comprising the individual phase quantities, Fig­

ure 5.1. Under balanced conditions, each set of three-phase variable xabc of (5.1) can be transferred 

to a stationary a/3 reference frame system by applying the following abc to a/3 transformation: 

2n An 

•%aL3 ~~ Xa^ "•" •X'b^ 3 + xce 3 (5.2) 

where xa/i = x„ + jxp. Therefore, a dynamic model of the islanded system in the ay3-frame is 

di, ,ap Rt. 
dt 

dva0 

~h.n*R ~ u t,«p ' 
Va/3 Vt,a/i 

~Lt
+~ 

dt ~ cl,^~~RCVali~ClL-ali 

diraB 

(5.3) 

dt jVafi • 
Ri 

L 
lL,afi-
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We transfer (5.3) to a rotating reference frame (dq-frame) based on 

xafl = Xttqe*, = (Xd + jXq)eJe, (5.4) 

where 6{t) = J0 io{()dC + #o is the phase-angle of an arbitrary reference vector x™ + jx7f in the 

ayS-frame, i.e., 

0 = arctan 
yXa 

ref 

Substituting for a/3 variables from (5.4) in (5.3), we deduce 

( dltjq Rt Vdq Vt4q 

-dT + J0jIt'd« - "i;7'-* - 77 + "IT 
dVd 

dt 

dlhdq 
dt 

+ jo)Vt dq c 4q 

+ J0)h,dq 
L 

1 
"RC 

v*-hl 
'dq L,dq 

(5.5) 

(5.6) 

vap is selected as a reference vector such that Vq ~ 0, and therefore Vq = 0. The d- and q-axis 

components of the state variables are deduced from (5.6) as 

dhd 

dt 
dl,q 

dt 
dim 
dt 

dlhq 

dt 
dVd 

dt 

a>CVd -. 

R,. , Vd Vtd 
ltd + w L 1 

L, q L, Lt 

= -u>Ild - —Itq + — 

Rlr r 1 „ 
= - — iU + iOJlLq + jVd 

Ri 
- —dillA ~ -ylLq 

1 1 1 
= cItd~CIu~RCVd 

- Itq — Ibq 

8 = co 

(5.7) 

where Vd is the only output, and Vtd and Vtq are the input signals. Dynamical equations of (5.7) 

represent a multi-input single-output (MISO) nonlinear system. In addition, since the load param­

eters R, L, C are not fixed values, the plant has structured uncertainties. Controller design for such 
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systems are not straightforward and therefore we simplify the model to obtain a SISO LTI system. 

In an islanded mode of operation, the VSC can employ an internal oscillator with a constant 

frequency a>0 = 2nf0 to generate the modulating signals. Thus, the islanded system frequency 

is controlled in an open-loop manner by the internal oscillator and the VSC generates a set of 

three-phase voltages at the system nominal frequency, i.e. a>o- Moreover, since the local load is 

passive, all voltage and current signals in a steady state condition are at frequency ĉ o- Therefore, 

assuming to = at0, the last equation of (5.7) is a linear combination of the state variables, and leads 

to redundancy of one state variable. Substituting ILq = Itq — a>oCVd in (5.7) yields 

( dltd 
dt 

Rc 1 1 
~ — ltd + OJ0I,q ~ — Vd + — V, 
u u u id 

dltq Ri (RiCoj0 co0\ 

dlu , Ri, n 2 r \ v (5.8) 

dVd 1 1 1 
~dT-cItd~chd~RCVd 

Vtg = U 
Rt Ri 

2oj0hd + (j- - j-1 hq - 2a>ohd + {—^ -jf) Vd 

In (5.8), V,d and Vtq are the input signals and Vd is the only output signal which should be 

regulated. It should be noted that Vtq does not explicitly appear in (5.8), and is a function of 

state variables and parameters of the system. As all state variables are not accessible and the load 

parameters are uncertain, we cannot readily calculate control signal Vtq. In such a case, Vtq is 

assumed as a disturbance signal and set to zero. Therefore, to control the only output variable Vd, 

one of the two inputs suffices. 

The state space equations of the islanded system of Figure 5.1, i.e. (5.8), in the standard state 

space form are 
i 

x{t) = Ax(t) + buif) 

y(t) = cx(t) (5.9) 

«(0 = vtd, 
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where 

A 

R, 

0 

1 

C 

0JQ 

Ri 

L 

6L»0 

0 

0 

R_l 
L 
1 

C 

1 

RiCu>o a>o 
L R 

1~<C 

1 
RC 

b = 

1 

L, 
0 

0 

0 

c = 

0 

0 

0 

1 

T 

x = 

hd 

I* 

ltd 

. Vd . 

(5.10) 

Dynamical equations (5.9) describe a SISO control system in the dq-frame. To design a controller 

for the potential island of Figure 5.1 in s-domain, a transfer function of the system is obtained 

from (5.9) as 

8(s) = 777T = C(SI ~ ^ ) ^ = 

t/(«) 

where 
, / , 2R, wlL2 + R2 

N(s) = RL2 Is2 + ~^s+ j 2 

D(s) = fl454 + fl3i3 + Cl2S2 + <X\ S + OQ, 

(5.11) 

(5.12) 

and at, i - 0,1,2,3, are functions of the system parameters and expressed as 

a0 = R,RtR + OJ0
2RL2 + Rtco0

2L2 + Rt
2R + RtR{

2 + a)0
2LtRL - u>0

2LtRi2RC - u)0
ALtRL2C 

ax = RtRL + 2RtRL + RtRt
2RC + R,L,R + 2RtRtL + Rtu0

2RL2C + R,2L, + co0
2LtL

2 

-2a)0
2L,RiRLC 

a2 = URL + RL2 + RtL
2 + 2RtRtRLC + 2RtL,L + Rt

2LtRC 

a3 = LtL
2 + R,RL2C + 2RiLtRLC 

a,\ = LtRL C 

Transfer function g(s) has the following features: 

• g(s) has two stable zeros at zi,2 = — - ± ja)0 and consequently is minimum phase. 

• g(s) represents a fourth-order system which can be unstable for a specific range of values of 

load parameters R, L, and C. 

• Since R, L, and C are uncertain, transfer function g(s) has structured uncertainty of poly-

nomic uncertainty type [48]. 
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Figure 5.2: Structure of SISO controller for the islanded system 

Design of a robust controller for this type of system is not straightforward [48] since the coef­

ficients of variable "s" in plant g(s) are nonlinear functions of load parameters R, L, C. In the 

following section we design a controller for nominal plant gn(s) and based on simulation results 

verify robustness of the control system with respect to load parameter uncertainties. The nominal 

plant gn(s) is obtained by substituting rated values of the load and the system parameters from 

Table 5.1 in (5.12) and (5.13), and is expressed as 

?n(s) 
33150s2+ 208300.? + 4.71 le9 

s4 + 220.6s3 + 177700s2 + 3.094e7s + 4.868e9' 

5.3.2 Control Strategy 

Using the classical control approaches [71,96], a controller based on the transfer function of the 

nominal plant, i.e. g„(s), is designed. The controller should guarantee stability of the closed-

loop system and provide pre-specified desired performance characteristics, e.g. time response, 

acceptable disturbance rejection capability, and zero steady-state error to a step command input. 

Figure 5.2 shows a controller structure for the islanded mode. In the islanded mode of oper­

ation, load voltages vabc are measured and transferred to a dq-frame. A three-phase PLL [72-75] 

is used to provide the reference angle for the abc/dq block and thus the q component of the load 

voltages is set to zero, i.e., Vq = 0. In such a case, the d component of the load voltages, Vd, should 

be regulated to the desired peak value of load voltages. To regulate Vd, it is compared with refer­

ence signal Vd,ref and the resultant error signal is applied to designed controller C(s), Figure 5.2. 

Controller outputs u = V,d and Vtq = 0 are applied to the gating signal generator for the VSC, 

Figure 5.1. 
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Figure 5.3: Bode diagrams for the compensated system 

To obtain zero steady-state error (ess = 0) to a step reference signal, a simple pole is assigned 

at the origin of s-plane. By adding another simple pole at s = -100 and adjusting the controller 

gain, the desired speed of response, overshoot, and robust stability margins are obtained. The 

transfer function of designed controller C(s) is 

C(s) = 
4000 

s(s + 100) 
(5.13) 

The designed controller is structurally simple and has a limited bandwidth which results in accept­

able noise and disturbance rejection properties. Figures 5.3 and 5.4 show the bode diagrams and 

the step response of the compensated closed-loop system, respectively. Figure 5.3 shows that the 

designed controller provides gain and phase margins of 11.3 dB and 56.2 deg, respectively, and 

guarantees robust stability of the closed-loop system for the load parameter uncertainties within 

limits. Zero steady-state error and fast step response of the controller and the closed-loop sys­

tem are observed in Figure 5.4. The step response of the closed-loop system demonstrates 44 ms 

rise-time. 
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Figure 5.4: Response of the controller and the closed-loop system to a step command signal 

5.3.3 Performance evaluation of SISO System 

This section evaluates performance of the system of Figure 5.1 during and subsequent to an island­

ing event, based on the proposed SISO controller of (5.13). The reported case studies demonstrate 

that the SISO controller of (5.13) is (i) capable of maintaining the magnitude of the PCC voltage in 

the islanded mode, and (ii) robust with respect to small perturbations in the load parameters. In the 

presented studies of this section, the islanding event is detected based on the proposed method of 

Chapter 4, and upon detection the control strategy is changed from the conventional grid-connected 

control to the proposed SISO control of Figure 5.2. The UTSP system presented in Chapter 2 is 

also used to estimate the sequence components of the PCC voltage and the system frequency. The 

studies are performed based on digital time-domain simulation in the PSCAD/EMTDC software 

environment. 

A. Matched Power 

The system of Figure 5.1 initially operates in a grid-connected mode, where real and reactive power 

components of the RLC load are supplied by the DG unit. The load and the DG parameters are set 

at their rated values as given in Table 5.1. The system is islanded at t= 1.000 s by opening CB of 

Figure 5.1, and the event is detected by the proposed method of Chapter 4 at t= 1.060 s. The control 
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strategy is changed from the grid-connected strategy, i.e. the conventional Idq control [1,86], to the 

proposed SISO control strategy of Figure 5.2 att=1.060 s. Figure 5.5 shows the dynamic response 

of the system prior, during and subsequent to the islanding event. 

Figure 5.5(a) shows the instantaneous voltage of phase-a at PCC and its estimated magnitude 

by the UTSP system. Figure 5.5(a) confirms that the proposed SISO controller maintains the load 

voltage after the islanding event. Figure 5.5(b) shows the control signal in response to the islanding 

event. Figure 5.5(c) shows the magnitude of negative-sequence component of the PCC voltages 

which is estimated by the UTSP and used for the islanding detection. The system frequency at 

PCC is also estimated by the UTSP system and depicted in Figure 5.5(d). Figure 5.5(d) indicates 

that the internal oscillator provides a constant frequency for the islanded system. However, the 

system frequency is distorted for a short time during the islanding event. 

Figures 5.5(e), (f), and (g) show variations of real and reactive power components of the con­

verter, load, and the grid. In the grid-connected mode, real and reactive power components of 

the VSC and the grid exhibit a 120 Hz ripple component, since the VSC injects a small compo­

nent of negative-sequence current which is absorbed by the grid. Based on the instantaneous real 

and reactive power concepts [69], if a set of three-phase voltages and/or currents are unbalanced, 

i.e. contain negative-sequence components, instantaneous real/reactive power components are not 

constant values and contain double frequency ripple components. Figure 5.5(f) shows phase-a cur­

rent of the load and demonstrates that it does not undergo a significant variations due to transition 

from the grid-connected mode to the islanded mode and change of controllers. 

To guarantee stability and desirable performance of the islanded system, transition from the 

grid-connected mode to the islanded mode must be carried out smoothly and without a long in­

terruption. In other words, the control signals and all state variables of the new system (islanded 

system) should be initialized with those of the grid-connected mode system, prior to the islanding 

event. This requires that the phase-angles of the internal oscillator and the do-current controller be 

in a synchronous condition when the proposed SISO controller is activated, and the dg-current con­

troller disabled. This can be achieved by using the instantaneous control signals of the dq-cmrent 

controller, at the control transfer instant, as the initial conditions for the proposed SISO controller. 

Our studies show that the lack of smooth transition can result in a long period of transients or even 

instability of the island. 
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Figure 5.5: Dynamic response of the system of Figure 5.1 to a pre-planned islanding event (a) 
instantaneous voltage of phase-a at PCC and its estimated magnitude by the UTSP, (b) control 
signal, (c,d) estimated magnitude of negative-sequence component of PCC voltages and estimated 
frequency at PCC by the UTSP, (e,f,g) real and reactive power components of the converter, load, 
and the grid, and (h) phase-a current of the load 

B. Mismatched Power 

The system of Figure 5.1 initially operates in a grid-connected mode. The grid absorbs 1.43 MW 

(0.57 pu) real power from the converter and 710 kVAr (0.28 pu) reactive power from the load. The 

DG unit delivers real power to the system at unity power factor. The load parameters are given 

in Figure 5.6 (Sa is open). An accidental islanding event occurs at t=1.200 s and is detected by 

the UTSP at t= 1.208 s. The islanding detection time is shorter than the previous case study since 

power components of the DG unit and the RLC load are not matched prior to the islanding instant 
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Figure 5.6: Single-line diagram of the local load 

and therefore the voltage magnitude at PCC and/or the islanded system frequency rapidly deviate 

from their acceptable limits. 

Dynamic response of the system of Figure 5.1 to the islanding event is shown in Figure 5.7. 

Instantaneous voltage of phase-a at the PCC and its estimated magnitude by the UTSP are shown in 

Figure 5.7(a). It is observed that after three cycles of transients the load voltage is regulated at the 

desired reference value of 1.0 pu by the control system of Figure 5.2. The voltage transients are as 

a result of power mismatch condition prior to the islanding event. Figure 5.7(b) shows the control 

signal in response to the islanding event. Estimated magnitude of negative-sequence component 

of the PCC voltages and estimated system frequency by the UTSP are shown in Figures 5.7(c) and 

(d), respectively. Figures 5.7(e), (f), and (g) show variations of real and reactive power components 

of the converter, load, and the grid, respectively. Figure 5.7(h) shows the load current of phase-

a prior, during and subsequent to the islanding event, and demonstrates that the proposed SISO 

controller can readily adjust the current to its pre-islanding steady-state condition within 2.5 cycles. 

C. Change of Load Parameters 

This study case verifies robust stability and performance of the proposed SISO controller with 

respect to the load parameter uncertainties. While the system is operating in an islanded mode 

and under balanced conditions, the load parameters, in the three phases, are equally changed such 

that the resultant load remains balanced. The load change is imposed by closing switch Sa of 
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Figure 5.7: Dynamic response of the system of Figure 5.1 to an accidental islanding event (a) 
instantaneous voltage of phase-a at PCC and its estimated magnitude by the UTSP, (b) control 
signal, (c,d) estimated magnitude of negative-sequence component of PCC voltages and estimated 
frequency at PCC by the UTSP, (e,f,g) real and reactive power components of the converter, load, 
and the grid, and (h) phase-fl current of the load 

Figure 5.6 at t= 1.600 s. 

Figure 5.8 shows the simulated system response to the load change. Figure 5.8(a) shows 

the instantaneous voltage of phase-a and its estimated magnitude at PCC by the UTSP. Figure 5.8 

shows that the designed SISO controller is robust with respect to this change in the load parameters, 

and within three cycles retains magnitude of the load voltage at its desired value. Figure 5.8(b) 

shows the control signal in response to the load change. The islanded system frequency which 

is extracted by the UTSP is shown in Figure 5.8(c). A transient error in the estimated frequency 

is observed which is introduced by the UTSP system. The load power components and phase-
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Figure 5.8: Performance of the islanded system to a balanced change in load parameters (a) 
instantaneous voltage of phase-a at PCC and its estimated magnitude by the UTSP, (b) control 
signal, (c) estimated frequency at PCC by the UTSP, (d) real and reactive power components of 
the load, and (e) phase-a current of the load 

a current are shown in Figure 5.8(d) and (e), respectively. This case study demonstrates that 

the proposed SISO controller is robust if the load perturbations about their nominal values are 

small. However, the proposed controller cannot necessarily accommodate large perturbations of 

the load parameters. For example, our studies show that the load resistances larger than 300 Q. 

result in a large rise-time (0.2 s) and poor performance. Therefore, the proposed SISO controller 

is appropriate only for those applications that the local is almost fixed and pre-determined. 

D. Voltage Tracking 

This case study demonstrates the performance of the SISO controller under an islanded condition 

in terms of reference signal tracking. While the system is operating in the islanded mode, the 

voltage reference signal is stepped down from 1 pu to 0.82 pu at t=2.500 s. The load parameters 

are set at their rated values as given in Table 5.1. Figure 5.9 shows the system response to the 
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Figure 5.9: Dynamic performance of the islanded system to a step voltage command (a) instan­
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reference change. Figure 5.9(a) shows the instantaneous voltage of phase-a and its estimated 

magnitude at PCC by the UTSP. Figure 5.9(a) demonstrates that the load voltage is regulated at the 

new reference value of 0.82 pu by the designed control system within four cycles. Figures 5.9(b) 

and (c) show the control signal and the estimated frequency by the UTSP system in response 

to the step voltage change. Power components and phase-a current of the load are shown in 

Figures 5.9(d) and (e), respectively. Figure 5.9 verifies that the proposed SISO control system is 

capable of tracking the reference signal, with zero steady-state error. 

E. Load Imbalance 

In this case study, while the system is initially operating in an islanded mode as a balanced system, 

the load parameters are changed such that the islanded system becomes unbalanced. Figure 5.10 

shows the unbalanced load diagram, where the rated load is a parallel RLC network as given 

in Figure 5.1 with the nominal values given in Table 5.1. Switches Sa, S&, and Sc are initially 
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Figure 5.10: Three-phase unbalanced load 

open and simultaneously closed at t= 1.500 s and the load becomes resistively unbalanced. This 

switching event results in Rb = %95Ra and Rc = %89Ra. Magnitudes of sequence components of 

the load voltage are estimated based on the UTSP system as described in Chapter 2. 

Dynamic response of the islanded system to the unbalanced condition is depicted in Fig­

ure 5.11. Figures 5.11(a), (b) show instantaneous load voltages and the control signal, respectively. 

Figure 5.11(a) indicates that the designed controller maintains the load voltage (line-line) at the 

desired reference value of 1.0 pu within three cycles after the switching event. Figures 5.11(c), 

and (d) show the estimated magnitudes of positive- and negative-sequence components of the 

PCC. Figure 5.11(d) shows that the load voltages exhibit a negative-sequence component of 2.25% 

which is acceptable in terms of power quality requirements [90]. The reason that the load voltages 

becomes imbalance is that the DG unit generates a set of balanced three-phase voltages and cannot 

compensate the unbalanced condition introduced by the load. The control signal u(t) is also pol­

luted by a small-amplitude, 120 Hz ripple component. The ripple component in the control signal 

is the result of the load voltage imbalance which appears in the dq-frame as a double-frequency, 

120 Hz component. The estimated frequency by the UTSP and the instantaneous three-phase cur­

rents of the load are depicted in Figures 5.11(e) and (f), respectively. This case study verifies that 

the proposed SISO controller is capable of partially compensating unbalanced conditions, how­

ever, it necessarily cannot cope with large unbalanced load conditions. A control strategy, which 

can accommodate large unbalanced load conditions, is proposed in the next chapter. 
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Figure 5.11: Performance of the islanded system to an unbalanced condition (a) instantaneous 
load voltages, (b) control signal, (c,d) estimated magnitude of positive-, and negative-sequence 
components of PCC voltages, (e) estimated frequency by the UTSP, and (f) instantaneous currents 
of the load 

5.4 MIMO System 

In Section 5.3, we observed that the islanded system of Figure 5.1 is modelled by a MISO nonlinear 

system. Then, a simplifying assumption is made which results in a SISO LTI model. Based on 

the simplified model, a structurally simple SISO controller is designed. However, our studies 

show that the designed controller cannot accommodate large perturbation of load parameters. The 

reason is that the plant model itself can be unstable for large load perturbations and therefore the 

resultant closed-loop system becomes unstable. Nevertheless, for those applications in which the 

local load is pre-specified and fairly fixed, the SISO controller is a good choice. To overcome the 

shortcomings of the SISO model, a more precise LTI model is proposed in this section. 

To obtain a more precise LTI model for the islanded system of Figure 5.1 in a dq-frame, 

phase-angle of the internal oscillator, as shown in Figure 5.12, is used as the reference phase-

angle. In this case, the model obtained corresponds to a multivariable LTI system. Based on this 
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dynamic model of the islanded system, a multiple-input multiple-output (MIMO) servomechanism 

controller for the nominal plant is designed to guarantee robust stability, and to provide desired 

high performance, e.g. fast transient response and zero steady-state error, for the islanded system 

despite load parameters uncertainty. It is shown, based on simulation results, that the proposed 

MIMO controller is robust for a wide range of load parameter uncertainties. 

5.4.1 Mathematical Model of Islanded System 

This section provides a more precise model for the islanded system given in Figure 5.1. If the 

transformation angle 6 in (5.4) is produced by the internal oscillator of the converter, as shown in 

Figure 5.12, and the frequency of the internal oscillator is set at the system nominal frequency a>0, 

then 6{t) = a>ot + 0O. On substituting the aB variables from (5.4) into (5.3), we obtain 

( dkdq . . R,r Vdg Vt4q 

dVdq 1 1 1 tc *A\ 
-jj- + jCJoVj,, = -I,,dq-—Vdq--IL,dll P - 1 4 ) 

dh4q _ 1 Ri 
—— h JCOo^L,dq - J" Vdq ~ -JlL4q, 

where each equation in (5.14) can be expressed by two scalar equations in terms of the d- and 

q-axis components of the state variables. In this case, the set of scalar equations obtained from 

(5.14) can be represented in the following standard form: 

I x(t) = Ax(t) + Buit) 

• y{t) = Cmx{t) (5.15) 

e(t) = y(t) - yref(t) 

where x = [Vd Vq ltd ltq lu hjjY e R6 is the vector of state variables, u = [Vtd Vtq]
T e R2 is 

the input vector, y = [Vd Vq]
J e R2 is the output vector, yref e R2 are the reference inputs, e € R2 

is the error in the system, and A, B, Cm are constant matrices of appropriate dimensions. Matrices 

A, B, and Cm are given by: 

97 



A = 

1 

~RC 

—too 

1 

L, 

0 

1 
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too 

1 
~R~C 
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~h 
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1 

Z 
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c 
0 

fl» 

~A 
-to0 

0 

0 

0 

1 

c 
u>0 

Rt 

~~Lt 

0 

0 

1 

c 
0 

0 

0 

_̂ ° 
9; 

- 6 J 0 

0 

1 

~c 
0 

0 

6U0 

to0 

1i 

, B = 

0 

0 
1 

0 

0 

0 

0 

0 

0 

1 

0 

0 

c = 

1 0 

0 1 

0 0 

0 0 

0 0 

0 0 

-.r 

(5.16) 

It should be noted that input signal u{t) is generated based on a sinusoidal pulse-width mod­

ulation (SPWM) method, and therefore polluted by high frequency harmonics. These harmonics 

can be considered as disturbance signals in the system. Therefore, we replace u in (5.15) with 

u + w and obtain: 
i 

x{i) = Ax(f) + Bu(t) + Ew{t) 

y(t) = Cmx(t) (5.17) 

e(t) - y(t) - yref(t) 

where E = B, w e R2 denotes the disturbance signals, and w the control signal. The open-loop 

system (5.17) includes two control inputs and two outputs to be controlled, i.e. r - m - 2, and 

reference signal yref and disturbance signal w belong to the class of step and sinusoidal signals, 

respectively. In (5.16), load parameters R, L, and C are uncertain parameters and perturbed about 

their nominal rated values. Other parameters are assumed to be fixed and known, as given in 

Table 5.1. 

5.4.2 Control Strategy 

In this section, some features of the open-loop system are initially studied. Then, a robust ser-

vomechanism controller, using the parameter optimization methods of [47,97-99], is designed for 

the system of Figure 5.1. Finally, a robust stability analysis and evaluation of the resulting closed-

loop system is performed. 
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Figure 5.12: Structure of MIMO controller for the islanded system 

Figure 5.12 shows the proposed controller structure for the islanded mode. In an islanded 

mode of operation, load voltages vabc are measured and transferred to a dq-frame, and the internal 

oscillator is used to provide reference angle 6{t) for the abc/dq and dq/abc blocks. The d and 

q components of the load voltages, i.e. Vj and Vq, should be regulated to their desired values 

such that the magnitude of the load voltage, i.e. JVj + V%, satisfies power quality requirements. 

To regulate Vj and Vq, these components are compared with the corresponding reference signals, 

i.e. Vd,ref
 a nd Vq<ref, and the resultant error signals ed, eq are applied to designed MIMO (robust 

servomechanism) controller of Figure 5.12. Finally, control signals ud and uq are transferred to the 

abc-frame and applied to the gating signal generator for the converter, as depicted in Figure 5.1. 

A. Open-Loop System Properties 

The following result is obtained: 

Theorem 5.4.1 Given the open-loop system (5.17); then: 

(a) The open-loop system is asymptotically stable for all positive values of plant and load pa­

rameters. 

(b) The open-loop system with input u and output y is minimum phase for all positive values of 

plant and load parameters, and has transmission zeros [100] given by: 

h = — ± jm- (5.18) 
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(c) The open-loop system is stabilizable and detectable for all positive values of plant and load 

parameters. 

Proof 1 See Appendix A, Section B. 1. 

Remark 5.4.1 Based on the numerical parameters of Table 5.1, the transmission zeros and poles 

of the system (5.17) are given by: 

fz =-3.1416 ± ,/376.99 (5.19) 

poles = | -106.42 ± ; 782.86, -106.42 ± j 28.877, -4.648 ± j 376.99 } (5.20) 

Remark 5.4.2 (/) In the plant model (5.16), load parameters R, L, C are not fixed values, since 

the electric load applied to the system can vary. This implies that the plant has structured 

uncertainties R, L, C, which based on parameters of Table 5.1, can be explicitly observed 

in the transfer function of the system G(s) - Cm(sl - A)~XB = —~—G(s), where P(s) and 
P(s) 

G(s) = 
( \ 

8n(s) gu(s) 

K 82i(s) 822(S) t 

are given by: 

p(s) = „9 }o~> [s6R2C2L2 + (16.28/?2C2L2 + 2L2RC)s5 + (32.57L2RC + L2 + 4.2R2CL2 

+426464R2C2L2 + 2LR2C)s4 + (4.63e6R2C2L2 + 16.28L2 + 2RL + 41.4R2CL2 + 4.2RL2 

+568684L2/?C + 26.28Li?2C)^3 + (173.4/?2CL2 + 2.8e5L2 + 4.63e6L2RC + R2 + 41.4RL2 

+ 1 \2.SLR2C + 6e\0R2C2L2 + 26.2SRL + 4.2R2L + 4.42R2L2)s2 + (2.3e6L2 

+34.2R2L + 4e\0L2RC + 21.12R2!2 - 7.66e5R2CL2 + 3.3e\\R2C2L2 - \.95e6LR2C 

+284357/?L + 5.9Se5RL2 + WR2)s + (893136RL + 2.S7e\5R2C2L2 - 4elOLR2C 

+627041R2L2 + 5.91e5R2L - 8.49elO/?2CL2 + 2.99e6RL2 + 2e\0L2 + 142147/?2)], 
(5.21) 
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gu = g22 = —L-[2.1RLCs4 + (23.7RLC + 2AL)s3 + (S6.12RLC + 4A1RL 
RLC 

+2.1/? + 23JL)s2 + {21.12RL - 3.S3e5RLC + 17.1/? + 2.99e5L)s 

+(6.27e5RL - 4.24e\0RLC + 2.99e5/? + 1.49e6L)], 
i (5.22) 

gl2 = - g 2 1 = __[ l583 .66 /?LCi 3 + 791.83(17.57/?LC + L)s2 

+791.83(2. S4e5RLC + 6.2SL)s 

+(5.63eSRLC - 1471.55/? + 1.13e8L)]. 

(/(') As it is observed from (5.21) and (5.22), the type of uncertainty in the plant model is poly-

nomic [48], which results in a difficult robust stability analysis for the system when it is in 

closed-loop. 

B. Controller Design Requirements 

It is desired to design a controller for plant (5.16) using the nominal parameters of Table 5.1, such 

that: 

1. The resultant closed-loop system is asymptotically stable. 

2. Asymptotic tracking and regulation occur for all constant set points in yref -

and all constant disturbances in w. 

'd,ref 'q,ref 

T 

3. It is desired that the dominant harmonic frequency to* = 1.244e4 rad/s which exists in 

the SPWM signal, should not be excited, i.e. the converter generates a SPWM signal which 

contains harmonics centered at integer multiples of the switching frequency fsw = 33x60 Hz, 

and the controller should reject this dominant harmonic frequency. 

4. It is desired that the controller be robust, i.e. conditions 2 and 3 must hold for any perturba­

tions of plant model (5.16) (including dynamic perturbations) which do not destabilize the 

resultant perturbed closed-loop system. 

5. It is desired that the controller should be "fast" with smooth non-peaking transients, i.e. in 

particular, it should be able to respond to set point changes and disturbance changes within 

about three cycles of 60 Hz. 
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6. It is desired that "low interactions", and ideally "no interactions", should occur between 

channels for both cases of tracking and regulation [47]. 

7. It is desired that the above requirements be satisfied for as wide as possible range of R, L, C 

parameters of the load. 

These objectives can be achieved by designing a controller to solve the robust servomechanism 

problem (RSP) [47,97-99] for the case of constant signals, and sinusoidal signals with a frequency 

of of rad/s given above. Since the plant is minimum phase, in principle, we can achieve "perfect 

control" [102] for the system, ignoring robust constraints and non-linear effects, as is indicated in 

the following existence results: 

C. Existence Conditions 

Lemma 5.4.2 [97-99,102], Given plant (5.16) with parameters of Table 5.1, there exists a solution 

to the RSP such that requirements 1, 2, 3, 4 of Section 5.4.2-B are all satisfied if and only if the 

following conditions all hold: 

a) the plant is stabilizable and detectable, 

b) m> r, 

c) the transmission zeros of the plant exclude 0 and ±jof = ±y 12440.7, 

d) output signals y are measurable, 

and there exists a solution to the RSP, such that requirements 1, 2, 3, 4 of Section 5.4.2-B together 

with additional requirements 5, 6 of Section 5.4.2-B, are satisfied if the following conditions all 

hold: 

a') the plant is stabilizable and detectable, 

b') the plant is minimum phase, 

c') m > r, and 

d') output signals y are measurable. 
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It should be noted from Theorem 5.4.1 that the plant satisfies all conditions a'), b'), c'), d') for all 

load parameters R, L, C, so that there exists a solution to the RSP to satisfy all of requirements 1 

to6ofSection5.4.2-B. 

D. Controller Design 

Given plant (5.17), the controller design method of [47,97-99] was adopted in which the following 

"cheap control" performance index: 

J, 
Jo 

(eTe + evTv)dr, e > 0 (5.23) 

where e = y - yref, v ='u + u>2u [104] and u> = 12440.7, is to be minimized for the system: 

x = 
A 

<% C 

e = 

0 

0 ««f 

x + 

X, 

B 

0 
v, 

(5.24) 

where x ,x = "x+ OJ2X and where 

fj - S4CT] + 38ce, (5.25) 

is the servo-compensator [97] for the system, where 

0 

0 

0 

/ 0 

0 / 

-co2I 0 

, @c = 

0 

0 

/ 

, ^c - 7 0 0 

In this case, it follows from the existence conditions of Lemma 5.4.2 that since plant (5.16) is stabi-

lizable and detectable and conditions a'), b'), c'), d') all hold, (5.24) is stabilizable and detectable. 

Hence the optimal controller which minimizes (5.23), subject to (5.24), is a stabilizing controller. 

It also follows from [102] that as e —> 0, the obtained controller is "perfect" [102], in the sense 

that JQ eT(f)e(i)dt —> 0 as e —> 0. This implies that a standard observer can be used to implement 
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the optimal state feedback controller obtained in minimizing (5.23) given by: 

v = KQX + K\fj (5.26) 

where AT0 and K\ are constant gain matrices [104]. In particular, as e -* 0, zero channel interac­

tion and arbitrary fast speed of response occur, while no unbounded peaking occurs in the error 

response. These desirable characteristics are achieved for all constant tracking and disturbance 

signals and all sinusoidal tracking and disturbance signals of frequency a> = 12440.7 rad/sec, 

under all initial conditions of plant (5.17), assuming that ?7(0) = 0, i.e. the initial conditions of 

servo-compensator (5.25) are zero. The last requirement j](0) = 0 can be easily implemented, and 

corresponds to the controller "reset-windup problem", i.e. if rj(0) ± 0, then controller reset windup 

occurs in the response of the closed-loop system [102], which is undesirable. 

Assume now that the controller (5.26) is implemented by using an observer so that controller 

(5.26) becomes: 

v = K0^ + K]fj, (5.27) 

where 

f = (A - KCm + BK0)£ + ACmx + BKtf, (5.28) 

is the observer. The closed-loop system then becomes: 

X 

V 

j 
= 

A 

I\Ksm 

e -

BK\ BK0 

stfc 0 

BK} A - ACm + BKQ 

0 ^ 0 

X 

n 

. 1 . 

X 

n 

J . 

? 

(5.29) 

or alternatively, since the controller represented by (5.27) and (5.28) can be implemented by using 
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controller; 

u = K0£; + K\rj, 

f] = stfj) + 38ce, 

k = (A - ACm + BK0)£ + Ay + BKxri, 

the closed-loop system becomes: 

(5.30) 

X 

n 

£ . 

= 

A 

48 C 

_ ACm 

BK\ BKQ 

s*c 0 

BKX A - ACm + BK0 

X 

n 
J . 

+ 

E 

0 

0 

w + 

0 

-®c 

0 

y = cm o o 

yref, 

(5.31) 

All of the controller design requirements 1 to 6 of Section 5.4.2-B can therefore be achieved by 

implementing controller (5.30). 

Thus, the "dominant" design feature which needs attention is requirement 7, which is to sat­

isfy previous requirements 1 to 6 for "as large a range as possible for R, L, C parameters of the 

load". This will be done by using the CAD approach of [47], i.e. by carrying out a 1-D minimiza­

tion search on parameter V of (5.23), subject to the constraint that perturbed parameters of the 

nominal load R, L, C should satisfy a certain closed-loop stability constraint [103]. 

E. Structured Robust Stability Constraint [103] 

Given the open-loop asymptotically stable plant (5.16), matrices B and Cm are independent of the 

load parameters R, L, C, and only the following elements of A are functions of R, L, C: 

A = 

-01 

0 

0 

0 

#3 

0 

0 

-01 

0 

0 

0 

e3 

o2 

0 

0 

0 

0 

0 

0 

o2 

0 

0 

0 

0 

-e2 

0 

0 

0 

0 

0 

0 

-02 

0 

0 

0 

0 

(5.32) 
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Now assume that A -» A + AA, where parameters 6t —> 6>,- + A6>,-, i- 1,2,3 where: 

A02 = -52, 
T 

A0 3 = -S3. 

R, L, C are the nominal parameters of the load given in Table 5.1, and 8\, 62, 6-) are perturbation 

parameters. 

Now, define matrix U: 

U = 

U\\ 0 W|3 0 M15 0 

0 «22 0 «24 0 «26 

0 0 0 0 0 0 

0 0 0 0 0 0 

wsi 0 0 0 0 0 

0 u62 0 0 0 0 

(5.33) 

and assuming the nominal load parameters of Table 5.1 are used, let 

"11 = u22 = -— = 2 1 0 , 

1 
"13 = "15 = "24 = "26 = 7; - 1-590 X 104 , 

1 C 

"51 = "62 = J - 8.9 , 

and let the elements of matrix A, given in (5.16), be perturbed so that A 

elements of perturbation matrix AA are given by: 

A + AA, where the 

|AA n |<w n e , |AA13|<w13e, |AA]5| < ul5e, |AA22| < u22e, 

|AA24| < "24e, |AA26|<"26e, |AA5i|<w5ie, |AA52| < u62e, 
(5.34) 
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where e > 0. Now given (5.31), let 

st = 

and assume srf is stable. Let 5?\ = 

A BK SATo 

%ccm K o 
ACm BK] A - ACm + BK0 

I 

0 

0 

) 

, ^ 2 = 7 0 0 , and assume that 

• c Z - ^ + J ^ A A J ^ ? 

(5.35) 

where AA is given by (5.34). The following bound on e is obtained such that srf+y\ AAS^ remains 

stable for all perturbations AA which satisfy (5.34): 

Theorem 5.4.3 Given the class of perturbations AA described in (5.34), then srf + 5^\bAS^% re­

mains stable if: 

e < rstab := 
1 

(5.36) 
sup^Qn[\y2(jcoI - ^^y^U] 

where U is defined in (5.33), |(.)| denotes a matrix whose elements are all equal to their respec­

tive absolute values, and n(.) denotes eigenvalue of'(.) which has the largest moduli of all other 

eigenvalues of(.). 

Proof 2 See [103], 

1. Design of Controller: The following value of rstab is obtained from (5.36) for the case 

when e = 1010 in (5.23), which corresponds to the case when controller gains KQ and K\ of 

(5.30) are equal to zero, corresponding to an open-loop plant: 

rstab* =0.1707, 

i.e. the open-loop plant remains stable for all perturbations AA given by (5.34) for e < 

0.1707 which corresponds to a perturbation of 17%. The following one-dimensional opti­

mization problem is then solved: 
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2. 1-D Optimization Problem: 

min Je I rstab > 0.1 
e>0 

where Je is given by (5.23), for system (5.24), i.e. it is desired to find a "high performance" 

controller for (5.24) which has the property that it has a robust stability measure (5.36) of 

10%. It is to be noted that always exists a solution to this problem, given that with no control 

applied rstab = 17%. It is also to be noted that there is a trade off of the robust properties of 

the closed-loop system versus speed of response in choosing the constraint rstab > 0.1. 

3. Controller Design Obtained: In this case, on carrying out the 1-D optimization problem, 

an optimal value of e = 10-2 is obtained to produce the 12fA-order strictly proper controller: 

0 = &4£ + S8c{y - yref) + Scyref, 

u = &J3, 
(5.37) 

where a standard observer, with poles {-5107±; 14490, -5107 iy 13730, -4.175±j376.9}, 

was used to implement the final controller for the system. A listing of matrices stfc, 38c, £'c, 

'lac is given in Appendix A, Section B.2. The eigenvalues of this controller are given by: 

controller 
eigenvalues 

0 , 0 , ± j 12441, ±712441, - 5214.6 ±j 14526, 

-4.159 ±j 377.59, - 5220.3 ± ; 13773 
(5.38) 

of which {0,0, ±j 12441, ±j 12441} are the servo-compensator (5.25) modes, and the re­

maining modes correspond to the observer modes. 

F. Properties of Closed-Loop System 

Consider the following augmented system which is obtained by applying controller (5.37) to plant 

(5.16): 
' 

X 

0 

A Bc<fc 

~®cCm ~^c 

y = cm o 
>,' 

X 

P 

X 

p 
+ 

0 

£C-3SC 

yref + 
E 

0 
(5.39) 
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The eigenvalues of this closed-loop system are asymptotically stable and are given by: 

closed - loop _ 

eigenvalues 

' -5106.7 ±j 14487, -5106.7 ± j 13733 , -0.0113 ± j 12441, 

-0.009997 ±j 12441, -106.51 ± j782.92, -107.78 ± j29.537, 

-220.05 ±j0.59592, -4.1759 ±j376.99, -4.6459 ±j376.99 

(5.40) 

In this case, the closed-loop poles {-0.0113 ± j 12441, -0.009997 ± ; 12441} correspond to the 

servo-compensator poles {0 ± j 12441,0 ± j 12441}, and there is an approximate pole-zero cancel­

lation of the plant and observer closed-loop poles (-4.176 ±j 376.99, -4.6459 ±j 376.99} with the 

transmission zeros of the plant {-3.1416 ± j 376.99}. This implies that the dominant time constant 

of the closed-loop system is associated with the closed-loop poles {-106.51 ± y'782.92, -107.78 ± 

j 29.537}. Therefore, the dominant time constant of the closed-loop system is approximately 

10 ms. 

G. Robustness Properties of closed-loop System 

The closed-loop system has the following robustness properties. 

Result Gl 

• The system is asymptotically stable for all simultaneous perturbations of the following ele­

ments of matrix A as given in (5.16): AAn, AA13, AA15, AA22, AA24, AA26, AA51, AA62 which 

satisfy (5.34) withe = 0.1. 

Let |(.)| denote the two norm of (.), the following definition is made: 

Definition [ 105]: Given a plant x = Ax + Bu, y = Cx controlled by a controller 77 = s4cr\ + 38cy, 

u = %i]+@cy, assume that the closed-loop system is asymptotically stable. Let y = Cx be replaced 

by y = (I + 9Cy)Cx; then if the closed-loop system remains stable V7C,, with 1*7̂1 < ly, the system 

is said to have an output gain margin of (1 + €y). Also let Bu be replaced by B(I + *Ku)u; then if 

the closed-loop system remains stable V7CW with \7CU\ < tu, the system is said to have an input gain 

margin of 1 + €u. 

Such a gain margin (GM) can be calculated from real stability radius [106] of the system; in 

this case the following result is obtained: 

Result G2 
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• The closed-loop system (5.39) has output and input gain margins of 2 and 1.707, respec­

tively. 

Definition: Given a plant x = Ax + Bu, y - Cx controlled by the controller ij - £/crj + 88 cy, 

u = ^JI, assume that the closed-loop system is asymptotically stable, and let u{t) be replaced by 

u{t - B). Then if the closed-loop system remains stable V/? e [0 /?], the closed-loop system is said 

to have an input time delay tolerance of B. Such a tolerance can be determined from [106], [107]; 

in this case, the following result is obtained: 

Result G3 

• The closed-loop system (5.39) has an input delay tolerance of 1.0 x 10~3 sec. Since the 

converter switching frequency is 1980 Hz, this delay tolerance is quite acceptable. 

Definition: Given a plant x = Ax + Bu, y = Cx controlled by a controller r\ - srfcr] + 3$cy, 

u = ^\r\, assume that the closed-loop system is asymptotically stable, and let A and B have the 

following perturbations: 

(A,fl)-*(A,fl)(/ + A), 

where A is real. Then if the resultant closed-loop perturbed system remains stable VA with the 

property of ||A|| < rstab, the system is said to have a real stability radius of lOOx rstab % stability 

perturbation. This stability radius can be calculated using the development of [106]. 

Result G4 

• The closed-loop system (5.39) has a 0.410% real stability radius perturbation. It is to be 

noted that the results obtained in G2, G3 and G4 are exact, i.e. if the perturbation bounds 

are exceeded, then there exist real perturbations which destabilize the system. 

5.4.3 Performance evaluation of MIMO System 

This section evaluates the performance of the islanded system given in Figure 5.1, based on the 

proposed robust servomechanism controller of (5.37). The MATLAB/SimPowerSystems software 

is used to simulate the proposed MIMO control system, since it is an appropriate platform for 

simulation of high order controllers. All nonlinearities resulting from the switching devices and 

time delay of the converter are also considered in the Simulink model of the controlled system. 

110 



The reported case studies are to demonstrate that the designed controller is robustly capable of 

maintaining the magnitude of the PCC voltage. The studies also show that the proposed control 

system is robust with respect to load parameter uncertainties, and to unmodelled load dynamics. 

A. Voltage Tracking 

This case study demonstrates the performance of the designed robust servomechanism controller 

in terms of reference signal tracking. While the system is operating in an islanded mode, the d 

component of the reference signals, i.e. y\tl.ef = V^f, is stepped up from 0.8 pu to 0.98 pu at 

t=1.0 s, and the q component of the reference signal, i.e. y2,ref = Vq,ref> is stepped down from 

0.44 pu to 0.18 pu at t=1.5 s. In this case, the load parameters are set at their rated values as given 

in Table 5.1. Figure 5.13 shows the system step responses. In particular, Figure 5.13(a) shows 

the d and q components of the load voltage at PCC, and demonstrates that based on the designed 

control system, the output signals Vj and Vq are regulated to their reference values within three 

cycles. Moreover, Figure 5.13(a) indicates that the controlled closed-loop system is decoupled, i.e. 

there is no interaction between the d and q channels. Figure 5.13(b) shows the step response of the 

controller. Figures 5.13(a) and (b) verify that the proposed control system is capable of providing 

excellent reference signal tracking. 

The d and q components of the load current, and power components of the load are shown in 

Figures 5.13(c) and (d), respectively. The load current demonstrates a longer transient response 

than the load voltage does, since the quality factor of the load is large (Q - 1.8) or equivalently 

the damping factor of the load is small. Figure 5.13(e) shows instantaneous voltages of the load 

and their magnitudes. The control signals in the abc-frame are shown in Figure 5.13(f). The time 

responses verify that the proposed servomechanism controller is able to regulate the load voltages 

at the reference signals with zero steady-state error. 

B. Change of Load Parameters 

This case study investigates robust stability and performance of the islanded system with respect 

to load parameter uncertainties. While the system is operating in an islanded mode and under 

balanced conditions, the load parameters undergo sudden changes such that the resultant load 

remains balanced. Three different scenarios, which are sudden changes in the load resistance, load 
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Figure 5.13: Dynamic performance of the islanded system in terms of reference signal tracking 
(a,b,c) d and q components of load voltage at PCC, control signals and load current, (d) real and 
reactive power components of load, and (e,f) instantaneous voltages of load and control signals in 
abc-frame 

inductance, and load capacitance, are studied. In all case studies, the reference signals are selected 

as Vdjef = 0-9 and Vg<ref = 0.45 pu. It should be noted that although some of these sudden changes 

in the load parameters are not realistic, the objective here is to verify the robustness properties of 

the proposed robust servomechanism controller. 

1. Change in Load Resistance 

In this case study, while the load inductance and capacitance are set at their rated values as given 

in Table 5.1, the load resistance undergoes step changes from 76 CI to 50 Q., 152 Q, and 760 O. 

Figure 5.14 shows dynamic responses of the islanded system when the load resistance is stepped 

down from its rated value (76 Q) to 50 Q. at t=1.0 s. Figure 5.14(a) shows the d and q compo­

nents of the load voltage and demonstrates that the proposed controller successfully regulates the 

load voltage within about two cycles. Figures 5.14(b), (c) and (d) show the control signals, load 

112 



1.1 

0.9 

r 0.65 

0.45 

0.25 

V 

: t a
 N ^ ** • * " * " 

V 
q 

0.98 1.02 

(C) 

1.04 1.06 

200 

S T 1 M 

100 

en 

: •:/" - r " : 
! ;/ ; ; 

; • / 

/ -

1.02 
Time (s) 

1 1 . 5 -

| 1 
o 

> 
n 
o 
-» 0 

' ' ! ' ' 

\r\ \ r 
* i i ^ ^ 

real 
reactive 

0.98 1.02 

ffl 
1.04 1.06 

-1 

3 « \ / ) \ I'i^h V / » v * V V / *" b 

••vV*/W<.'-vA A 's'V/i'»*\/ 'i A A ..... u 
0.98 1.02 

Time (s) 
1.04 1.06 

Figure 5.14: Performance of the islanded system when the load resistance is changed from 76 CI 
to 50 n (a,b,c) d and q components of load voltage, control signals, load current, (d) instantaneous 
power components of load, and (e,f) instantaneous voltages of load and control signals in abc-
frame 

current, and power components of the load, respectively. It should be noted that since only the 

load resistance is changed/stepped down, the VSC has to deliver more real power to the load and 

reactive power remains unchanged. 

Instantaneous voltages of the load and their magnitudes, and the control signals in the abc-

frame are demonstrated in Figures 5.14(e) and (f)> respectively. Fast transient response of the 

resultant closed-loop system is also observed from Figures 5.14(e) and (f). Figure 5.15 shows the 

performance of the islanded system when the load resistance undergoes a step change from 76 to 

152 Q. The d and q components of the load voltage are depicted in Figure 5.15(a), and indicate that 

the proposed controller is capable of maintaining the load voltage despite uncertainties in the load 

resistance. Figures 5.15(b), (c) and (d) show the control signals, real and reactive current of the 

load, and power components of the load, respectively. Instantaneous voltages of the load and the 

control signals in the abc-frame are depicted in Figures 5.15(e) and (f), respectively. Figure 5.15 
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Figure 5.15: Performance of the islanded system when the load resistance is changed from 76 £1 
to 152 £1 (a,b,c) dq components of load voltage, control signals, load currents, (d) instantaneous 
power components of load, and (e,f) instantaneous voltages of load and control signals in abc-
frame 

indicates a transient period of less than three cycles. 

Dynamic responses of the islanded system, when the load resistance is suddenly switched from 

76 to 760 £1 at t=1.0 s, are shown in Figure 5.16. Similar to the previous cases, this case study 

also shows the robustness of the proposed controller with respect to the uncertainties in the load 

resistance. The results show that the closed-loop system is robustly stable and presents excellent 

performance for all load resistances larger than 50 £i. The results obtained from all cases such as 

sudden load changes from 76 £1 to 380 £1, 1520 £1, and 10 k£l, and even disconnecting the load 

resistance, are similar to those of the last case, i.e. the step change in the load resistance from 76 £1 

to 760 £1. It should be noted that a load resistance less than 50 £1 results in over-modulation of the 

VSC and therefore is not permissible. 
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Figure 5.16: Performance of the islanded system when the load resistance is changed from 76 Q. 
to 760 il (a,b,c) dq components of load voltage, control signals, load currents, (d) instantaneous 
power components of load, and (e,f) instantaneous voltages of load and control signals in abc-
frame 

2. Change in Load Inductance and Load Capacitance 

Simulation results for these two cases are given in Appendix A, Section B.3. In the first case, 

while the load resistance and capacitance are kept fixed at their rated values, as given in Table 5.1, 

the load inductance undergoes sudden changes from its rated value of L - 111.9 mH to 0.1 L and 

2L. The results show that the resultant closed-loop system is robustly stable and presents a superb 

performance for all load inductance greater than 0.7L. It should be noted that a load inductance 

less than 0.7L results in over-modulation of the VSC and therefore is not permitted. 

In the second case, while the load resistance and inductance kept fixed at their rated values, 

as given in Table 5.1, the load capacitance assumes sudden changes from its rated value of C = 

62.86 nF to 0.5C and 2C. Our studies show that the closed-loop system is robustly stable for all 

values of the load capacitance C < 160 fiF. However, due to the kVA limitation of the VSC, any 

value of capacitance less than C = 30 fiF or larger than C = 160 fiF results in over-modulation of 
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Table 5.2: Induction motor parameters 
Nominal Power 
Nominal voltage 

Nominal frequency 
Stator resistance and inductance 
Rotor resistance and inductance 

Mutual inductance 
Inertia constant, friction factor and pairs of poles 

Sn = 250 kVA 
V„ = 575 V (line-line) 

In = 60 HZ 
Rs = 14.77 mSl, Lu = 169.5 fiH 
R'r = 7.94 mtt,L'lr = 169.5 fiH 

Lm = 8.5 mH 
H = 0.5 s,F = 0.015 pu,p = 2 

the VSC and is thus not permitted. 

C. Unmodeled Uncertainties 

To investigate the impact of unmodeled modes of the plant on performance of the closed-loop 

system, an induction motor load, described by a sixth-order system, is incorporated in parallel 

with the RLC load. An induction motor inherently has low speed dynamics due to its mechanical 

system which can be modelled by a second-order mechanical system. Dynamics of the mechanical 

system are relatively slow compared with those of the motor's fourth-order electrical system. The 

induction motor is assumed to be at zero state conditions prior to t=0.5 s, when it is energized by 

connecting it in parallel with the RLC load. The motor reaches its steady-state condition within 

two seconds and then a mechanical load of 1 pu (250 kW) is connected to its shaft at t=2.5 s. 

Parameters of the RLC load are R = 200 Q, L = 111.9 mH and C = 62.86 fiF, and those of the 

induction motor are given in Table 5.2. 

Performance of the islanded system in response to the motor energization is illustrated in Fig­

ures 5.17 and 5.18. Figures 5.17(a) to (d) show variation of the d and q components of the load 

voltage, control signals, converter current, and real/reactive power components of the converter, re­

spectively. Figures 5.17(c) and (d) indicate that the converter injects more current and real/reactive 

power during the motor start-up. Figure 5.17(e) shows variations of instantaneous voltages of the 

load when the induction motor is paralleled to the RLC load. The motor currents, during various 

time intervals, are demonstrated in Figures 5.17(f) to (h). It is observed that the motor inrush 

current is about eight times its normal steady-state current level and lasts from t=0.5 s to t=1.5 s. 

Due to inrush current characteristic of the motor, the controller has to apply more effort during the 

start-up process, e.g. see Figure 5.17(b). Despite the start-up characteristics of the motor, i.e. an 
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Figure 5.17: Dynamic response of the islanded system to induction motor energization at t=0.5 s 
(a,b,c) dq components of load (PCC) voltage, control signals, converter currents, (d) instantaneous 
power components of converter, (e) instantaneous voltages of load, and (f,g,h) motor currents 
during different time intervals 

inrush current and a step change in its mechanical load, the proposed controller successfully reg­

ulates the d and q components of the load voltage at their reference values of 0.9 pu and 0.45 pu, 

as shown in Figure 5.17(a). 

Figures 5.18(a) and (b) demonstrate the mechanical speed and electrical torque of the motor, 

respectively. Real and reactive power components of the motor, during various time intervals, are 

shown in Figures 5.18(c) and (d). The results obtained from this case study verify robust stability 

and robust performance of the closed loop system with respect to unmodeled uncertainties due to 

the inclusion of an induction motor. 
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Figure 5.18: Dynamic response of the islanded system to induction motor energization at t=0.5 s 
(a) mechanical speed, (b) electrical torque, and (c,d) instantaneous power components of motor 

5.5 Conclusions 

Two dynamic models and corresponding to each model a controller for autonomous operation of 

an electronically-coupled DG unit and its local load are presented in this chapter. Both dynamic 

models are obtained based on a state space representation of the DG unit and the load in a dq-frame. 

The first model which represents a SISO LTI system, indeed, is a simplified version of the more 

general MISO nonlinear system. In this case, the classical control approach is adopted to design 

a second-order controller for the VSC of the DG unit. In the grid-connected mode, based on the 

conventional dq-current control strategy, the VSC controls real- and reactive-power components 

of the DG unit. Subsequent to an islanding event, the dq-current controller is disabled and the 

proposed SISO controller is activated. The proposed islanding detection method of Chapter 4 is 

used to detect the islanding event. 

Performance of the proposed SISO controller under (i) accidental and planned islanding events, 

(ii) uncertainties in the load parameters, (iii) step changes in the set point signal, and (iv) unbal­

anced load conditions are reported. The studies are carried out based on time-domain simulations 

in the PSCAD/EMTDC software environment. The simulation results verify that the proposed 

SISO controller is able to regulate the voltage magnitude of the islanded system within three cy­

cles of transients, even in the worst case scenarios. However, our studies also show that the SISO 

controller is not robust with respect to large perturbation of load parameters. Nevertheless, for 
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those applications in which the local load is pre-specified and fairly fixed, the SISO controller is a 

good choice. 

To overcome the shortcomings of the SISO system, a more precise LTI model is also proposed 

in this chapter. This model for the islanded system corresponds to a MIMO LTI system with 

structured uncertainties [48,93]. The robust servomechanism approach of [97]-[107] is adopted to 

design a 12(/t-order MIMO controller for the VSC of the DG unit. The proposed MIMO controller 

guarantees robust stability and desired performances, e.g. fast transient response and zero steady-

state error, despite uncertainties in the load parameters. 

Performance of the proposed MIMO controller under (i) step changes in the set point signals, 

(ii) uncertainties in the load parameters, and (iii) unmodeled uncertainties are investigated and re­

ported. The studies are carried out based on time-domain simulations in the MATLAB/SimPower-

Systems software environment. The studies conclude that the proposed 12'ft-order controller main­

tains voltage magnitude of the islanded system within a transient period of less than three cycles, 

and provides such a performance over the following uncertainty bounds: 

• The load resistance is greater than 50 Q, and the load inductance and capacitance do not 

assume large perturbations about their nominal values. 

• The load inductance is larger than 75 mH and the load resistance and capacitance do not 

assume large perturbations about their nominal values. 

• The load capacitance is 30 /uF < C < 160 /dF and the load resistance and inductance do not 

assume large perturbations about their nominal values. 
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Chapter 6 

Control of an Islanded 

Electronically-Coupled DR Unit under 

Unbalanced Conditions 

6.1 Introduction 

Autonomous operation of an islanded system is discussed in Chapter 5. The islanded system is 

modeled in a dq-frame, and the system is assumed to be under balanced conditions. The main 

advantage of transformation into the dq-frame is that a set of balanced three-phase signals is trans­

formed to two dc components. The dq-frame has no specific merits when the three-phase system 

is unbalanced. An unbalanced condition in a power system usually results from asymmetry of the 

loads, asymmetry in lines, and/or abnormal system conditions, e.g. phase-to-ground, phase-to-

phase and open conductor faults [90]. 

Representation of a set of unbalanced signals, in a dq-frame, contains double frequency com­

ponents. In such a case, one cannot take advantage of the dq-frame transformation to reduce 

sinusoidal signals to time invariant quantities. Nevertheless, dynamical equations of such systems 

in a dq-frame still can be expressed by a set of LTI differential equations, assuming a constant 

frequency for the system. However, if an unbalanced condition results from asymmetry of three-

phase loads, the model of such a system in a dq-frame represents a highly nonlinear multiple-input 

multiple-output (MIMO) system. Robust stability analysis and controller synthesis of a nonlinear 
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MIMO system is not a simple task, particularly when there are parametric uncertainties in the plant 

model [50,94,95]. 

Therefore, for an autonomous DG unit with an unbalanced load, transformation to a dq-frame 

does not offer any particular advantage, and we propose to use the abc-frame to model such a 

system. The main advantage of the abc-frame over the dq-frame is that a three-phase, four-wire 

system can be decomposed into three independent single-phase systems, assuming there are no 

mutually coupled elements in the three phases. Thus, the abc-frame results in a simpler dynamic 

model than that of the dq-frame. Moreover, the model obtained by the abc-frame represents an 

LTI system. 

It should be noted that if there are mutually coupled elements in the three phases of a three-

phase system, or the three-phase system is a three-wire apparatus which does not permit flow 

of zero-sequence current, we cannot decompose the system into three independent single-phase 

systems using the abc-frame. Moreover, since the zero-sequence current is not permitted, it is not 

possible to balance the phase-to-neutral voltages of the load. In such a case, one can balance the 

phase-to-phase voltages of the load based on a unified dynamic model for the three-phase system. 

Appendix C discusses the mathematical model and controller design for an islanded system, with 

no neutral connection between the load and the voltage-sourced converter (VSC). 

In this chapter, autonomous operation of an islanded single DG system which is under unbal­

anced conditions is investigated. The imbalance results from asymmetry of the three-phase load. 

The objective of this chapter is to design a controller for the DG unit to provide a set of balanced 

voltages at the load terminals. Moreover, voltage magnitude and frequency of the system must be 

controlled despite the load parameters uncertainties. 

In this chapter, first a mathematical model for the islanded system, in an abc-frame, is derived. 

Then, based on the model, a controller is designed and robust stability of the resultant closed-loop 

system is analyzed. It is shown that the closed-loop system is robustly stable over a wide range 

of load parameter uncertainties. It is also shown that the closed-loop system satisfied the pre-

specified robust performance characteristics, e.g. fast response to load changes, and zero steady-

state error. To demonstrate the performance of the proposed controller, various case studies based 

on digital time-domain simulation in the PSCAD/EMTDC software environment are carried out. 

The simulation results show effectiveness of the designed control system in terms of maintaining 
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voltage magnitude and frequency of the islanded system under both balanced and unbalanced 

conditions. 

To experimentally verify the performance of the proposed controller, the test system of Ap­

pendix A is implemented and the proposed controller is digitally realized using an RT-Linux sys­

tem. The detail of the RT-Linux system and the experimental results of the test system are given 

in Appendix A, Section A.6. The test results validate the performance of the proposed controller 

in terms of reference signal tracking and robustness with respect to load parameter uncertainties. 

6.2 Study System 

A single-line diagram of the study system is depicted in Figure 6.1, where the DG unit is rep­

resented by a DC voltage source, a VSC, a series filter, and a step-up transformer. Phase-*, 

x = a,b, c, of the local load is represented by a parallel RLC network which can be generally 

unbalanced and its parameters can be uncertain within a range. Nominal parameters of the study 

system of Figure 6.1 are the same as those of the system of Figure 5.1 as summarized in Table 5.1. 

Similar to the system of Figure 5.1, the study system of Figure 6.1 must remain in service 

in both grid-connected and islanded modes. In a grid connected mode, voltage magnitude and 

frequency of the local load, at the PCC, are dictated by the grid and the control strategy of the 

VSC is identical to that of the system of Figure 5.1. Moreover, assuming a stiff and balanced grid, 

the load voltage at the PCC is almost balanced, despite asymmetry of the load. In a grid-connected 

mode, when the local load is unbalanced, the grid provides a set of unbalanced currents for the 

local load and the interfaced VSC operates under balanced conditions, based on the conventional 

dq-current control strategy. 

Subsequent to an islanding event, due to power mismatch prior to the islanding instant and/or 

lack of control over voltage and frequency, frequency and voltage of the island drift and the is­

land eventually becomes unstable [21,23]. In addition, from the studies carried out in Chapter 5, 

Section 5.3.3-E, we conclude that the proposed controllers of Chapter 5 cannot cope with large 

unbalanced load conditions. Therefore, a new control strategy should be designed (i) to regulate 

voltage magnitude and frequency of the island, and (ii) to provide a set of balanced voltages at 

the PCC despite asymmetry and uncertainties of the load. It should be mentioned that to obtain 
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Figure 6.1: Schematic representation of a single-DG island 

seamless transition from the grid-connected mode to the islanded mode, the islanding event should 

be detected as fast as possible, e.g. by the proposed method of Chapter 4. 

6.3 Control System Structure 

Figure 6.2 shows a block diagram of the control system strategies for both grid-connected and 

islanded modes. In the grid-connected mode, the dq-frame controller provides a set of balanced 

three-phase control signals ua, ub, and uc. Then, the control signals are compared with the trian­

gular carrier signals and produce the gating pulses for the VSC. Subsequent to an islanding event, 

the proposed islanding detection method of Chapter 4 detects the event, and upon detection Sa, 

Sb, and Sc are switched to the control signals produced by the abc-frame controller. The control 

signals are then applied to the gating signal generator unit to produce the gating pules for the VSC. 

Based on Figure 6.2, the control strategy of the islanded system consists of three identical 

SISO control subsystems in the abc-frame. If the reference signals vre/>a, vref,b, and vre/jC are pure 

sinusoidal and balanced with a constant frequency, and the proposed controllers are capable of 

perfect tracking of the reference signals, the load voltage at PCC will remain balanced at the same 

frequency. Therefore, autonomous operation of the islanded system can be maintained. 
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Figure 6.2: Control system structure 

6.4 Mathematical Model and Stability Analysis of Islanded Sys­

tem 

In this section, a mathematical model of the islanded system in the Laplace domain is derived, and 

a stability analysis for the plant (open-loop system) is carried out. 

6.4.1 Transfer Function of Open-loop System 

Based on Figure 6.1, control and output signals are the instantaneous voltages of phase-*, x = 

a, b, c, of the VSC and the load, respectively. Therefore, the open-loop system can be described 

by a transfer function from the VSC terminal voltage at phase-x, vtx, to the load terminal volt­

age at phase-x, vx, Figure 6.1. Three decoupled transfer functions are derived corresponding to 

each phase of the islanded system. Zt(s) and Zioaci(s) denote the series filter impedance and the 

impedance of phase-x of the load in the Laplace domain, respectively: 

Z,(s) = R, + L,s 

Zload(s) = (i + +-s + Cxs) 
- l (6.1) 
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Transfer function of the open-loop system for each phase (phase-x) is then 

G(s) = ^ = - ^ - . (6.2) 
vtx ^load + A 

Substituting for Zt(s) and Zioa(i(s) from (6.1) in (6.2), we deduce 

/^Lxs + RxRt 
G(s) = — — — • — , (6.3) 

fl3A"5 + CI2S + Q\S + do 

where 

a-i - RxLxCxLt 

#2 = RxLxCxRt + RxCxRiL, + LtLx 

ax = RxCxRtRi + RtLx + RtLt + RxLt + RxL, (6.4) 

a0 = RXR, + RxRi + R,Ri. 

The open-loop system of (6.3) is a third order LTI and SISO system. If a vector comprising the 

load parameters is defined as q = [Rx Lx Cx], then the open-loop system of (6.3) can be expressed 

as a function of both variable "s" and vector q, i.e. 

G = G(s, q) = — (6.5) 
D(s, q) 

where N(s, q) and D(s, q) are polynomial functions with respect to "s". Since the load parameters 

(components of vector q) are assumed to be uncertain positive real numbers, plant (6.3) represents 

a system with structured real parametric uncertainties [48]. Moreover, as it is observed from (6.3) 

and (6.4), plant G(s, q) has a multilinear uncertainty structure [48], i.e. all coefficients of variable 

"s" in plant (6.3) are linear with respect to each parameter of vector q. 

6.4.2 Stability Analysis of Open-Loop System 

To analyze stability of the open-loop system, we use the Routh-Hurwitz stability criterion. The 

Routh-Hurwitz table for plant G(s, q) is [71] 
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at, i = 0,1,2,3 and b] are positive real numbers. Thus, open-loop system G(s,q) is stable for 

all load parameter uncertainties. This is clearly obvious from the fact that any passive and LTI 

open-loop circuit represents a stable system. Moreover, the plant is minimum-phase since it has 

one stable zero at z = zfL. 

6.5 Control Strategy 

In this section, first based on the classical control approaches, we design a robust controller for 

the nominal plant. Then, with the aid of robust stability tools for the linear systems, a robust 

analysis of the resultant closed-loop system is performed. The nominal plant G(s, q°) is obtained 

by substituting for the parameters of the system from Table 5.1 in (6.3), as expressed by 

0 3.315g4j+1.041g5 
G ( 5 ' q ) = ,3+ 217.5**+ 1.77*5,+ 8.183*5' ( 6 ' 6 ) 

where q° - [76H 111.9 mH 62.86 fiF] contains the nominal parameters of the load. 

6.5.1 Controller Design 

In this section, using classical control methods and Matlab/Robust Control Toolbox, an optimum 

controller for (6.6) is designed to meet the following desired characteristics. 

• The resultant closed-loop system must be asymptotically stable. 
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Control signal 

Plant 
G(s,q) 

Figure 6.3: Block diagram of the closed-loop system 

• The steady-state error with respect to a sinusoidal reference signal with constant frequency 

to0 = 2TT60 should be zero. 

• The closed-loop system must be robust with respect to disturbance signals, measurement 

noise, and uncertainties in the load parameters. 

Figure 6.3 shows a block diagram of the resultant closed-loop system including the plant 

model and the controller. The controller receives error signal ex and produces control signal ux for 

the VSC system. To obtain zero steady-state error (ess - 0) with respect to sinusoidal reference 

signal, a pair of complex poles is assigned to the imaginary axis at p = ±ju>o. In other words, 

the gain of the loop transfer function G(s, qQ)C(s) at the reference signal frequency o>o must be 

very high. This pole assignment destabilizes the resultant closed-loop system. To stabilize the 

closed-loop system, one real and two complex stable zeros are assigned at z = -40, and z = 

-200 ± ./400, respectively. The controller is not a proper transfer function and thus its bandwidth 

is not limited. Thus, the present controller is not capable of suppressing the measurement noise 

and high frequency disturbances. Therefore, a pair of stable complex poles are assigned at p = 

-2000 ± J2000 which limits the controller bandwidth. Therefore, transfer function of the final 

controller is obtained as 

JVC(5) (71,060 5 + 2,842,000) [s2 + 400 5 + 200,000) 
C<yS) = Dc(s) = 0 2 + 142,100) (s2 + 4,000 s + 8,000,000) ' ( 6 ' 7 ) 

Figure 6.4 shows the bode plots of controller C(s) and loop transfer function G(s, q°)C(s). 

It is observed from the bode magnitude plots that controller C(s) and loop transfer function 

G(s, q°)C(s) have narrow bands at the system frequency U)Q and roll off as frequency increases. 

The designed controller provides gain and phase margins of G.M. = 21.3 dB and P.M. = 47.4°, 

respectively. 
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6.5.2 Robust Stability Analysis 

Robustness analysis of the closed-loop system of Figure 6.3 is discussed in this section. The 

robustness analysis approach adopted here primarily relies on the "Zero Exclusion Condition" and 

the "Mapping Theorem" [48,93]. A brief explanation of the Mapping Theorem and Zero Exclusion 

Condition are given in Appendix A. Appendix A also provides basic definitions, e.g. Value Set, 

Uncertainty Bounding Set, Convex Hull, and Uncertainty Structure, which are used for robust 

analysis of LTI systems. 

The problem of robustness analysis is first converted into a polynomial problem with coeffi­

cients that structurally depend on the vector of load parameters q. This polynomial is the character­

istic equation of the closed-loop system. Transfer function of the closed-loop system of Figure 6.3 

is 
G{s,q)C{s) = N(s,q)Nc(s) 

CL{S, q) 1 + G f e ^ ) C ( ^ D ( ^ ^)Dc(s) + N(^ ^)Nc(s). 

Therefore, characteristic equation of the closed-loop system, i.e. P(s, q), is 

P(s, q) = D(s, q)Dc(s) + N(s, q)Nc(s). (6.9) 

The algebraic expression of P(s, q) is 

P(s,q) = 0.476 lRxLxCxs
7 

+(1907RXLXCX + 0A674RXCX + 0.476 lLx)s
6 

+(3886 x 103RXLXCX + RXLX + 6703RXCX + 0.4761/?, + 1907L, + 0.1674)^ 

+(29 x \07RxLxCx + 15060RxLx + 1366 x 103RXCX 

+ 1907/?, + 3886 x 103L* + 670.3)/ 

+(5427 x 10SRXLXCX + 3941 x \QARXLX + 102 x 106RXCX 

(6.10) 
+3912 x 103/?* + 29 x lO7/^ + 1366 x 1 0 V 
+(2707 x 109RXLXCX + 1592 x 107RXLX + 1908 x 10SRXCX 

+3039 x 105RX + 5427 x 1QPLX + 102 x 106)s2 

+(1705 x 109 RXLX + 9515 x 108^CX 

+5483 x \0*RX + 2707 x 1 0 % + 1908 x 108)s 

+(3306 xl09Rx + 9515 x10 s) . 
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It is observed from (6.10) that characteristic polynomial P(s, q) has a multilinear uncertainty struc­

ture; i.e., the coefficients of P{s,q) depend multilinearly on the vector of uncertain parameters 

q [48]. 

We also assume that set Q is a box in R3 and contains the load parameters q - [Rx Lx Cx]. 

The goal is to determine the maximal uncertainty bounding set Q under which the stability of the 

closed-loop system or equivalently stability of the characteristic polynomial P(s, q) is satisfied. In 

other words, the objective is to find the largest uncertainty box Q such that the family of polyno­

mials V - {P(., q) : q e Q] is stable for all q e Q; that is, for all q e Q, all roots of P(s, q) lie in the 

strict left half plane. In such a case, set Q represents a Robustness Margin for the stability of the 

closed-loop system. A recursive calculation is required to solve the robustness margin problem. 

Robust stability analysis carried out in this section is summarized in the following theorem. 

Theorem 6.5.1 The family of polynomials f = [P(.,q) : q e Q), as described by (6.10), with 

uncertainty bounding set Q given by 

50a<Rx< 2000 Q. 

Q = { 40 mH < Lx < 400 mH or 

10 pF<Cx< 80 IUF 

0.66 pu < Rx < 26.26 pu 

0.2 pu<Lx < 1.98 pu 

0.29 pu<Cx< 2.3 pu, 

(6.11) 

is robustly stable. 

Proof 3 The proof can be performed in the following three steps. 

I: Necessary Condition 

First, we verify that the critical precondition for application of the Zero Exclusion Condition (see 

Appendix A) holds. Substituting q° = [76Q 111.9 mH 62.86 pF] e Q in (6.10), we obtain 

P(s,q°) = 2.545 x 10~V + 1.073/ + 2339/ + 1.38 x 1 0 6 / + 9.569 X 10V 

+2.217 x \Qus2 + 5.667 x \0ns + 2.522 x 1014 
(6.12) 

which is a stable member of the family of polynomials V - {P(., q) : q e Q). 
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II: Cutoff Frequency 

It can be shown that there exists some frequency coc > 0 which has the property that 0 g P(jt<j, Q) 

for all co > coc. This frequency is called cutoff frequency and its existence is established using the 

invariant degree condition (Appendix A); that is, the degree of polynomial P(s, q) is 7 for all q e Q. 

Suppose that P{s, q) - £"=0 ai(q)sl and, without loss of generality, assume that min{aj(q)} > 0 for 

all q e Q and / = 0,1,. . . , n. Then, given any q e Q, it can be seen that for co > 0, 

|P(.M q)\ > mm \an{q)\\tun - J ] (max \at(q)\\co'. (6.13) 

Since the right-hand side tends to +oo as co —> oo, it follows that for any /? > 0 there exists an 

coc > 0 such that |P(jto, g)| > ^ for all co > coc. Hence, 0 g P(jci>, <2) for all co > coc. 

We can select coc to be the largest real root of the test polynomial 

n-\ 

f(co) = min{a„(q)}co" - y max{a,i(q)}ajl. (6.14) 
i=0 

For the given uncertainty box of (6.11), the test polynomial f(co) is 

f(co) = 9.522 x \0-6co> - 122.3 co6 - 2.513 x I05co5 - 8.42 x 107w4 

(6.15) 
-7.422 x 101CV - 1.376 x 1013 co2 - 2.462 x 1015 co - 6.611 x 1015. 

Therefore, we obtain coc ^ 12.84 x 108 rad/s as an acceptable cutoff frequency for the required 

Mapping Theorem plot, i.e. when applying the Mapping Theorem, we can terminate the frequency 

sweep at the to = coc. 

I l l : Value Set Synthesis 

Finally, we need to find the "true" value set of P(s, q), as defined in Appendix A, for all co > 0. To 

the best of our knowledge, there exists no analytical tool in the technical literature to calculate the 

true value set for polynomials with multilinear uncertainty structure. However, using the Mapping 

Theorem [48], we can obtain the tightest possible polytopic overbound for the value sets of such 

polynomials. Based on the Mapping Theorem, we can obtain the convex hull of the true value set 
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at each positive frequency u. This indicates that first for all a> > 0, P(jco, {q1}) is calculated, where 

{q1} is the set of extreme points or vertexes of the uncertainty box Q. The uncertainty bounding 

set Q, which is a box in R3, has eight vertices. Therefore, based on the Mapping Theorem we 

conclude that 

P(Jo>, Q) c conv P(ja>, Q) = conv[P{joj, {q1})} i = 1,2,3,.... 8 (6.16) 

where "conv" denotes the convex hull. Using the Matlab software, a code is developed to synthe­

size an overbounding convex hull approximation of the true value sets. 

Figures 6.5, 6.6, and 6.7 show the convex hull of the true value set for the characteristic poly­

nomial P(s, q) for 0 < o) < 1000, 1000 < a> < 106 and 106 < a> < coc, respectively. Figures 6.5(b), 

6.6(b), and 6.7(b) are the zoomed version of the value sets and show that the origin of the complex 

plane is excluded from the computed value set, i.e., 0 £P(jto, Q) for all co > 0. Moreover, polyno­

mial family P = {P(.,q) : q e Q] has an invariant degree of n=7. Hence, by the Zero Exclusion 

Condition, family P is robustly stable. • 

Any uncertainty set Q larger than the set Q of (6.11) results in a value set that includes the 

origin of the complex plane. Therefore, the uncertainty set of (6.11) could represent the robustness 

margin box for the closed-loop system. It should be noted that the robustness margin of (6.11) is 

conservative, since the Mapping Theorem is a sufficient condition. 

6.6 Performance evaluation 

This section investigates performance of the system of Figure 6.1 during and subsequent to an 

islanding event, based on the proposed controller of (6.7). In the presented studies, the islanding 

event is detected based on the proposed method of Chapter 4 and upon its detection, the control 

strategy is switched from the conventional dq-frame controller to the proposed abc-frame con­

troller of Figure 6.2. In each case study, the UTSP system of Chapter 2 is also used to estimate 

the sequence components of the PCC voltage and to measure the system frequency. The studies 

are performed based on digital time-domain simulation method in the PSCAD/EMTDC software 

environment. The reported case studies demonstrate that the designed controller is (i) capable of 
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maintaining the voltage magnitude at the PCC in the islanded mode, and (ii) robust with respect 

to uncertainties in the load parameters provided that the load uncertainties remain within set Q of 

(6.11). Moreover, the proposed control system provides a set of balanced three-phase voltages at 

the load terminals despite the asymmetry and the uncertainties of the load. 

6.6.1 Transition from Grid-connected to Islanded Mode 

In this section, transition from a grid-connected to an islanded mode is considered. Three case 

studies are considered. In the first case study, the system of Figure 6.1 is in a matched power 

condition, i.e. real and reactive power components of the RLC load are supplied by the DG unit. 

In the second case study, the whole system is under a balanced condition; however, there is real 

and reactive power mismatch between the DG unit and the local load. In the third case study, the 

local load is unbalanced at the time of islanding event. 

Casel: Matched Power 

The system of Figure 6.1 initially operates in a grid-connected mode in which real and reactive 

power components of the RLC load are supplied by the DG unit. The whole system is in a balanced 

condition. The load and the DG parameters are set at their nominal values as given in Table 5.1. 

The system is islanded at t=0.940 s by opening switch S of Figure 6.1, and the event is detected 

at t= 1.000 s. The control strategy is changed from the grid-connected strategy, i.e. the conven­

tional dq-current controller [1] to the proposed abc-frame controller of Figure 6.2, at t= 1.000 s. 

Figure 6.8 shows the dynamic response of the system prior, during and subsequent to the islanding 

event. 

Figure 6.8(a) shows the instantaneous voltages of the load at the PCC. Figure 6.8(a) shows that 

the proposed controller maintains the load voltage after the islanding event. Figures 6.8(b), (c) and 

(d) show the control signals, error signals and the load currents in response to the islanding event, 

respectively. Figure 6.8(c) indicates that the error signals approach zero within a transient time of 

three cycles of 60 Hz. It should be noted that since the system is in a matched power condition, 

both the load voltages and control signals do not undergo significant transients due to transition 

from the grid-connected mode to the islanded mode and change of controllers. Figures 6.8(e) to 

(g) show instantaneous real and reactive power components of the converter, load, and the grid 
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Figure 6.8: Dynamic response of the system of Figure 6.1 to a pre-planned islanding event (a) 
instantaneous voltages of the load, (b) error signals, (c) control signals, (d) load currents, and 
(e,f,g) real and reactive power components of the converter, load, and the grid 

prior and subsequent to the islanding instant. Figures 6.8(e) to (g) confirm that the system is in a 

matched power condition at the time of islanding event. 

Magnitudes of sequence components of the load voltages and the system frequency are esti­

mated by the UTSP system. Figures 6.9(a) and (b) show the estimated magnitudes of positive-

and negative-sequence components of the PCC voltages. Figures 6.9(a) and (b) verify that the pro­

posed controller regulates magnitudes of the load voltages at 1 pu and provides a set of balanced 

three-phase voltages at PCC. The estimated system frequency is shown in Figure 6.9(c) which 

undergoes a small transient subsequent to the islanding event. 

As discussed in Chapter 5, Section 5.3.3, to guarantee robust stability and desirable perfor-
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Figure 6.9: UTSP output signals to a pre-planned islanding event (a,b) estimated magnitudes of 
positive-, and negative-sequence components of PCC voltages, and (c) estimated frequency 

mance of the islanded system, transition from the grid-connected mode to the islanded mode must 

be done smoothly. In other words, control signals generated by the abc-frame controllers should 

be equal to those of the grid-connected controllers at the islanding detection instant. This requires 

that phase-angles of the abc-frame controllers and the dq-frame current controller match when the 

proposed abc-frame controller is activated and the dq-frame current controller disabled. This can 

be achieved by using the instantaneous control signals of the dq-frame current controller, at the 

control transfer instant, as the initial conditions for the proposed abc-frame controller. Lack of 

smooth transition can result in a long period of transients or even instability of the island. 

Case 2: Mismatched Power 

The system of Figure 6.1 initially operates in a grid-connected mode and under a balanced con­

dition. The grid absorbs 1.4 MW (0.56 pu) real power from the converter and 750 kVAr (0.3 pu) 

reactive power from the load. The DG unit delivers real power to the system at unity power fac­

tor. The load parameters of Figure 6.1 are set at R = 176 Q, L = 111.9 mH, Ri = 0.35 Q., and 
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Figure 6.10: Dynamic response of the system of Figure 6.1 to an accidental islanding event (a) 
instantaneous voltages of the load, (b) error signals, (c) control signals, (d) load currents, and 
(e,f,g) real and reactive power components of the converter, load, and the grid 

C = 72.86 fiF. An accidental islanding event occurs at t=0.975 s and is detected by the UTSP 

system at t= 1.000 s. The islanding detection time (run-on time) is shorter than the matched power 

case, since power components of the DG unit and the RLC load are not matched prior to the is­

landing instant and therefore the voltage magnitude at PCC and/or the islanded system frequency 

rapidly deviate from their acceptable limits. 

Dynamic response of the system of Figure 6.1 to the islanding event is shown in Figure 6.10. 

Instantaneous voltages of the load at the PCC and the error signals are shown in Figure 6.10(a) and 

(b), respectively. It is observed that the load voltages are regulated at the desired reference signals 

by the proposed abc-frame controller, and the error signals approach zero in less than two cycles. 
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Figure 6.11: UTSP output signals to an accidental islanding event (a,b) estimated magnitudes of 
positive-, and negative-sequence components of PCC voltages, and (c) estimated frequency 

The voltage transients are as a result of a power mismatch condition prior to the islanding event. 

The control signals, which undergoes a transient of about one cycle, are shown in Figure 6.10(c). 

Figure 6.10(d) shows the load currents in response to the islanding event. The long transient 

response observed in the current signals results from the large quality factor of the load, that is 

Q = R-Jj, - 4.5. Figures 6.10(e), (f), and (g) show the variations of real and reactive power 

components of the converter, load, and the grid, respectively. 

The UTSP output signals are illustrated in Figure 6.11. Figure 6.11(a) and (b) show the es­

timated magnitudes of positive- and negative-sequence components of the PCC voltages. Fig­

ure 6.11(b) confirms that load voltages are balanced after the islanding event. The estimated 

system frequency is shown in Figure 6.11(c) which undergoes a short transient subsequent to the 

islanding event. 
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Table 6.1: Unbalanced Load Parameters 

Phase-o 
Phase-fr 
Phase-c 

R(n) 
96 
876 
1576 

L{mH) 
111.9 
111.9 
211.9 

CinF) 
62.86 
72.86 
42.86 

Ri(0) 
0.35 
0.35 
0.35 

Case 3: Unbalanced Load 

In this case study, the local load is unbalanced prior and subsequent to the islanding event. Each 

phase of the load is a parallel RLC network and its parameters are summarized in Table 6.1. An 

islanding event occurs at t=0.980 s and the proposed islanding detection method of Chapter 4 

detects the event at t= 1.000 s. Upon islanding detection, the control strategy is changed from the 

dq-current controller to the proposed abc-frame controller at t=1.000 s. The simulation results of 

this case study are shown in Figures 6.12 and 6.13. 

Instantaneous voltages of the load and the error signals are depicted in Figures 6.12(a) and 

(b), respectively. The error signals are set to zero by the proposed abc-frame controller within 

two cycles after the islanding event. This implies that the proposed abc-frame controller regu­

lates the load voltages at the reference signals. Control signals and the load currents are shown 

in Figures 6.12(c) and (d), respectively. Since the load is unbalanced and the proposed controller 

provides a set of balanced three-phase voltages, the load currents and consequently the control sig­

nals are unbalanced. It should be noted that the control signals are balanced prior to the islanding 

event, since the VSC operates under a balanced condition. 

Figures 6.12(e) to (g) show instantaneous active and reactive power components of the con­

verter, load, and the grid prior and subsequent to the islanding instant. In the grid-connected mode, 

real and reactive power components of the load and grid exhibit a 120 Hz ripple component, since 

both the load and grid currents are unbalanced. Based on the instantaneous real and reactive 

power concepts [69], if a set of three-phase voltages and/or currents are unbalanced, instantaneous 

real/reactive power components are not constant values and contain double frequency ripple com­

ponents. It should be noted that since the islanded system operates under an unbalanced condition, 

real and reactive power components of both the load and the VSC exhibit double frequency ripples. 

Figure 6.13 shows the magnitudes of the sequence components of the PCC voltages and the 

system frequency which are extracted by the UTSP. Figure 6.13(b) indicates that the proposed 
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Figure 6.12: Dynamic response of the system of Figure 6.1 to an islanding event when the load 
is unbalanced at the islanding instant (a) instantaneous voltages of the load, (b) error signals, (c) 
control signals, (d) load currents, and (e,f,g) real and reactive power components of the converter, 
load, and the grid 

abc-frame controller balances the load voltages despite asymmetry of the three-phase load after 

the islanding event. The estimated system frequency is shown in Figure 6.13(c) and experiences a 

short transient subsequent to the islanding event. However, the frequency transient is well within 

the acceptable limits [80], and also indicates no steady-state error. 

6.6.2 Islanded Mode 

This section verifies robust stability and performance of the proposed abc-frame controller with 

respect to the load parameter uncertainties in an islanded mode. Moreover, performance of the 
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designed abc-frame controller, in terms of reference signal tracking, is also presented. 

Case 1: Change in Load Parameters 

Robust stability of the proposed control system with respect to the load parameter uncertainties 

is verified in this case study. The islanded system is initially operating under a balanced condi­

tion, i.e., the three-phase load is balanced. The load parameters and configuration are shown in 

Figure 6.14. Prior to t= 1.500 s, switches Sa], Sfe], and Sc\ are open and Sa2, Sbi, and SC2 are 

closed, Figure 6.14. Three load changes at three different instants are imposed. The first load 

change is imposed by closing switch Sai and opening switches 5fl2 and 5 ^ at t= 1.500 s. Thus, the 

resistance of phase-a of the load is halved and the resistance of phased of the load is almost fully 

disconnected. The results obtained from this study are demonstrated in Figure 6.15. 

The load voltages and error signals are shown in Figures 6.15(a) and (b), respectively. Control 

signals and the load currents are shown in Figures 6.15(c) and (d), respectively. The switching 
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Three-phase Load 

Figure 6.14: Three-phase load: R = 76fl, L=lll.9mH,C = 62.86/nF, and Rt = 0.35^ 

events result in unbalanced load currents and control signals. Figure 6.15(e) and (f) show the 

estimated magnitudes of positive- and negative-sequence components of the load voltages, respec­

tively. Figure 6.15(f) verifies that the load voltages are balanced despite asymmetry of the load. 

Moreover, the proposed abc-frame controller is robust with respect to changes in the load param­

eters. The estimated system frequency is shown in Figure 6.15(g). The system frequency exhibits 

a transient resulting from the load changes. 

The second load change occurs at t=2.000 s when switch S^ is closed, and results in a capac-

itive load with 500H resistance at phase-6 of the load. Figure 6.16 show the instantaneous load 

voltages, error and control signals, the load currents, estimated sequence components of the load 

voltages, and the system frequency. The results of this simulation also indicates that the control 

system is capable of balancing the load voltages and maintaining its magnitude and the frequency 

with no steady-state error. 

The last change in load configuration is imposed at t=2.400 s by opening switch SC2 and 

closing Scl. This change results in a highly inductive load at phase-c. The resistance of phase-c of 

the load is 2500Q which is more than 30 times of its rated value. Figure 6.17 shows the dynamic 

response of the islanded system to this change in the load parameters. Similar to the previous 

cases, the control system provides a set of balanced voltages for the load. 
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Case 2: Voltage Tracking 

In this case study, the performance of the islanded system controller, in terms of reference signal 

tracking, is evaluated. While the system is operating in an islanded mode, the magnitude of the 

reference signal steps up/down to a pre-specified value. The load configuration for this case study 

is depicted in Figure 6.14, where switches Sal, St,\, and Sci are closed and switches Sa2, Sb2, and 

Sc2 are open. 

Magnitudes of the reference signals step up from 1.0 pu to 1.1 pu at t=3.000 s and step down 

from 1.1 pu to 0.8 pu at t=3.300 s. Figures 6.18 and 6.19 show the simulation results obtained from 
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this study. It is observed that asymptotic tracking and regulation occur for both step changes in 

magnitude of the reference signals. Zero steady-state errors are observed in magnitude of sequence 

components of the load voltages and the system frequency. 

6.7 Conclusions 

A dynamic model and a control strategy for autonomous operation of an electronically-coupled 

DG unit and its local load subsequent to islanding from a utility power grid, are presented in 
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this chapter. In most practical situations, the local load is unbalanced and therefore the islanded 

system can be unbalanced. A mathematical model representation of an unbalanced system in 

a dq-frame coordination is a highly nonlinear MIMO system. Controller synthesis and robust 

analysis of a nonlinear MIMO system is a very demanding task. Therefore, the dynamic model 

proposed in this chapter is based on a transfer function representation of the DG unit and the load 

in an abc-frame. The classical control approach is adopted to design a robust controller for the 

VSC of the DG unit. In the grid-connected mode, based on the conventional dq-current control 

strategy, the VSC controls real- and reactive-power components of the DG unit. Subsequent to 
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Figure 6.18: Dynamic performance of the islanded system to the reference signal tracking (step-
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(g) estimated frequency 

an islanding detection and confirmation, the dq-current controller is disabled and the proposed 

abc-frame controller activated. To provide seamless transition from the grid-connected mode to 

the islanded mode, the proposed islanding detection method of Chapter 4 is used in this chapter. 

The proposed controller uses an internal oscillator to control the frequency, and a voltage 

feedback signal for each phase to regulate the island voltage. Robust stability analysis of the 

resultant closed-loop system is carried out, using the Mapping Theorem and the Zero Exclusion 
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Figure 6.19: Dynamic performance of the islanded system to the reference signal tracking (step-
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Condition, to obtain the following conservative robustness margin (Q): 

Q = 

50 £1<RX< 2000 Q. 

40 mH <LX< 400 mH or { 

10 pF <CX< SOpF 

0.66 pu <RX< 26.26 pu 

0.2 pu <LX< 1.98 pu 

0.29 pu<Cx< 2.3 pu, 

(6.17) 

The proposed controller guarantees robust stability and desired performance, e.g. fast transient 

response and zero steady-state error, for all uncertainties in the load parameters within the above 

robustness margin Q. 
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Performance of the proposed controller under (i) accidental and planned islanding events, (ii) 

uncertainties in the load parameters, (iii) step changes in the control command, and (iv) unbalanced 

load conditions are reported. The studies are carried out based on time-domain simulations in 

the PSCAD/EMTDC software environment. The simulation results conclude that the proposed 

controller regulates voltage magnitude and frequency of the islanded system in less than three 

cycles of transients, subsequent to islanding events and/or any load change within the robustness 

margin Q of (6.17). 
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Chapter 7 

Conclusions 

7.1 Conclusions 

This thesis presents an active islanding detection method and a control strategy for autonomous 

(islanded) operation of an electronically-coupled DG unit. The main features of the proposed 

islanding detection method, and the control strategy are as follows. 

7.1.1 Islanding Detection Method 

The study results conclude that the proposed islanding detection method: 

1. detects an islanding event within 60 ms (3.5 cycles) under UL1741 test conditions, 

2. is highly immune to noise and accurately performs islanding detection task even when the 

PCC voltage is polluted with a Gaussian White Noise of SNR=30 dB, which is a typical 

value for a relatively highly polluted power system environment [78], 

3. requires at least 2 to 3% negative-sequence current injection for islanding detection, 

4. can correctly detect an islanding event for a grid short-circuit ratio as low as 2, 

5. is insensitive to variations of the load parameters even under UL1741 test conditions. 

The Unified Three-phase Signal Processor (UTSP) system introduced in Chapter 2 is used 

as the main signal processing building block of the proposed islanding detection method. Based 

151 



on the studies carried out in Chapter 3, the main features of the UTSP system are (i) structural 

robustness, (ii) extraction of sequence components, (iii) amplitude and frequency tracking, (iv) 

noise immunity, and (v) insensitivity to harmonics. 

7.1.2 Control Strategies 

Depending on the islanded system conditions, two types of control strategies to provide autonomous 

operation for the island are proposed. The first one is intended for balanced load conditions, and 

the second one is for unbalanced load conditions. 

1. Balanced Load Conditions 

In Chapter 5, the rotating reference frame (dq-frame) is employed to obtain a state-space model 

for the islanded system, i.e. the DG unit and its load. Two dynamic models, and corresponding 

to each model a controller, are presented. In the first model, the phase-angle of the PCC voltage 

is used as the reference phase-angle for the dq-frame transformation. In this case, the model 

represents a MISO nonlinear system. However, by assuming that the island frequency is (almost) 

constant, the MISO nonlinear system is simplified to a SISO LTI system. Then, the classical 

control approach is adopted to design a structurally simple (second-order) SISO controller for the 

island. Performance of the proposed SISO controller under (i) accidental and planned islanding 

events, (ii) small perturbations in the load parameters, (iii) step changes in the set point signal, 

and (iv) unbalanced load conditions are reported. The studies are carried out based on time-

domain simulations in the PSCAD/EMTDC software environment. The simulation results verify 

effectiveness of the proposed controller in terms of maintaining voltage, frequency and stability 

of the islanded system during and subsequent to an islanding event. The results show that the 

proposed SISO controller regulates the island voltage within three cycles of transients even in the 

worst case scenario, e.g. accidental islanding event. The SISO controller is most appropriate for 

applications in which the local load is fairly fixed and pre-determined. 

In the second modelling approach, the phase-angle of the VSC internal oscillator is used as 

a reference to obtain an exact model for the islanded system in the dq-frame, and the developed 

model represents a MIMO LTI system with structured uncertainties. A robust servomechanism 

approach is adopted to design a 12^-order controller for the interface converter of the DG unit. 
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The proposed MIMO controller guarantees robust stability and the desired performance indices, 

e.g. fast transient response and zero steady-state error, despite uncertainties in the load parameters. 

Performance of the proposed MIMO controller under (i) step changes in the set point signals, (ii) 

uncertainties in the load parameters, and (iii) unmodelled uncertainties (e.g. motor start-up pro­

cess) are investigated and reported. The studies are carried out based on time-domain simulations 

in the MATLAB/SimPowerSystems software environment. The simulation results verify the effec­

tiveness of the proposed controller in terms of maintaining voltage, frequency and robust stability 

of the islanded system. The proposed robust servomechanism controller robustly regulates the 

load voltage after a transient period of less than three cycles despite significant changes in the load 

parameters, e.g. sudden change in the load resistance from its rated value 76 Q to 10 kQ. (almost 

no-load). 

2. Unbalanced Load Conditions 

In Chapter 6, the abc-frame is used to obtain a dynamic model for an islanded DG unit whose 

load can be unbalanced. Based on the dynamic model and using the classical control approach, a 

control strategy is designed to regulate voltage magnitude, and to provide a set of balanced volt­

ages at PCC. Robust stability analysis of the closed-loop system is carried out using the Mapping 

Theorem and the Zero Exclusion Condition. A robustness margin for the load parameters is then 

obtained. The proposed controller guarantees robust stability and desired performance indices, 

e.g. fast transient response and zero steady-state error, for all uncertainties in the load parame­

ters within the robustness margin. Performance of the proposed controller under (i) accidental and 

planned islanding events, (ii) uncertainties in the load parameters, (iii) step changes in the set point 

signal, and (iv) unbalanced load conditions are reported. The studies are carried out based on time-

domain simulations in the PSCAD/EMTDC software environment. The simulation results verify 

the effectiveness of the proposed controller in terms of maintaining voltage magnitude and fre­

quency of the island, and providing a set of balanced voltages for the load during and subsequent 

to the islanding events. The studies demonstrate that the proposed controller is capable of main­

taining voltage magnitude and frequency of the island in less than three cycles of transients, under 

both balanced and unbalanced load conditions and despite all uncertainties in the load parameters 

within the obtained robustness margin. 
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7.2 Contributions 

The main contributions of this thesis are as follows. 

1. A new active islanding detection method for an electronically-coupled DG unit, based on 

negative-sequence current injection, is proposed. The proposed scheme (i) is faster than the 

existing methods, (ii) has no NDZ, and (iii) is robust to perturbations in the load parameters. 

2. A new robust servomechanism controller for autonomous operation of an electronically-

interfaced DG unit, under balanced conditions, is proposed. The proposed controller guaran­

tees robust stability, fast transient response, and zero steady-state error, despite uncertainties 

in the load parameters. 

3. A control strategy to provide autonomous operation for an islanded single DG system, under 

unbalanced load conditions, is proposed. A mathematical model for the islanded system in 

an abc-frame is derived, and based on the model, a robust controller is designed. Robust 

stability of the resultant closed-loop system, based on the Mapping Theorem and the Zero 

Exclusion Condition, is analyzed. 

7.3 Future Work 

The following topics are suggested for future research in continuation of this work: 

• Evaluation of the proposed islanding detection method for a microgrid that includes multiple 

DG units. 

• Development of a robust control strategy for autonomous operation of an islanded microgrid 

that includes multiple DG units. 
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Appendix A 

Experimental Results 

A.l Introduction 

This appendix presents several experimental results that validate performance of the unified three-

phase signal processor (UTSP) system of Chapter 2, the proposed islanding detection method of 

Chapter 4, and the control systems proposed in Chapter 5 and Chapter 6. To implement the UTSP 

and the control systems, a Real Time (RT)-Linux based controller, which provides a C program­

ming environment, is used. Any control and/or signal processing algorithm is first discretized and 

then developed into the C codes. The RT-Linux system runs the C programming codes for real 

time realization of the proposed algorithms. It should be noted that, as part of the controllers, the 

internal oscillator is digitally implemented in the RT-Linux system. 

A.2 Experimental Setup 

Figure A. 1 shows a single-line diagram of the test system in which the distributed generation (DG) 

unit includes a DC voltage generator (VdC), a voltage sourced-converter (VSC) unit, and a series 

filter. The VSC filter is represented by inductor L, for each phase. The load at the PCC is a parallel 

RLC, tuned at resonance frequency of 60 + 0.1 Hz. At 60 Hz, the local load appears as a pure 

resistance, R, which is adjusted to absorb the rated power of the DG unit at the rated PCC voltage. 

The study system parameters are given in Table A.l. 

Data acquisition is carried out by the Yokogawa PZ4000 Power Analyzer [108J. The fea-
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Table A.l: Parameters of the system of Figure A.l 

Quantity 

U 
VSC rated power 

VSC terminal voltage (line-line) 
Jaw 
R 
L 
C 

fres ~ 2n VIC 

/o 
Vs (line-line) 

Value 

3mH 
2.4 kW 

115V(rms) 
2-3 kHz 

5.5 Q 
7.8 mH 
900 fiF 

1.87 

60 Hz 

60 Hz 
115V(rms) 

230 V 

P.U. 

0.21 pu 
1 pu 
1 pu 

1 pu 
0.53 pu 
1.87 pu 

1 pu 

Comment 

Inductance of VSC filter 
S^ = 2.4 kVA 

V W = 1 1 5 V 
PWM carrier frequency 
Load nominal resistance 
Load nominal inductance 
Load nominal capacitance 

Load quality factor 

Load resonant frequency 

System nominal frequency 
Grid nominal voltage 

DC bus voltage 

Potential Island 
D_G_Unit 

VSC 

V, dc 0 
vs: 

Gating 
signals 

Vtabc habc 

u 

Vabc 

PCC 

Load ! 4= 

RT-Linux 
Controller 

VaAc 

It.abc 

c L J>R 

Grid 

Figure A . l : Schematic diagram of the experimental setup 
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tures of Yokogawa PZ4000 Power Analyzer includes wide measurement bandwidth (from DC to 

2 MHz), high accuracy for capturing input waveforms using high-speed (maximum 5 MS/s) sam­

pling, voltage and current waveform display and analysis functions to enable power calculations 

on fluctuating inputs, harmonic analysis (up to 500fft order), and Fast Fourier Transform (FFT) 

functions to enable high-frequency power spectrum analysis. The Yokogawa PZ4000 Power An­

alyzer includes four input elements, each of which has a voltage and a current channel. The data 

stored on the PZ4000 is then transferred to a PC and plotted/displayed using MATLAB software. 

A.3 Islanding Detection Method Based on UTSP System 

The following tests experimentally validate the performance of the proposed islanding detection 

scheme of Chapter 4 and the UTSP system of Chapter 2. 

A.3.1 Performance Under UL1741 Test Conditions 

The operating point and parameters of the study system of Figure A.l are adjusted based on the 

UL1741 test conditions [3]. Islanding detection is based on the PCC voltage signals as the input 

of the UTSP system. The system is islanded at time t=567.5 ms by opening switch CB, Fig­

ure A.l. Prior to the islanding event, the VSC system injects 1 pu fundamental positive-sequence 

and 0.05 pu negative-sequence current components based on a dq-frame current-control scheme. 

Figures A.2(a), (b) and (c) show instantaneous PCC voltage, and positive- and negative-

sequence voltage signals of PCC which are extracted by the UTSP, before and after the island­

ing instant. Figures A.2(d) and (e) show converter and grid currents signals, i.e. itAbc and iSAbC, 

respectively. 

Figure A.3(a) shows the system frequency at PCC which is extracted by the UTSP. Fig­

ure A.3(a) indicates that frequency remains within the limit of 60 ± 0.3 Hz after islanding, and 

cannot be used for islanding detection within the presented time interval. Figures A.3(b) and (c) 

show magnitudes of positive- and negative-sequence PCC voltage signals. Figure A.3(c) clearly 

indicates that the islanding event is identified within 3.5 cycles (60 ms) while changes in the (i) 

instantaneous voltage of Figure A.2(a), and (ii) amplitude of positive-sequence voltage of Fig­

ure A.3(b) are not usable for islanding detection. 
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Figure A.2: UTSP and the test system signals under UL1741 test conditions (a) PCC voltages, 
(b,c) instantaneous positive-, and negative-sequence voltages at PCC, and (d,e) converter and 
grid currents 

A.3.2 Sensitivity to Changes in Load Resistance 

In this case study, while the load inductor and capacitor are kept constant at their rated values, the 

load resistance is changed to 95% and 115% of its rated value (5.5 fl). The VSC injects almost 5% 

negative-sequence current. Figure A.4 shows the UTSP output signals when the load resistance is 

equal to 95% of its rated value. In this case, in addition to the power delivered by the VSC, the 
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grid also delivers a small component of real power to the local load prior to islanding. Therefore, 

after the islanding event, the magnitude of positive-sequence voltage of PCC drops to 92% which 

is within the acceptable limits of voltage magnitude [80] and cannot be used for the islanding 

detection. However, the magnitude of negative-sequence voltage at PCC is readily detectable by 

the UTSP system and is used for islanding detection. 

Figure A.5 shows the UTSP outputs when the load resistance is 115% of its rated value. In this 

case, the grid absorbs a small component of real power prior to the islanding instant. Therefore, 

after islanding event, magnitude of the positive-sequence PCC voltage rises to 106% which is not 

large enough to detect the islanding event [80]. In this case, magnitude of the negative-sequence 

PCC voltage is detectable and can be used for islanding detection. It should be noted that for both 

case studies of Figures A.4 and A.5, the system frequency exhibits small changes after islanding 

operation which cannot be used for islanding detection. 
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Figure A.4: UTSP output signals corresponding to 95% of rated value (a) estimated frequency, 
and (b,c) estimated magnitudes of positive-, and negative-sequence PCC voltages 

A.3.3 Sensitivity to Load Inductance and Capacitance 

In this case study, while the load resistor and capacitor are kept constant at their rated values, the 

load inductance L slightly (101.35% of its rated value) deviates from of its rated value. The VSC 

current controller injects 4% negative-sequence current and the system is islanded at t=0.510 s. 

The grid exchanges a small component of reactive power with the potential island since L and C 

are not tuned for resonance at the power system frequency. Therefore, subsequent to an islanding 

event, the island frequency deviates from its rated value. Figure A.6 shows the UTSP output sig­

nals and clearly shows that the deviation of L from its rated value results in a frequency deviation. 

However, based on the negative-sequence current injection, the measured negative-sequence volt­

age provides a reliable signal for islanding detection. If variation of L is small enough such that 

the resonance frequency is within 60 + 0.5 Hz, the injected negative-sequence current still provides 

a reliable islanding detection signal. 
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Figure A.5: UTSP output signals corresponding to 115% of rated value (a) estimated frequency, 
and (b,c) estimated magnitudes of positive-, and negative-sequence PCC voltages 

A.4 SISO Controller 

This section experimentally evaluates the performance of the proposed SISO controller of Chap­

ter 5, Section 5.3.2. The reported test results demonstrate that the proposed SISO controller is (i) 

capable of maintaining the voltage magnitude at the PCC of Figure A. 1 in the islanded mode, and 

(ii) robust with respect to perturbations in the load parameters. The UTSP system is also used, as 

part of the setup system, to estimate the sequence components of the PCC voltage and the system 

frequency. 

A.4.1 Voltage Tracking 

This experimental result demonstrates performance of the SISO controller under an islanded con­

dition in terms of reference signal tracking. While the test system of Figure A.l is operating in the 
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Figure A.6: UTSP output signals when inductance I deviates from its rated value (a) frequency, 
and (b,c) magnitudes of positive-, and negative-sequence PCC voltages 

islanded mode, the voltage reference signal is stepped down from 40 V (0.35 pu) to 20 V (0.17 pu) 

at t=0.478 s and stepped up from 20 V to 40 V at t=0.910 s. The load parameters are set at 

their rated values as given in Table A.l. Figure A.7 shows the system response to these reference 

changes. Figures A.7(a) and (b) show variations of load voltages and converter currents to the first 

step change. Figure A.7(a) demonstrates that the load voltages are regulated at the new reference 

value of 20 V by the designed SISO control system within three cycles. Figures A.7(c), (d) and (e) 

show the control signal, and the estimated frequency and magnitude of positive-sequence compo­

nent of the PCC voltages by the UTSP system in response to the step voltage change. Figure A.7 

validates capability of the proposed SISO control system in tracking the reference signal. 
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Figure A.7: Dynamic performance of the islanded system in terms of set point tracking (a) instan­
taneous voltages of the load at PCC, (b) converter currents, (c) control signal, and (d,e) frequency 
and magnitude of positive-sequence of PCC voltages deduced by the UTSP 

A.4.2 Change of Load Resistance 

This test verifies robust stability and per formance of the proposed S I S O control ler with respect to 

the load parameter uncertainties. While the system is operating in an islanded mode and under 

balanced conditions, the load resistance, in the three phases, are equally changed such that the 

resultant load remains balanced. In this case, the load resistance is suddenly stepped up from 
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5.6 ft (1 pu) to 16.2 ft (2.9 pu) at t=0.655 s and stepped down to 5.6 ft at t=0.990 s. 

Figure A.8 shows the system response to these load changes. Figures A.8(a) and (b) show 

instantaneous voltages of the load and the converter currents prior and subsequent to the first 

resistance change. Figure A.8 shows that the designed SISO controller is robust with respect to 

the imposed changes, and within three cycles retains magnitude of the load voltage at its desired 

value. Figure A.8(c) shows the control signal in response to the load changes. The islanded 

system frequency and the magnitude of positive-sequence component of the PCC voltages which 

are extracted by the UTSP are shown in Figures A.8(d) and (e), respectively. A transient error in 

the estimated frequency is observed which is introduced by the UTSP system. This experiment 

demonstrates that the proposed SISO controller is robust if the resistance perturbations are small. 

The test results also show that the proposed controller can also accommodate small perturbations 

of the load inductance and capacitance. Therefore, the proposed SISO controller is appropriate 

only for those applications that the local is almost fixed and pre-determined. 

A.5 MIMO Controller 

This section presents a set of experimental results that validate performance of the islanded system 

given in Figure A.l, based on the proposed robust servomechanism controller of Chapter 5, Sec­

tion 5.4.2. The reported results are to demonstrate that the designed controller is robustly capable 

of maintaining the magnitude of the PCC voltage. The test results also show that the proposed 

MIMO control system is robust with respect to load parameter uncertainties. 

A.5.1 Voltage Tracking 

This test demonstrates the performance of the designed robust servomechanism controller in terms 

of reference signal tracking. While the system is operating in an islanded mode, the q component 

of the reference signals, i.e. y ] r e / = V^ref, is stepped up from 30 V (0.26 pu output voltage) 

to 50 V (0.43 pu output voltage) at t=0.340 s, and the d component of the reference signal, i.e. 

yz,ref = Vg.ref, is stepped down from 60 V (0.52 pu) to 40 V (0.35 pu) at t= 1.464 s. In this case, the 

load parameters are set at their rated values as given in Table A.l. Figure A.9 shows the system 

step responses. In particular, Figure A.9(a) shows the d and q components of the load voltage 

165 



KJ 
C 

50 -

c 
o o 45 

0.6 

\ 
V 

/ . . . . : ! : 
/ ; 

0.7 0.8 0.9 

(d) 

1.1 

i 6 2 h 
o 
£ 60 

£ 58 

« • » . . . . ^ » „ M 

0.6 0.7 0.8 0.9 

(e) 

1.1 

1.1 

3 

0.9 

Al 
K 

0.6 0.7 0.8 0.9 
Time (s) 

1.1 

1.2 

1.2 

1.2 

Figure A.8: Dynamic performance of the islanded system to the sudden changes in the load 
resistance (a) instantaneous voltages of the load at PCC, (b) converter currents, (c) control signal, 
and (d,e) estimated frequency and magnitude of positive-sequence of PCC voltages by the UTSP 

at PCC, and demonstrates that based on the designed MIMO control system, the output signals 

Vd and Vg are regulated to their reference values within three cycles. Moreover, Figure A.9(a) 

indicates that the controlled closed-loop system is decoupled, i.e. there is no interaction between 

the channels. Figure A.9(b) shows the step response of the controller. Figures A.9(a) and (b) verify 

that the proposed control system is capable of providing reference signal tracking. 

Figure A.9(c) shows instantaneous voltages of the load and their magnitude to the first step 
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Figure A.9: Dynamic performance of the islanded system in terms of reference signal tracking (a,b) 
d and q components of the load voltage at PCC and control signals, (c) instantaneous voltages of 
the load and their magnitude, and (d) converter currents 

change. The converter currents, i ' ,^, are also shown for the first change in Figure A.9(d). The time 

responses verify that the proposed servomechanism controller is able to regulate the load voltages 

at the reference signals with zero steady-state error. 

A.5.2 Change of Load Resistance 

This test verifies robust stability and performance of the proposed MIMO controller with respect 

to the load parameter uncertainties. While the system is operating in an islanded mode and under 

balanced conditions, the load resistance, in the three phases, are equally changed such that the 

resultant load remains balanced. In this case, the load resistance is suddenly stepped down from 
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Figure A.10: Dynamic performance of the islanded system to a change in load parameters (a,b) 
d and q components of load voltage at PCC and control signals, (c) instantaneous voltages of the 
load and their magnitude, and (d) converter currents 

5.5 Q, (1 pu) to 3.5 Q, (0.64 pu) at t=0.555 s and stepped up to 5.5 Q, (1 pu) at t=0.642 s. Fig­

ure A. 10 shows dynamic responses of the islanded system the two load changes. Figure A. 10(a) 

shows the d and q components of the load voltage and demonstrates that the proposed controller 

successfully regulates the load voltage within about two cycles. Figures A. 10(b), (c) and (d) show 

the control signals, instantaneous voltages of the load and their magnitude, and the converter cur­

rents, respectively. Figure A. 10(a) indicate that the proposed controller is capable of maintaining 

the load voltage despite uncertainties in the load resistance. 
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A.6 abc-Frame Controller 

Performance validation of the proposed abc-frame controller of Chapter 6, Section 6.5.1, is pro­

vided in this section. The test results verify robustness and capability of the proposed abc-frame 

controller in maintaining the voltage magnitude at the PCC of the islanded system, Figure A.l, 

in the presence of uncertainties in the load parameters. Moreover, it is shown that the proposed 

abc-frame controller provides a set of balanced three-phase voltages at the load terminals of Fig­

ure A.l, despite asymmetries in the load. In each test, the UTSP system of Chapter 2 is also used 

to extract the sequence components of the PCC voltage and to measure the system frequency. 

A.6.1 Voltage Tracking 

In this test, performance of the abc-frame controller, in terms of reference signal tracking, is 

shown. While the system is operating in an islanded mode, magnitudes of reference signals are 

stepped down from 80.0 V (0.70 pu output voltage) to 50.0 V (0.43 pu output voltage) at t=0.364 s 

and stepped up from 50.0 V to 80.0 V at t=0.876 s. Figures A. 11 (a), (b) and (c) show the load 

voltages, the control signals, and the converter currents in response to the first step change (step-

down). The UTSP output signals in response to these step changes are shown in Figure A. 12. 

The estimated frequency and magnitudes of positive- and negative-sequence components of the 

PCC voltage are shown in Figures A. 12(a), (b) and (c). It is observed that asymptotic tracking 

and regulation occur for both step changes in the magnitudes of reference signals. Moreover, zero 

steady-state errors are observed in magnitudes of sequence components of the load voltages and 

the system frequency. 

A.6.2 Change in Load Parameters 

Robust stability of the proposed control system with respect to the load parameter uncertainties is 

verified in this test. The load parameters are set at the rated values, as given in Table A.l, except 

for the capacitance of phase-b which is set at C& = 700 /uF, i.e. the three-phase load is capaci-

tively unbalanced. Three sudden changes at three different time instants in the load parameters are 

imposed. First, a 2.2 Q, (0.4 pu) resistance is paralleled with phase-a of the load at t=0.495 s and 

therefore the load becomes resistively unbalanced. Then, the capacitance of phase-b of the load is 
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Figure A.11: Dynamic performance of the islanded system to the reference signal tracking (a) 
instantaneous voltages of the load, (b) control signals, and (c) load currents 

stepped up from 700fj,F to 900/uF at t=0.900 s. Eventually, the single-phase resistance paralleled 

with phase-a of the load is disconnected at t=1.570 s. 

Figures A. 13(a), (b) and (c) show the load voltages, the control signals, and the converter 

currents subsequent to the last change (resistance disconnection). The transient responses of the 

load voltages, the control signals, and the converter currents for the other two changes are similar 

to those of the last change and are not shown here. The UTSP output signals, in response to these 

load changes, are shown in Figure A. 14. The estimated frequency and magnitudes of positive-

and negative-sequence components of the PCC voltage are shown in Figures A. 14(a), (b) and 

(c). Figure A. 14(c) verifies that the load voltages remain balanced despite asymmetry of the load. 

The results of this test also indicates that the control system is capable of maintaining the load 

voltage magnitude and the frequency with no steady-state error. Moreover, the proposed abc-

frame controller is robust with respect to changes in the load parameters. 
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Appendix B 

MIMO System 

B.l Proof of Theorem 5.4.1 

(a) The proof follows on noting that a similarity transformation may be applied to matrix A in 

A X 
(5.16) to obtain A = 

-X A 
, where 

A:= 

1 

¥ 
~b l 

I 

l 

I 
L, 
0 

1 

0 

W0 

<b 

X:= 

wo 0 0 

0 w0 0 

0 0 wo 

On noting now that A is always Hurwitz for all positive plant parameters R > 0, L > 0, 

C > 0, R, > 0, L, > 0, o»0 > 0, qt > 0, and that 

reallsp(A)\ - \real\sp(A)\,real\sp{A)\\, 

where sp(.) denotes the eigenvalue of (.), it is concluded that the matrix A is Hurwitz, which 

proves the result. 

(b) The transmission zeros (5.18) are obtained by determining all A € C which satisfy the con-

174 

file:///real


dition: 

rank < n + min(r, m) = 8 

which yields the stable transmission zeros (5.18) and proves the result. 

(c) This result directly follows from the fact that the plant has equal number of inputs and 

outputs and is minimum phase [101]. 

B.2 Model of MIMO Controller 

Matrices $/c, 38c, <€c, Sc of the proposed MIMO controller of (5.37), Section 5.4.2-E.3, are: 
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B.3 Performance Evaluation of MIMO System 

B.3.1 Change in Load Inductance 

Robust stability and performance of the resultant closed-loop system of (5.39), Section 5.4.2-

F, with respect to uncertainty in the load inductance is carried out in this section. While the 

load resistance and capacitance are fixed at their nominal values, as given in Table 5.1, the load 

inductance assumes various sudden changes from its nominal value L = 111.9 mH to 0.7L, 2L, 

3L, 6L, and infinity at t=0.800 s. It should be noted that although these sudden changes in the 

load inductance may not be realistic, the objective here is to verify the robustness properties of the 

proposed robust servomechanism controller. In this section, only simulation results corresponding 

to step changes from L to 0.7L and 2L are presented. The results of the other cases such as step-

up from L to values larger than 2L are very similar to those of L to 2L. Our studies show that 

a load with an inductance of less than 0.7 of the nominal value L = 111.9 mH result in a poor 

performance and even instability of the closed-loop system. 

Figures B.l(a) to (d) show the d and q components of the load voltage, control signals, load 

current, and real/ractive power components of the load when L is step changed to 0.7L. A voltage 

transient of about 40 ms (less than three cycle) is observed from Figure B.l(a). The load current 
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Figure B.l: Performance of the islanded system when the load inductance is changed from L -
111.9 mH to 0.1 L (a,b,c) dq components of load voltage, control signals, load currents, and (d) 
instantaneous power components of load, (d) instantaneous power components of load, and (e,f) 
instantaneous voltages of load and control signals in abc-frame 

and consequently real/reactive power components of the load represent longer transients. The 

reason is that the load quality factor, at 0.7L, is large (Q = 2.15) and therefore the load current 

response is slow. It should be noted that the real power of the load remains unchanged, since 

only the load inductance is changed. Instantaneous voltages of the load and the control signals 

are depicted in Figures B,l(e) and (f), respectively. The proposed servomechanism controller 

maintains the load voltage at its reference value within a transient period of about three cycles. 

In the next case study, the load inductance steps up from L - 111.9 mH to 2L at t=0.800 s. 

Simulation results for this case study are presented in Figure B.2. In this case, the load voltage 

and the controller response undergo transients of about three cycles. Figure B.2(a) shows "fast 

tracking" of reference signals (2.5 cycles transient response). 
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Figure B.2: Performance of the islanded system when the load inductance is changed from L = 
111.9 mH to 2L (a,b,c) dq components of load voltage, control signals, load currents, and (d) 
instantaneous power components of load, and (e,f) instantaneous voltages of load and control 
signals in abc-frame 

B.3.2 Change in Load Capacitance 

In this section, the effect of load capacitance uncertainty on performance of the closed loop system 

is evaluated. It is observed that the system cannot accommodate large changes in the load capac­

itance as were possible for the load resistance and inductance. The reason is the kVA limitation 

of the VSC, i.e. large as well as small load capacitances result in over-modulation of the VSC 

and consequently its poor performance. However, our studies show that the closed-loop system is 

mathematically and robustly stable for all values of the load capacitance C < 160 /uF, assuming 

that the load resistance and inductance are set at their nominal values. 

Initially the load resistance and inductance are set at their nominal values as given in Ta­

ble 5.1 and the load capacitance undergoes two different step changes from its nominal value 

C = 62.86 / J F to 0.5C and 2C. Dynamic responses of the closed-loop system to these capacitance 

step changes are shown in Figures B.3 and B.4. Figures B.3(a) to (c) show the d and q components 
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Figure B.3: Performance of the islanded system when the load capacitance is changed from 
C = 62.86 JJF to 0.5C (a,b,c) dq components of load voltage, control signals, load currents, (d) 
instantaneous power components of load, and (e,f) instantaneous voltages of load and control 
signals in abc-frame 

of the load voltage, control signals, and load current when the capacitor is switched from C to 0.5C 

at t=0.800 s. The transient response is about two cycles and well within the acceptable limits. Vari­

ations of real and reactive power components of the load are shown in Figure B.3(d). Instantaneous 

voltages of the load and control signals, in the abc-frame, are depicted in Figures B.3(e) and (f), 

respectively. Figure B.4 show dynamic performance of the closed-loop system for the case of a 

step change in the load capacitance from its nominal value of C = 62.86 pF to 2C. The results are 

similar to those of the previous case, except for the transient period which is about three cycles. 

These case studies verify robustness of the proposed servomechanism controller with respect to 

uncertainties in the load capacitance. 

179 



0.78 0.8 0.82 0.84 0.86 0.88 0.78 0.8 0.82 0.84 0.86 0.88 
Tittie (s) Time (s) 
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Appendix C 

Control Strategy for an Islanded System 

under Unbalanced Load Conditions 

This appendix provides a control strategy for an islanded system under unbalanced load condi­

tions. A control strategy to provide a set of balanced voltages for the load, despite asymmetry and 

uncertainties of the load, is proposed in Chapter 6. The proposed controller balances phase volt­

ages of the load and therefore a zero-sequence current should be generated by the voltage-sourced 

converter (VSC). In this case, the neutral point of the three-phase load should be connected to the 

DC mid-point of the converter. Moreover, there is a need to actively equalize the two DC voltages 

of the VSC. 

In most practical cases, the VSC is connected to the load as a three-phase, three-wire apparatus 

and does not permit flow of zero-sequence current. In such cases, phase voltages of the load cannot 

be balanced. However, it is possible to design a control strategy to generate a set of balanced line-

to-line voltages for the load. In the following sections, a mathematical model for an islanded 

system, with no neutral connection between the load and the converter, is proposed. Depending 

on the mode of operation of the VSC, two scenarios can be considered. In the first case, the three-

phase VSC is represented by three independent voltage sources which are Y-connected. In the 

second case, the VSC system represents two independent voltage sources and the third voltage 

source is zero. 
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Figure C.l: Schematic representation of a single-DG islanded system consisting of a DG unit and 
a three-phase load which are connected by series RL branches 

C.l Mathematical Model of Islanded System: Case I 

Figure C.l shows a schematic diagram of an islanded system consisting of a three-phase load and 

a distributed generation (DG) unit. The three-phase load, which is modeled by a parallel RLC 

network in each phase, can be unbalanced and parametrically uncertain. The line and the DG unit 

are represented by series RL branches and a three-phase voltage source, respectively. 

The objective is to control the line-to-line voltages of the load, i.e. y\ - vat, and yi - v&c. The 

control signals are phase voltages of the VSC, i.e. vm, vtb, vtc. As is was discussed in Chapter 6, 

since the three-phase system is asymmetric, the abc-frame is used to model the islanded system. 

182 



The state-space equations of the islanded system of Figure C.l in the abc-frame are 

^aM + -pr + M - xi 
Ra 

r • , X2 , 
<-^*2 + — + Xs - Xg 

Rb 

Cc*3 + — + X6 = - X 7 - XS 

Rc 

Lax\ + R1X4 = x\ 

Lb*5 + R1X5 — X2 

LCX(, + RiX(, = X3 

-vta + Rtxq + L,xj + x\ - x2 - Ltx% - Rtx% + vtb = 0 

-vtb + Rtx& + Ltx8 + X2-X3 + L,x7 + Ltx% + Rtx7 + Rtxs + v,c = 0 

y\=*i- x2 

y2 = x2 - x-i 

(C.l) 

Equations (C.l) in the standard state space form are 

x(t) = Ax(t) + Bu(t) 

y(t) = Cmx(t) 

uif) = [vta vtb vtc]
T, 

(C.2) 
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0 

0 
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(C.3) 

(C.4) 

3Lt 3Lt 

Dynamical equations (C.2) describe a MIMO control system in the abc-frame which has three 

control inputs and two controlled outputs. Since the load parameters are assumed to be uncertain 

positive real numbers, plant model (C.2) represents a system with structured real parametric un­

certainties [48]. Design of robust controllers for such systems is not straightforward, particularly 

when the reference signals are time varying functions (sinusoidal in this study). 

In Chapter 5, a robust servomechanism controller, using parameter optimization methods of 

[47,97-99], is designed for the system of Figure 5.1. This approach can also be used to design a 

robust control strategy for the system of Figure C.l, i.e. plant (C.2). 

184 



Load 

VSC 
x7 

• 

VA—fwv^, » 

Rt U 

yi = Vab 

Xg 
• 

Rt U + 

yi = vbc 

Xy + Xg 
•4 

•VW—orw> 

Rt U 

Figure C.2: Schematic representation of a single-DG island comprising a VSC, series filter, and 
three-phase unbalanced load 

C.2 Mathematical Model of Islanded System: Case II 

In this case, the VSC system represents two independent voltage sources, as shown in Figure C.2, 

load voltages vab, v\,c are signals to be controlled, and control signals are vtab, v(bc. It should be 

noted that case I and case II are equivalent if the control signal vtb of case I is set to zero. 

KVL and KCL equations result in the following state space equations for the islanded system 
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of Figure C.2: 

Ca*i + — + x4 = x7 

r • ^ X 2 j . 

^bX2 + — + Xs - X% 
Kb 

r • J
 X 3 . 

L c ^ + 77" + ^6 — — xi ~ x% 
Kc 

Lax\ + Rtx4 = X] 

L&X5 + R{X$ = X2 

LCX6 + /?;X6 = X3 

-V(afe + Rt*l + LfX-j + X\ - X2 ~ L,X8 - RtX8 = 0 

-vtbc + Rtx& + L,x8 + x2 - x-i + L,x7 + Ltx\ + R,x7 + R,x8 = 0 

y\ =xi- x2 

y2=X2- X3 

(C.5) 

The state space equations of the islanded system of Figure C.2 in the standard form are 

( x(t) - Ax{t) + Bu(t) 

y(f) = Cmx{t) 

u{t) = [vtab vtbcf, 

(C6) 
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where 
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(C.7) 

(C.8) 

3L, 3Lr 

1 J_ 
~3A 3Z; 

The state space model of (C.6) represents a MIMO control system in the abc-frame. Similar to 

case I, plant model (C.6) represents a control system with structured real parametric uncertainties 

[48]. The approach of [47,97-99] can be used to design a robust servomechanism controller for 

the islanded system of Figure C.2. 

The main advantage of case II over case I is that its controller is simpler. However, it is not 

practically efficient to generate a two-phase source from a three-phase VSC. 
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Appendix D 

Polynomial Methods For Robustness of 

Linear Systems 

This appendix is a summary of the book entitled "New Tools for Robustness of Linear Systems" 

[48]'. The summary is intended to give the readers an introduction to the robustness of linear 

systems. The reader is referred to [48] for a comprehensive explanation to the parametric analysis 

approach of robust control theory. 

D.l Overview 

Most problems involving model uncertainty are addressed in the field of modern control theory. A 

typical scenario begins with a control system whose mathematical model includes uncertain quan­

tities. For example, the mathematical model might contain several physical parameters whose 

values are specified only within given bounds. Control problems with uncertainty can be catego­

rized into three types [48]: 

• Adaptive Problems 

• Stochastic Problems 

• Robustness Problems 

'With the permission of Professor B. R. Barmish 
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This categorization should not be interpreted too literally. For example, fuzzy control and singular 

perturbation problems do not fit neatly into any of the above categories. The focus of this Appendix 

is robust stability analysis of linear time invariant (LTI) systems with structured real parametric 

uncertainty. As far as robust synthesis is concerned, for systems with real parametric uncertainty, 

many of the most fundamental research questions are as yet unresolved, particularly at the level of 

multiple-input multiple-output (MIMO) systems. 

In general, the results of this Appendix are used for the analysis of the root location of poly­

nomials whose coefficients depend on a set of uncertain parameters. From a control theoretic 

point of view, the motivation for studying these tools is the fact that many robust control problems 

can be transformed into equivalent problems involving roots of a polynomial. After converting a 

robustness analysis problem into a polynomial problem with coefficients depending on uncertain 

parameters, the issue of uncertainty structure arises. In the discussions to follow, we deal with a 

vector of uncertain parameters q and a polynomial which is expressed as 

n 

p(s,q) = ^ai(q)s'. 
(=0 

The uncertainty structure is manifested via the coefficient functions ao(q), •••, #«(<?)• For example, 

if each component g, of q enters into only one coefficient, the simplest structure is obtained which 

is called interval polynomial or Kharitonov polynomial [109]. The next level of complication is 

the affine linear uncertainty structure. In this case, coefficients depend affine linearly on q and 

various results on polytopes of polynomials have been developed in the literature [48]. For affine 

linear uncertainty structures, the highlight is the Edge Theorem of Bartlett, Hollot and Huang 

given in [110]. 

To deal with more realistic robust control problems, multilinear and nonlinear uncertainty 

structures are of paramount importance; e.g., consider p(s, q) above with each coefficient function 

at(q) being nonlinear. At this higher level of difficulty, some authors restrict their attention to 

analytically tractable special cases, while other authors resort to mathematical programming. This 

Appendix concentrates on a selected analytical result which is available for multilinear uncertainty 

structure; a highlight is the Mapping Theorem, which is covered in Section D.6.2. 
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D.1.1 The Value Set Concept 

The main point to note is that we can reformulate many robustness problems in terms of a two-

dimensional set which is called value set, V(S); this set lies in the complex plane. Notice that V(6) 

is parameterized via a real scalar 6, which we call a generalized frequency variable. Now, as 5 

increases, the set V(6) typically moves around the complex plane. As we will see later, for many 

examples, it turns out that the zero exclusion condition, [48], 

0 g V(S) 

for all 6 is both necessary and sufficient for satisfaction of the stated robustness specification. 

In large measure, the power of the value set approach is derived from the fact that it is a 

two-dimensional set, whereas the uncertain parameter set is typically of higher dimension; i.e., 

although a robustness problem with an /-dimensional uncertain parameter vector q is initially for­

mulated over R', we need only manipulate the two-dimensional value set V{6). Furthermore, since 

V{5) is only two-dimensional, we obtain a second advantage. For cases when V(6) is readily con­

structive, we obtain solutions to robustness problems which lend themselves to implementation 

in graphics. That is, once we have an analytical description of the value set V(6), it is often con­

venient to simply generate this set on a computer and provide a visual display of its motion with 

respect to 6. 

D.1.2 Family 

The notion of a family T is fundamental within the framework of uncertain quantities. For 

example, in the islanded system with the RLC network discussed in Chapter 6, we adopt the 

point of view that each admissible value of uncertain parameter vector q - [R L C] between 

qmin = [Rmin Lmin Cmin] and qmax = [Rmax Lmax Cmax] defines a different system. Hence, we have 

a, family of system f rather than a fixed system. The word "family" is used in a wide variety of 

contexts; e.g., we refer to a family of polynomials, a family of transfer functions or a family of 

matrices. 
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D.1.3 Robustness Analysis 

Given a family T and some property P, when we say f is robust, we mean the following: Every 

member / e T has property P. For example, we are often interested in a family of systems T 

with P being some aspect of performance. Then, when we say that the family f is robust, the 

understanding is that the performance specification is satisfied for every system in the family; i.e., 

for all / e T. There are numerous other possibilities for T and P. For example, T can be a family 

of polynomials and P might denote stability, or T might denote a family of transfer functions and 

P can be a specification on the frequency response. 

D.1.4 Robustness Margin 

For cases when bounds on the uncertain quantities are not given, we often consider the so-called 

Robustness Margin Problem. The goal is to find the maximal uncertainty bounds under which 

the performance specification is satisfied. To illustrate, consider the islanded system in Chapter 

6 and suppose we know that the vector of parameters q = [R L C] is uncertain but we cannot 

say definitely what variations in R, L, and C might be encountered. Now, if the performance 

specification (stability) is satisfied at q0 = [R0 LQ CO], one can consider the following problem: 

Replace q = qo by q = qo + Aq - [RQ + AR L$ + AL C0 + AC] and determine how large Aq = 

[AR AL AC] can be while preserving satisfaction of the performance specification (stability). 

This maximal value, call it rmax = [A/?mfl;c ALmax ACmaJ, is called the robustness margin. 

D.2 Notation for Uncertain Systems 

In most books on control theory, a transfer function G{s) or a polynomial P(s) has "s" as its only 

argument. Here, however, we use two argument functions; for example, we write G(s, q) instead 

of G(s) to emphasize dependence of a transfer function on a vector of uncertain parameters q. This 

is explained below. 
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D.2.1 Notation for Uncertain Parameters 

We use the notation q to represent a vector of real uncertain parameters with j-th component 

qt. We often refer to q simply as the uncertainty. If the uncertainty is /-dimensional, it is often 

convenient to describe q by writing q = {q\,q2, •••,qd, whereas in other cases, we take q to be a 

column vector. In either event, we write q e R' and it is clear from the context whether an /-tuple 

or a column vector is intended. 

In the field of robust control theory, we encounter various uncertain quantities which depend 

on q. To emphasize the dependence on q, we include q as an argument of various functions 

of interest. For example, as mentioned above, to represent a transfer function with uncertain 

parameters, we write G(s, q) instead of the usual G(s). If numerator and denominator of this 

transfer function are of concern, we emphasize the dependence by writing 

G(s, q) = — -, 
D(s, q) 

where N(s, q) and D(s, q) are polynomials in 5 with coefficients which depend on q. In many cases, 

we break things down to an even finer level. For example, to denote dependence of the coefficients 

of N(s, q) and D(s, q) on q, we can write 

m 

N{s,q) = Yja^s' 

and 
n 

£>(*,«?) = £&,•($)*•'. 
i=0 

There are dozens of additional examples illustrating q notation in linear systems theory; e.g., if 

a linear system has a conventional state space representation x(t) = Ax(t), we can emphasize the 

dependance on q by writing 

±{t) = A{q)x{t). 

Finally, note that we generally append the word "uncertain" to various quantities which depend 

on q. For example, we refer to an uncertain plant G(s, q), an uncertain polynomial P(s, q) or an 

uncertain matrix A(q). 
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D.2.2 Uncertainty Bounding Sets and Norms 

For robustness problems, we often assume an apriori bound Q for the vector of uncertain parame­

ters q. We call Q the uncertainty bounding set. Motivated by classical engineering considerations, 

we generally take Q to be a ball in some appropriate norm-usually (but not necessarily) centered 

at q = 0. The two most important norms we consider are l°° and I2. In the /°° case, we consider the 

max norm 

y U = max \qt\. 
i 

We refer to a ball in this norm as a box. For example, to describe a box of unit radius with center 

q*, we write \\q - <?*IL < 1. Often we want to describe such a box via componentwise bounds; e.g., 

consider 

Q = {qeRl:qJ <qt< q+ for/ = 1,2,...,/}, 

where qj and q* are the specified bounds for the Z-th component g, of q. 

For the I2 case, we consider the standard euclidian norm 

Hence, a ball of unit radius and center q* is described by the inequality \\q - q*\\2 < 1 and is referred 

to as a sphere. On a few occasions, we exploit the lx norm 

i 

1Mb = YJ tol-
i= i 

and refer to a ball in this norm as a diamond. Analogous to the /°° and I2 cases, the ball of unit 

radius and center q* is described by \\q - q*\\\ < 1. 

D.2.3 Notation for Families 

An uncertain function together with its uncertainty bounding set is called & family. To illustrate, 

suppose that we are given an uncertain plant G(s, q) and uncertainty bounding set Q. Then we 

denote the resulting family of plants by Q = \G{.,q) : q e Q}. If G(s,q) = N(s,q)/D(s,q), where 
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N(s,q) and D(s,q) are uncertain polynomials, then we can write N = {N(.,q) : q e Q) for the 

family of numerators and use the notation D = {D(.,q) : q e Q) for the family of denominators. 

Finally, if A(q) is a matrix whose entries depend on q, the notation SK - {A(q) : q e Q) is used to 

describe the family of matrices. 

D.2.4 Uncertain Functions Versus Families 

It is important to make a distinction between uncertain functions and families. For example, we 

differentiate between the uncertain polynomial P(s, q) and a family of polynomials P - {P(., q) : 

q € Q). In other words, the uncertain polynomial P(s,q) in combination with the uncertainty 

bounding set Q defines the family of polynomials P. 

D.2.5 Definitions 

This subsection provides some basic definitions and powerful theorems which enable us to analyze 

robust stability of most structured uncertainty problems. For a detailed proof of the theorems, the 

reader is referred to [48]. 

Definition D.2.1 (Stability): A fixed polynomial P(s) is said to be stable if all of its roots lie in 

the strict left half plane. 

Definition D.2.2 (Robust Stability): A given family of polynomials P - \P(.,q) : q e Q] is said 

to be robustly stable if, for q e Q, P(s, q) is stable; that is, for all q e Q, all roots of P(s, q) lie in 

the strict left half plane. 

Definition D.2.3 (Invariant Degree): A family of polynomials given by P = {P(., q) : q e Q) is 

said to have invariant degree if the following condition holds: Given any ql,q2 € Q, it follows that 

deg P(s, q') = deg P(s, q2). 

If, for all q e Q, deg P(s, q) = n, then we call P a family ofn-th order polynomials. Finally, if P 

does not have invariant degree, we say that degree dropping occurs. 
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Figure D.l: D Region for Dominant Roots and Degree of Stability 

Definition D.2.4 (©-Stability): Let D c C and take P(s) a to be a fixed polynomial. Then P(s) is 

said to be D-stable if all its roots lie in the region D. 

Definition D.2.5 (Robust ©-Stability): A family of polynomials P = {P(., q) : q e Q] is said to 

be robustly D-Stable if, for all q e Q, P(s, q) is ©-stable; i.e., all roots of P(s, q) lie in D. For the 

special case when D is the open left half plane, V is simply said to be robustly stable. 

Example 1 For high order control systems, a typical specification might be as follows: The 

closed-loop polynomials should have a pair of "dominant roots" in circles of given radius e > 0 

centered at -a±j/3, and all remaining roots having real part less than -cr, where cr > 0. This leads 

us to consider a D region as in Figure D.l. In a robustness context, if deg P(s, q) - n for each 

q e <2, we require 2 roots in D\ \J T>% and n-2 roots in ©3. 

D.3 Kharitonov's Theorem 

In this section first, the theorem of Kharitonov is addressed. Kharitonov's Theorem is a powerful 

tool for analyzing robust stability of an interval polynomial family. Then, the Kharitonov rect­

angle which is actually a value set corresponding to a rather specialized uncertainty structure is 
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introduced. Based on the motion of the Kharitonov rectangle in the complex plane, one can verify 

robust stability of an interval polynomial. 

D.3.1 Independent Uncertainty Structure 

Definition D.3.1 (Independent Uncertainty Structure): An uncertain polynomial 

n 

P(s, q) = ^ ai{q)sl 

(=0 

is said to have an independent uncertainty structure if each component q, of q enters into only one 

coefficient. 

Definition D.3.2 (Interval Polynomial Family): A family of polynomials <P - \P{.,q) : q e Q) is 

said to be an interval polynomial family if P{s,q) has an independent uncertainty structure, each 

coefficient depends continuously on q and Q is a box. For brevity, we often drop the word "family" 

and simply refer to P as an interval polynomial. 

Example 2 Notice that the definition of interval polynomial does not rule out the possibility that 

some coefficients of P{s,q) are fixed rather than uncertain; e.g., consider P{s,q) = (5 + q4)s4 + 

3s3 + (2 + q2)s
2 + (4 + q\)s + 6 with a given box Q for the uncertainty bounding set. 

D.3.2 Shorthand Notation 

The uncertainty representation often involves a certain type of redundancy. For example, if P(s, q) -

53+(5+^2+2^3)5
,2+(6+2^i+5<?4)5+(3+(?o) and bounds |g,| < 0.5 for i = 0,1,2,3,4, one can "lump" 

the uncertainty as follows: Define new uncertain parameters q-i - 5+q2+2q^, q~\ = 6+2q^ +5^4 and 

q~Q = 3 + qo, a new uncertainty bounding set Q by 2.5 < qo< 3.5, 2.5 < q~\ < 9.5 and 3.5 < q2 < 6.5 

and a new uncertain polynomial P(s, q) - s3 + q2s
2 + q\S + q0. We call P = {P(., q) : q e Q} a 

lumped version of the original family 'P and it is easy to verify that f> = <P 

In view of the discussion of lumping above, we henceforth work with an uncertain polynomial 

of the form 
n 

P(s, q) = ^jqtsl 

i=0 
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when dealing with an interval family. Such a family is completely described by the shorthand 

notation 
n 

P(s,q) = Yj^^si 

with [qj q+] denoting the bounding interval for t-th component of uncertainty qt. We refer to 

P(s, q) as an interval polynomial. 

D.3.3 Kharitonov's Theorem 

Definition D.3.3 (The Kharitonov Polynomials): Associated with interval polynomial P(s,q) -

Y!i=d\.Qi <lt]s' a r e t n e ^o u r fixed Kharitonov polynomials 

K\(s) - q^ + q^s + q^s2 + q^s3 + q^s4 + q^s5 + q^s6 + ...; 

Ki(.s) = <7o + q\s + q^s2 + q^s3 + q^s4 + q^s5 + q^s6 + ...; 

Kl(s) = <7o + a~\S + a2s2 + <?3 S* + 4tS* + ^5 S5 + °6s6 + "•' 

K^s) = <?Q + q^s + q^s2 + q^s3 + q^s4 + q^s5 + q^s6 + .... 

Theorem D.3.1 (Kharitonov's Theorem [109]): An interval polynomial family *P with invariant 

degree is robustly stable if and only if its four Kharitonov polynomials are stable. 

D.3.4 The Kharitonov Rectangle 

Given an interval polynomial P(s,q) - J^"=0[q~ q*]sl and a fixed frequency a> = co0, the set of 

possible values that P(ju>0, q) can assume as q ranges over the box Q is of interest. More formally, 

we want to describe the subset of the complex plane given by 

P{M,Q) = [P{joJ(),q):qeQ}. 

It is proved that P(jco0, Q) is a rectangle with vertices which are obtained by evaluating the four 

fixed Kharitonov polynomials Kt(s), K2(s), Kj(s), and K^s) at s = ja>o; i.e., the vertices of 

P(JW(>, Q) are precisely the Kj(ju>o)- This rectangle is a special type of "value set" and we call 

it the Kharitonov rectangle. When frequency to sweeps the positive real axis, Kharitonov rectan­

gle moves around the complex plane. 

197 



I I I I I I I I I 

' • ' ' • • • • • 
-6 -5 -4 - 3 - 2 - 1 0 1 2 

Re 

Figure D.2: Motion of Kharitonov rectangle for Example 3 

Example 3 (Illustration of Motion): For the interval polynomial 

P(s,q) = [0.5 2]s3 + [2.5 3 ] / + [2 3]s + [1 2], 

the motion of the Kharitonov rectangle P(jco, Q) is shown in Figure D.2 for 18 frequencies evenly 

spaced between a> = 0 and a> = 1.5 rad/sec. Notice that this rectangle begins at to = 0 as an 

interval on the positive real axis and then moves from the first to the second, and from the second 

to the third quadrant as a> increases. 

D.3.5 The Zero Exclusion Condition 

In this section, we introduce the Zero Exclusion Condition. There are several versions of the 

Zero Exclusion Condition lemmas in the literature. Since we are currently working within the 

framework of interval polynomials, the lemma below is not stated in full generality; the most 

general version of the Zero Exclusion Condition is given in Theorem D.4.1. 
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Lemma 1 (Zero Exclusion Condition): Suppose that an interval polynomial family f = {P(.,q) : 

q € Q] has invariant degree and at least one stable member P(s, q°). Then P is robustly stable if 

and only ifz = 0 is excluded from the Kharitonov rectangle at all nonnegative frequencies; i.e., 

o mjco, Q) 

for all frequencies co > 0. 

D.3.6 Robust Stability Testing Via Graphics 

The Zero Exclusion Condition (Lemma 1) suggests a simple graphical procedure for checking 

robust stability-watch the motion of the Kharitonov rectangle P( jco, q) as co varies from 0 to +oo 

and determine by inspection if the the condition 0 £P{jco, Q) is satisfied. The following question 

arises: Is there any finite pre-computable cutoff frequency coc > 0 such that 0 $P(jco, Q) for all 

co > cocl That is, can we terminate the frequency sweep at the frequency to = coc1 

The existence of coc is easily established using the invariant degree condition. Indeed, suppose 

that P(s, q) = Yj^olqJ q*]s' and, without loss of generality, assume that qj > 0 for / = 0,1,. . . , n. 

Then given any q e Q, it is easy to see that for co > 0, 

n-\ 

\PUo>,q)\Zq;of-Y,Q>i-

Since the right-hand side tends to +oo as co —» oo, it follows that for any prescribed /3 > 0 there 

exists an coc > 0 such that \P(jto, q)\ > /3 for all co > coc. Hence, 0 £P(jco, Q) for all co > coc. 

In fact, we can easily compute an appropriate coc. For example, one can take coc to be the 

largest real root of the polynomial 

n-\ 

f((o) = q-ncJ'-Yjq>i-
i=0 

D.3.7 Overbounding via Interval Polynomials 

The independent uncertainty structure is restrictive because uncertain parameters typically enter 

into more than one coefficient. For such "dependent" uncertainty structures, we consider two 
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alternatives: The first alternative is to develop more general results; this is the topic of the next 

sections. The second alternative is the so-called overbounding method, which is described below. 

It should be mentioned that although the overbounding method is easy to use, it may lead to unduly 

conservative results; i.e., we only obtain sufficient conditions for robustness. In short, there is a 

trade-off between ease of use and degree of conservatism associated with overbounding. 

We begin with the uncertain polynomial P(s, q) - £"=0 aj(q)s' and an uncertainty bounding 

set Q which is closed and bounded but not necessarily a box. Assuming the coefficient functions 

a,i{q) depend continuously on q, the following bounds are defined. 

qj = mm a^q) 
<?eQ 

q[ = max a,(g) 

It is simply observed that the family of polynomials P described by 
n 

is a superset of V. Therefore, any robustness property which holds for the interval polynomial 

family P must hold for P. In particular, robust stability of P implies robust stability of P. Note, 

however, that the converse is not true. These points can be simply verified through the examples 

discussed in [48,93]. 

D.4 The Value Set Concept 

In this section, the value set is defined mathematically. It is observed that the value set is a gener­

alization of the Kharitonov rectangle. The imaginary axis is replaced by the boundary of a desired 

root location region D. Subsequently, a link is established between robust D-stability and the 

value set; i.e., a more general Zero Exclusion Condition is established. 
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D.4.1 Zero Exclusion Condition for Robust D-Stability 

It is proved that the zero exclusion concept can be extended to the more general robust ©-stability 

problems. A more general definition of the value set is provided. Instead of calculating an uncer­

tain polynomial along the imaginary axis, an arbitrary point in the complex plane is considered. 

In other words, instead of sweeping the imaginary axis, we sweep the boundary of D where D is 

a desired root location. Theorem D.4.1 provides the most general version of the Zero Exclusion 

Condition, which is given in most robust control literatures [48]. 

Definition D.4.1 (The Value Set at z e C ): Given a family of polynomials P = {P(., q) : q e Q], 

the value set at z € C is defined by 

P(z,Q) = {P(z,q):qeQ}. 

In other words, P(z, Q) is the image of Q under P(z,.). 

Definition D.4.2 (Pathwise Connectedness): A set X c R* is said to be pathwise connected if 

given any two points x°, x] e X, there is a continuous function O : [0, 1] —» X such that 0(0) = x° 

and<D(l) = xl. 

Theorem D.4.1 (Zero Exclusion Condition): Let D be an open subset of the complex plane and 

suppose that f - {P{.,q) : q e Q) is a family of polynomials with invariant degree, uncertainty 

bounding set Q which is pathwise connected. Furthermore, assume that the coefficient functions 

ai(q) are continuous and that V has at least one V-stable member P(s, q°). Then V is robustly 

D-stable iff 

0 mz, Q) 

for all z € dD, where dD denotes the boundary ofD. 

D.4.2 Boundary Sweeping Functions 

The concept of a boundary sweeping function is introduced in this section. The boundary sweep­

ing function facilitates generation of the value set and test of zero exclusion condition. Indeed, 

since the analysis of robust £>-stability using the Zero Exclusion Condition requires sweeping the 
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boundary dD of D, it is more convenient to parameterize dD by a scalar parameter 6. The param­

eter 5 for robust D-stability analysis plays the same role as co does in ordinary robust analysis. 

Definition D.4.3 (Boundary Sweeping Function): Suppose that D is an open subset of the com­

plex plane with boundary dD. Then, given an interval (perhaps semi-infinite of infinite) / c R, a 

mapping ®£> : / —> dD is said to be a boundary sweeping function for D if ®£> is continuous and 

onto; i.e., <&D is continuous and for each point z e dD, there exists some del such that 

®D(6) = z. 

The scalar 6 is called a generalized frequency variable for D. 

Example 4 : When region D is the interior of the disks centered at a ± (3 and radius of r, a 

boundary sweeping function with / = [0,2n] can be 

D.5 Polytopes of Polynomials 

Robustness theory for independent uncertainty structures leads to conservative results when ap­

plied to more general uncertainty structures. In other words, overbounding using independent 

uncertainty structures is conservative since only sufficient conditions for robustness are obtained. 

In this section, dependent uncertainty structures are addressed in a more direct manner. We 

consider the systems whose coefficients depend affine linearly on the vector of uncertain parame­

ters q. In this type of systems, polytopes of polynomials are the basic elements to study when the 

uncertainty bounding set Q is a box. It turns out that the value sets corresponding to such family 

of polynomials are convex polygons. 

D.5.1 Affine Linear Uncertainty Structures 

Affine linear uncertainty structures arise in a number of ways such as feedback interconnections. 

It can easily prove that affine linear uncertainty structures are preserved under large classes of 

feedback interconnections. 

202 



Definition D.5.1 (Affine Linear Uncertainty Structure): An uncertain polynomial P(s, q) = YH=o aiia)s' 

is said to have an affine linear uncertainty structure if each coefficient function a,(g) is affine linear 

function of q; i.e., for each / € {0,1,2,..., n), there exists a column vector a, and a scalar /?,• such 

that 

at(q) = afq+fii, 

where af(q) is the transpose of a^q). More generally, an uncertain rational function G(s,q) = 

N(s, q)/D(s, q) is said to have an affine linear uncertainty structure if both polynomials N(s, q) 

and D(s, q) have affine linear uncertainty structures. 

D.5.2 Convex Analysis 

In this section, we review some very elementary material from the theory of convex analysis. 

This theory is required for the robustness analysis of the systems with affine linear uncertainty 

structures. 

Definition D.5.2 (Convex Set and Convex Hull): A set A c R* is said to be convex if the line 

joining any two points a1 and a2 in A remains entirely within A; i.e., given any a1, a2 e A and 

t G [0,1], it follows that to1 + (1 - t)a2 e A. ta] + (1 - t)a2 is called a convex combination of a] 

and a2. Figure D.3 shows a convex set and a nonconvex set in R2. 

Given a set A c R* (not necessarily convex), its convex hull, conv A, is the "smallest" convex 

set which contains A. More precisely, if J?l+ denotes the collection of all convex sets which contains 

the set A, then we have 

conv A - [ I A+. 

Fig D.4 shows a nonconvex set and its convex hull. Notice that conv A 2 A. 

Definition D.5.3 (Polytopes): The convex hull of a finite set of points {p\p2, ...,pm) in R* is 

called a polytope P and it is written as 

P = conv {p\p2,...,pm}. 

203 



Convex Set 

Nonconvex Set 

Figure D.3: Examples of convex and nonconvex sets 

Figure D.4: A nonconvex set and its convex hull 

The set of points {p\p2,..., pm) is called the set of generators. It should be noted that the set of 

generators can be highly nonunique. 

Definition D.5.4 (Extreme Points): Assume that P = conv [p1} is a polytope in R*. Then a point 

p € P is said to be an extreme point of P if it cannot be expressed as a convex combination of two 

distinct points in P. That is, there does not exist pa, pb e P with pa t pb and t e (0,1) such that 

tpa + (1 - t)pb = p. 

Reader can find more material about the other properties of the convex sets such as convex 

combination and direct sum in [48]. 

D.5.3 Polytopes of Polynomials 

Definition D.5.5 (Polytopes of Polynomials): A family of polynomials P - {P(., q) : q e Q] is 

said to be a polytope of polynomials if P{s, q) has an affine linear uncertainty structure and Q is a 

polytope. If Q - conv {q1}, then P{s, q') is called the i-th generator for P. 
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Theorem D.5.1 (Value Set for a Polytope of Polynomials): LefP = {P(., q) : q e Q] beapolytope 

of polynomials with uncertainty bounding set Q = conv{q'}. Then, for fixed z € C, the value set 

P(z, Q) is a polygon with generating set {P(z, <?')}• That is, 

P(z,Q) = conv{P(z,qi)}. 

Furthermore, all edges of the polygon P(z, Q) are obtained from the edges of Q in the following 

sense: Ifzo is a point on an edge ofP(z, Q), then zo - P(z, q°)for some q° on an edge of Q. 

Example 5 (Polygonal Value Sets for Test of Robust D-Stability): Consider the polytope of poly­

nomials P described by 

P(s,q) = (l-q0 + qi)s
3 + (30 + q0 + 3q2)s

2 + (88 + qx + q2)s + (160 - 0.5g0 + qi) 

and the uncertainty bounding set Q which is 0.5 < qQ < 1.5, 1.75 < q\ < 2.25, and 1 < q2 < 2. 

Notice that for q° = [1, 2, 1.5], the nominal polynomial P(s,q°) = 2s3 + 35.5s2 + 91.5s + 161 

has roots s\ = -15.0684 and s2,3 = -1.3408 ± 1.8827,/. The specification for the system is to have 

two "dominant" poles remain within circles of radius r = 0.9 centered at s = -2 ± 2 / and a third 

pole with real part less than -9. Therefore, the desired pole location region V is the interior of the 

circles and left side of vertical line a = - 9 . By sweeping the boundary of D using the following 

functions 

<SD{6) = - 2 ± 2 / + 0 . 9 ^ , 6 6 [0, 2TT] 

and 

Wv(aj) = -9 + ju>, 0<to< 10 

we generate appropriate value sets P(0, Q) and P(*¥, Q). Using the Zero Exclusion Condition and 

polygonal value set depicted in Figure D.5, we deem the family P to be robustly D-stable. 
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Figure D.5: Polygonal value sets for Example 5 

D.6 Multilinear Uncertainty Structure 

This section presents robust D-stability of systems with multilinear uncertainty structures. In other 

words, uncertain polynomials whose coefficients depend multilinearly on the vector of uncertain 

parameters q are considered. Using the Mapping Theorem, we can often generate the tightest 

possible polytopic overbound for the value sets and coefficient sets of interest. 

Definition D.6.1 (Multilinear and Polynomic Uncertainty Structures): An uncertain polynomial 

P{s, q) = 2"=o a<(<?)5' is said to have a multilinear uncertainty structure if each coefficient a,(g) 

is a multilinear function. That is, if one component of vector q is assumed variable parameter 

and the rest are assumed fixed, then a,(g) is affine linear in the assumed variable component of q. 

In general, P(s, q) is said to have a polynomic uncertainty structure if each coefficient a,(g) is a 

multivariable polynomial function in the components of q. 

Example 6 Consider the islanded system discussed in Chapter 6. The transfer function of the 
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open-loop system is G(s, q) = N(s, q)/D(s, q) in which q = [Rx Lx Cx] and 

D{s,q) = (RxLxCxL,)s3 

+ (RxLxCxRt + RxCxRiL( + LtLx)s 

+ (RxCxRtRt + RtLx + R{L, + RxLt + RxLx)s 

+ {R^ + R^ + Rfid. 

As it is observed, D(s, q) has a multilinear uncertainty structure, whereas the islanded system 

discussed in Chapter 5 has a polynomic uncertainty structure. 

Remark D.6.1 Thus far, four different types of uncertainty structures have been defined for poly­

nomials. Let Pinter, Paff, Pmuiu, and P poiy denote the family of polynomials with independent, 

affine, multilinear, and polynomic uncertainty structures, respectively. We can obviously deduce 

the following hierarchy on the uncertainty structures 

'inter ^~ 'aff ^- 'multi *- 'poly 

Lemma D.6.1 (Sideris and Sanchez Pena [111]): Given a family of polynomials P = {F(., q): q e 

Q] in which P(s, q) has a polynomic uncertainty structure and the uncertainty bounding set Q is a 

polytope. Then there exists a second family of polynomials P = {P(., q) : q e Q] such that P{s, q) 

has multilinear uncertainty structure, Q is a polytope and 

P = P. 

Example 7 Consider the uncertain polynomial 

P(s, q) = {q] + q]q2 + 20)s3 + s2 + (q] + 2q\ + 20)5 + (q1q2 + q\ + 14) 

with uncertainty bounds - 1 < q\ < 2 and - 2 < q2 < 4. We "expand" the uncertainty space by 

defining new uncertain variables q\ \—> q\q2q-i and q\ i—> q^qs. The new family of polynomials 

207 



P is described by q e R5, uncertain polynomial with multilinear uncertainty structure given by 

P(s, q) = {qxq2h + hh^A + 20)? + s2 + (qxq2 + 2q4q5 + 20)s + (qxq4 + qx + 14) 

and polytopic uncertainty bounding set Q described by -1 < qx = q2 - qj, < 2, and - 2 < q4 = 

q5<4. 

D.6.1 Lack of Extreme Points and Edge Results 

We have seen that there is a lack of vertex or extreme points results for affine uncertainty structures. 

Therefore, we had to develop edge results to overcome this type of problems. Now, this question 

arises; whether similar results can be used for multilinear uncertainty structures. The following 

example verifies that the answer is no. In other words, there is a lack of edge results for multilinear 

uncertainty structures. 

Example 8 Consider the family of polynomials described by 

P(s, q) = (4.1 + 2qiq2 + 4q\ + 4q2)s
3 + (2 + qx + q2)s

2 + (2 + qx + q2)s + 1 

and uncertainty bounds -0.5 < qx < 0.5 and -0.5 < q2 < 0.5. The four edges of the uncer­

tainty bounding set Q all lead to stable polynomials. However, for q = [0 0], P(s, q) is unstable. 

Therefore, robust stability cannot be guaranteed by checking extreme points or edges. 

D.6.2 The Mapping Theorem 

Robust stability analysis for uncertain polynomials with multilinear structures can be quite com­

plicated. However, with the aid of the Mapping Theorem below, we can often establish robust 

stability using a "special" overbounding family of polynomials. The power of the Mapping The­

orem is derived from the fact that this overbounding family turns out to be the convex hull of the 

original family. Moreover, this convex hull family is seen to be polytope of polynomials. It should 

be noted that although the Mapping Theorem can be applied to most uncertainty structures, it is 

a sufficient condition theorem. Unlike the other overbounding methods, the Mapping Theorem 
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Figure D.6: Geometry associated with the Mapping Theorem 

uses the convex hull and this results in the "tightness" of the approximation. Now, we explain the 

Mapping Theorem and its geometric interpretation. 

Theorem D.6.2 (The Mapping Theorem): Suppose Q e R' is a box with extreme points {q1} and 

f : Q —> R^ is a multilinear function. Let 

f(Q) = {/(?) -q^Q} 

denote the range of f. Then 

conv f(Q) = conv{f(q')}. 

D.6.3 Geometric Interpretation of the Mapping Theorem 

The geometry interpretation of the Mapping Theorem is illustrated in Figure D.6 for / = 3 and 

k = 2. Notice that we obtain the tightest possible polygon bounding the range set f(Q). Based on 

the Mapping Theorem, any f(Q) which "curves outward" rather than "inward" is not realizable. 

For example, since taking the convex hull of the f(q') in Figure D.7 does not yield the convex 

hull of f(Q), it follows that f(Q) cannot be the range of some multilinear function on a box. In 

particular, the arc joining f{qx) and f(q2) is inconsistent with the requirement of inward curvature. 

There are also other inconsistencies in Figure D.7. For example, since the straight line joining 

q2 and q3 defines an edge of Q, it must be the case that f(Q) contains the straight line joining f(q2) 

and f(q3); notice that this line is not in f(Q). 

Remark D.6.2 (Coefficient Interpretation): Suppose that P(s, q) is an uncertain polynomial with 
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Figure D.7: A geometry which is not realizable 

coefficient vector a(q) depending multilinearly on q. Then, if Q is a box with set of extremes {q'}, 

the Mapping Theorem provides a simple description of the convex hull of the coefficient set; i.e., 

conv a(Q) = conv{a(q')}. 

D.6.4 Value Set Interpretation 

Suppose Q c R' is a box with extreme points {q1} and P(s, q) is an uncertain polynomial having a 

multilinear uncertainty structure. Then, given any z e C, we consider the mapping / : Q —> R2 

described by 

q^(ReP(z,q),ImP(z,q)). 

Since ReP(z, q) and ImP(z, q) are multilinear with respect to q, the Mapping Theorem tells us that 

conv P(z, Q) = conv{P(z, q')}. 

Having this convex hull description available, it is now easy to state a sufficient condition for 

robust D-stability. The following Lemma is an immediate result of the Zero Exclusion Condition 

in conjunction with the Mapping Theorem. 

Lemma D.6.3 (Robust .©-Stability Criterion): Consider a family of polynomials V = {P(.,q) : 

q 6 Q] with invariant degree, multilinear uncertainty structure and at least one D-stable member 

P(s, q°). In addition, assume that Q is a box with extreme points \q'} and the desired root location 
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conv PQCD ,Q) 

Figure D.8: Inconclusive robust stability test 

region D is open. Then V is robustly D-stable if the Zero Exclusion Condition 

0£conv[P(z,j)} 

is satisfied for all z € 3D. 

Remark D.6.3 (Conservatism): Based on the above lemma, we now provide a value set interpre­

tation for the fact that the Mapping Theorem only leads to a sufficient condition for robust stability. 

Suppose Q c R' is a box and the uncertain polynomial P(s, q) has a multilinear uncertainty struc­

ture. Then, in a robust ©-stability analysis, it is possible that at some frequency a>* > 0, we have 

0 € conv P(JCJ*, Q) but 0 $. P(JOJ*, Q). This situation is shown in Figure D.8. Notice that if we 

are applying the polytope stability theory to the overbounding family obtained via the Mapping 

Theorem, we do not know if stability is lost when z = 0 penetrates the set conv P(ju>, Q). Roughly 

speaking, the Mapping Theorem does not give us the true value set P(jco, Q). 
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