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Abstract

In this thesis we propose a practical hybrid transmit diversity scheme that applies
phase adjustment on signals of stronger subchannels using a few bits of channel infor-
mation. This scheme requires considerably reduced electronic circuitry at the trans-
mitter compared to the partial phase combining (PPC) and equal gain transmission
(EGT) schemes and can outperform them by avoiding energy waste over insignificant
subchannels. In 2-transmit antenna systems, the proposed hybrid method adjusts the
power of transmit signals using one bit magnitude information along with applying
PPC. This scheme offers a very close performance to the optimal beamforming scheme
(OBS) by using very few feedback bits and maintaining a simple implementation. We
also propose an FFT-based transmit antenna selection scheme which substantially
outperforms the conventional antenna selection scheme in correlated fading channels
and systems with uniform linear array of omnidirectional antennas. We propose a fast
almost-optimal procedure for codeword extraction of PPC method which significantly
reduces computational complexity.

We analyze the joint and separate impact of channel estimation errors and feed-
back delay on the performance of PPC, hybrid and transmit antenna selection schemes.
We derive the average SNR expression for the these methods under channel estimation

errors and feedback delay. We show that the channel estimation errors and feedback
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delay have separable impacts on the average SNR performance and the average SNR
degradation due to estimation errors is identical in these methods. We also derive
the exact closed-form expressions for the average BER of transmit antenna selection
under channel estimation errors and feedback delay in the 2 x 1 case. We show that
for all the transmit diversity schemes, channel estimation errors do not change the di-
versity gain and degrade the performance by reducing the coding gain. We also show
that feedback delay results in diversity gain reduction and if the channel estimation

is perfect, feedback delay reduces the diversity gain to 1.
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Chapter 1

Introduction

1.1 Introduction and Motivation

Wireless systems continue to strive for ever higher data rates. This goal is particularly
challenging for systems that are power, bandwidth, and complexity limited. However,
another domain can be exploited to significantly increase channel capacity: the use
of multiple transmit and receive antennas. MIMO (multiple-input multiple-output)
technology provides significant increase in systems capacity and bandwidth efficiency
as well as in Quality of Service (QoS) and reliability in wireless communications
through the use of spatial-temporal parallel processing at both the transmitter and
receiver [1], [2]. These technologies exploit the spatial diversity in a multiple-antenna
wireless system to combat the multipath fading effects of the wireless channel. These
benefits are a direct result of the fact that sufficiently spaced antennas encounter
approximately independent fading channels.

Receive diversity can be applied at the base station receivers to increase the ca-
pacity of uplink (mobile to base-station) but it is practically difficult to be applied in

1



CHAPTER 1. INTRODUCTION 2

downlink (base-station to mobile) applications due to the implementation complexity
increase and size limitation of the mobile terminal. Most of the current handheld
devices can accommodate only one or at most two antennas because of the size and
power limitations. Hence for downlink applications, multiple antennas can be used
at the transmitter instead of the receiver to obtain spatial diversity which is called
transmit diversity. Transmit antenna diversity as a means of improving the base
station to mobile performance has been an active area of research lately and is in
particular attractive because the antennas can be located at the base station and the
benefits shared by all users. These are our motivations to focus on transmit diversity
schemes for multiple-input single-output (MISO) wireless systems and two-transmit
single-receive (2 x 1) antenna systems as a practical example.

Transmit diversity schemes can be broadly divided into two categories, the ones
requiring mobile to base station feedback, called the closed-loop transmit diversity
schemes, and the ones not requiring the mobile to base station feedback, referred to
as the open-loop transmit diversity schemes. In the closed-loop transmit diversity
schemes, the channel state information (CSI) is provided at the transmitter through
the feedback channel, and in the open-loop schemes the transmitter has no knowledge
of the CSI. The closed-loop schemes utilize the CSI to adjust the transmitted signals
to the channel conditions such that the received signal to noise ratio (SNR) and the
capacity increase, and this enhanced performance depends on the amount of channel
information available at the transmitter. In addition to the two extreme cases of
perfect CSI and no CSI at the transmitter, in many realistic situations the transmitter
may have only partial CSI, for example, due to a limited capacity of feedback channel

or rapid channel variations. In these cases, extra throughput is gained by adapting
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the transmitter to the typical channel. The idea of exploiting partial (or statistical)
information of the channel at the transmitter was proposed by Visotsky et al. [3],
Jafar et al. [4] and Narula et al. [5] for the MISO case.

In most transmit diversity schemes with partial CSI, some form of CSI is fed
back to the transmitter as an index in a pre-determined codebook. The codebook is
known at both the receiver and transmitter and is designed to satisfy the performance
criteria. Due to the limitation of feedback channel capacity, it is important to use
the form of CSI that is most efficient and captures the essential information of the
channel that is critical for channel capacity or error rate performance. For this reason,
in this thesis we examine the deployment of the phase information and the magnitude
information about the channel coefficients separately and jointly in order to determine
the value and importance of each of these two components of CSI. We examine the
antenna selection scheme [6], which only uses the magnitude information, the partial
phase combining (PPC) scheme [7], which only applies the phase information of the
channel coefficients as two extreme cases and propose a hybrid method which deploys
both the magnitude and the phase information of the channel coefficients. In order
to evaluate the effect of each component of CSI, we analyze and compare the SNR
and error performance of these methods using a few feedback bits.

A natural drawback of the multiple-antenna systems is the increased cost and
complexity due to the need for multiple radio-frequency (RF) chains, as a conventional
multiple-antenna system requires the number of RF chains to be equal to the total
number of antennas. Therefore, a scheme with small number of antennas at the
mobile set and simple receiver complexity as well as a reduced number of RF chains is

desirable for downlink transmission. However, most of the limited feedback transmit
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diversity schemes [8-10] require relatively high computational complexities due to
vector quantization of beamforming vectors. For this reason, we focus on simple
and practical limited feedback transmit diversity schemes and propose the hybrid
method which reduces the transmitter complexity and uses the feedback information
more efficiently compared to PPC method. We also propose a fast almost-optimal
procedure to find the PPC codewords which significantly reduces the complexity.
To improve the performance of the simple and practical antenna selection method in
correlated fading channels and also Rician fading channels, we present the FFT-based
antenna selection scheme which substantially outperforms the antenna selection under
such channe] conditions.

In closed-loop transmit diversity schemes, the channel information is provided to
the transmitter through the feedback channel by the receiver. In real systems, this
channel information is extracted by estimating the channel response at the receiver
and quantizing it and sending it back through feedback channels. Therefore the chan-
nel estimation errors, the quantization errors and the feedback delay inevitably affect
the performance of closed-loop transmit diversity schemes. Thus it is practically
and theoretically important to quantify the performance degradation of the practical
limited-feedback transmit diversity schemes in the presence of such channel errors.
Few published analytical results exist for the effect of channel errors on the perfor-
mance of limited-feedback transmit diversity schemes and most of them consider only
one kind of channel error [11-13]. In this thesis, we analyze the impact of channel
estimation errors as well as feedback delay on the performance of PPC, hybrid and

transmit antenna selection schemes.
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1.2 Contributions

The contributions of this thesis are as follows:

1. A practical hybrid scheme is proposed. For 2-transmit antenna systems this
method adjusts the power of the transmitted signals using one-bit magnitude
information along with steering the phase of the transmitted signals using the
phase information of subchannels such that the received SNR is maximized.
In this case, the proposed method outperforms the PPC method and performs
very closely to the optimal beamforming scheme (OBS) using very few number
of feedback bits (for example, at the BER of 1073, the proposed hybrid method
has 0.50 dB gain over the PPC and only 0.15 dB power penalty compared to
the OBS in BPSK systems). For more than 2 transmit antennas systems, this
scheme performs phase steering on a selected subset of the strongest subchan-
nels; thus it requires considerably reduced electronic circuitry and less compu-
tational complexity at the transmitter compared with the PPC and equal gain
transmission (EGT) methods. This scheme results in performance improvement

by avoiding the energy waste over the insignificant subchannels.

2. We propose a fast almost-optimal procedure for the optimization of the PPC
codewords. This procedure reduces the complexity of the optimization of dis-
crete PPC coefficients from the order of O (2"V=1) (required by exhaustive
search) to the order of O (N — 1), where N is the number of transmit antennas
and m is the number of feedback bits on the phase of each channel coefficient.
We also derive the average SNR of the intuitive PPC method in N-transmit

antenna systems.
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3. We propose the transform domain selection method and as a practical example
of it, the FFT-based antenna selection method (FFT method) which applies
Fast Fourier Transformation (FFT) on the channel vector before extracting the
feedback information. The column of the FFT matrix corresponding to the
selected transformed subchannel is applied as beamformer at the transmitter.
We show that the FFT method substantially outperforms the antenna selection
method in correlated fading channels and Racian fading channels with a linear

array of omnidirectional antennas.

4. We derive the exact average SNR of PPC method in the presence of channel
estimation errors and feedback delay. In this regard, we derive the pdf of the

phase difference between the estimated and predicted channel coefficients.

5. We analyze the performance of the hybrid method in the presence of channel
estimation errors and feedback delay and adapt the hybrid weighting coefficients
with the statistics of the channel errors for 2 x 1 systems. We derive the average
SNR of hybrid method with feedback delay in two cases where the correlation
coefficient between the estimated and predicted channel coefficients are known

or unknown to the transmitter.

6. We derive the exact average SNR and average BER. expressions for transmit
antenna selection method under channel estimation errors and feedback delay
in 2 x 1 systems. We analyze the combined and separate impact of channel
estimation errors and feedback delay on the diversity gain and coding gain of

this method.

7. We show that the channel estimation errors does not change the diversity gain
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compared to the perfect channel estimation case and the performance degrada-
tion is due to reduction of coding gain by an identical factor for all methods,
when the channel estimation error decreases with SNR.. In this case we also show
that feedback delay results in severe performance degradation by reducing the

diversity gain as low as one (the same as SISO case).

1.3 Organization of Thesis

We proceed by introducing transmit diversity schemes, presenting our proposed schemes
and analyzing and comparing their performances in the Chapter 2. This chapter be-
gins with introduction and literature review of transmit diversity schemes in Section
2.1 followed by the description of the system model in Section 2.2. Section 2.3 intro-
duces several transmit diversity schemes: The optimal beamforming scheme (OBS)
and Alamouti scheme are introduced in Sections 2.3.1 and 2.3.2. The transmit an-
tenna selection scheme is described in Section 2.3.3 where its average SNR and BER
performances are analyzed. The two approaches for PPC method and our proposed
fast almost-optimal procedure for optimizing the PPC coefficients are presented in
Section 2.3.4. Our proposed hybrid method is presented separately for 2-transmit an-
tennas and also N-transmit antennas MISO systems in Section 2.3.5. The transform
domain selection method and specifically the proposed FFT method are presented in
Section 2.3.6. The performance comparisons and numerical results are provided in
Section 2.4 and correlated Rayleigh followed by the summary and conclusions of the
chapter in Section 2.5.

Chapter 3 analyzes the impact of channel estimation errors and feedback delay on

the performance of the PPC, Hybrid and transmit antenna selection methods. The
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introduction and the system model are presented in Sections 3.1 and 3.2 respectively.
The performance of the PPC method in the presence of feedback delays is analyzed
and the exact average SNR of this method with feedback delay is derived in Section
3.3. The impact of channel estimation errors and feedback delay on the performance
of hybrid method in 2-transmit antenna systems with and without the knowledge of
channel errors is studied in Section 3.4 where the average SNR is derived in these
two cases. The performance of transmit antenna selection scheme under channel esti-
mation errors and feedback delay is also analyzed and the exact closed-form average
SNR and BER expressions for this method are derived in Section 3.5 for 2 x 1 sys-
tems. The evaluation and numerical results as well as performance comparisons are
presented in Section 3.6.

At last, Chapter 4 concludes this thesis and suggests possible future research

directions.



Chapter 2

Simple Limited Feedback Transmit

Diversity Schemes

2.1 Introduction

To overcome the impact of fading which causes performance loss in wireless commu-
nications systems, diversity techniques are proposed to decrease the probability of
having an overall weak channel. In general, diversity means using different dimen-
sions of the channel, e.g. space, time, frequency, and so on, to improve the equivalent
channel seen by the receiver. The spatial diversity refers to the existence of several
paths that are sufficiently separated in space and fade almost independently and it
is unlikely that they fade together. The spatial diversity is introduced by the us-
age of multiple antennas at the receiver (receive diversity), the transmitter (transmit
diversity) or at both of them.

The receive diversity is applicable in the base station receivers (uplink) and due

to implementation complexities and size limitation of the mobile terminal it is not

9



CHAPTER 2. SIMPLE TRANSMIT DIVERSITY SCHEMES 10

generally practical for downlink applications. For downlink applications, multiple an-
tennas can be used at the transmitter instead of the receiver to obtain spatial diversity.
In this thesis we concentrate on multiple-input singe-output (MISO) wireless systems
employing the transmit antenna diversity. As a simple and practical example of MISO
systems we also study 2 x 1 systems since two transmit antenna base-stations have
already been accepted as part of the third generation wireless standard and most mo-
bile units can only use a single antenna. Schemes using two transmit antennas, such
as space-time transmit diversity, spacetime spreading, and transmit antenna array,
have been included in the the downlink of the Universal Mobile Telecommunications
System (UMTS) [14] and IS-2000 standard [15].

Transmit antenna diversity schemes as means of improving the base station to
mobile performance can be generally classified into closed-loop (some CSI at the
transmitter) and open-loop (no CSI at the transmitter). Space-time codes [16, 17]
such as orthogonal space-time block codes (OSTBC’s) [18] and Alamouti code [19]
are the well-known examples of open-loop systems, which are used in third genera-
tion cellular networks [20]. The open-loop transmit diversity schemes operate without
any feedback information from the mobile and are known to offer diversity gain which
brings about performance improvement. The closed-loop transmit diversity schemes
(e.g. [8,9,21,22]) which operate with feedback information from the mobile, offer
not only diversity gain but also coding gain. Therefore, they offer more performance
improvement compared to traditional open-loop transmit diversity schemes. For ex-
ample, the OSTBC’s SNR loss compared to optimal beamforming (with perfect CSI)
is of the order of 10log,,(NR,) dB, where N is the number of transmit antenna

elements and R, is the code rate [18].
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The closed-loop transmit diversity techniques adapt the transmitted signal to the
channel conditions by applying some form of beamforming. The optimal beamform-
ing which fully adapts the transmitted signal to the channel state and achieves the
maximum SNR, requires perfect CSI at the transmitter. In practice, the feedback
link has bandwidth constraint and complete CSI is not available at the transmitter.
In such cases, one approach for obtaining CSI at the transmitter is to quantize the
channel response at the receiver and to send it to the transmitter through a low band-
width feedback channel [5,8-10,21-23]. To support the limitations of the feedback
channel, the closed-loop beamforming methods work by using a codebook of beam-
forming vectors that is designed off-line and is fixed for all channel realizations and
is known at both the transmitter and the receiver. The receiver is assumed to convey
the best beamforming vector from the codebook over an error-free, zero-delay feed-
back channel. The codebook design criteria include maximizing the average SNR at
the maximum ratio combining (MRC) output [5,10], maximizing the average mutual
information [24-27], or minimizing the outage probability [8].

In general, the codebook design can be viewed as a vector quantization (VQ)
problem, and the generalized Lloyd algorithm can be employed to actually construct
the codebook. The primary work on quantized beamforming in [5] was intended to
quantize the optimal beamforming scheme (OBS) [28] using the Lloyd algorithm to
obtain the beamforming codebooks and did not develop a specific codebook design
methodology. The quantization of the equal gain transmission (EGT) was proposed
in [7] as the partial phase combining (PPC) method which uniformly quantized the
phases of the channel. Different codebooks have been designed in [29] and [30],

extending the work in [7]. Specialized variations of quantized OBS and PPC for two
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transmit antennas are part of the wide-band code division multiple access (WCDMA)
closed-loop diversity mode [20)].

The vector quantization problem has been cast as an equivalent sphere vector
quantization (SVQ) problem in [9] using the fact that in i.i.d. Rayleigh fading chan-
nels designing beamformer codebooks reduces to a SVQ problem, where the code-
words are vectors constrained on the unit hypersphere and the vector source input
is uniformly distributed on the unit hypersphere. The Grassmannian beamform-
ing is proposed in [10], where a beamforming design criterion is derived based on
thinking of the codebook vectors as points in the Grassmannian manifold. Most of
the discussed methods do not specifically address the design of hardware-constrained
beamformers. Imposing additional constraints on the beamforming vector codebook,
such as equal gain coefficients or selection columns, makes limited feedback beam-
forming more practical than beamforming with arbitrary codebooks (e.g., in [20]).
One major drawback of the discussed methods which strive to obtain near-optimal
codebook designs is their high computational complexity and hardware cost due to
jointly quantizing (vector quantization) of the parameters of the channel. For this
reason, we consider quantizing each parameter independently (scalar quantization) to
achieve lower complexities and study and propose practical low-complexity transmit
diversity schemes. By jointly quantizing the channel parameters the importance and
impact of each parameter in different channel conditions is not distinguished.

In this chapter, we evaluate/compare the SNR and BER performances of sev-
eral transmit diversity schemes for MISO systems and propose a hybrid method, an
FEFT-based selection method and an almost-optimal procedure for optimizing PPC

coeflicients. In order to gain insight to the value and efficiency of different kinds of



CHAPTER 2. SIMPLE TRANSMIT DIVERSITY SCHEMES 13

CSI we study the antenna selection method [6,31,32] and the PPC method [7] where
the latter only applies the phase information and the former applies only the magni-
tude information of the channel. We also propose a simple practical hybrid method
in which a subset of subchannels with stronger gains are first selected. Then, the
PPC is performed over the signals of the selected subchannels. The hybrid method
(compared with the PPC method) requires a cheaper transmitter (i.e., considerably
reduced electronic circuitry and less computational complexity). We show that as the
number of the feedback bits on the phase of subchannels increases, the hybrid scheme
outperforms the PPC scheme with the same number of feedback bits and even the
equal gain transmission (EGT) scheme which requires unlimited feedback bits. For
2-transmit antenna systems, the proposed hybrid method adapts the power of the
transmitted signals based on the one bit information of subchannel magnitudes and
adjusts their phase such that the received SNR is maximized. This method outper-
forms the PPC method with the same number of feedback bits and performs very
close to the OBS when at least three feedback bits are available.

We extend the 2 x 1 partial phase combining (PPC) method [7] for MISO sys-
tems, and propose a fast almost-optimal procedure for determination of the feedback
codeword in this method. We derive the average SNR expressions for the hybrid and
the PPC methods. We also present the transform-domain selection method which
applies an orthogonal transformation before extracting feedback bits. We use the fast
Fourier Transform (FFT) as special case and show that in systems with correlated
fading channels and systems with uniform linear array of omnidirectional antennas,
this method substantially outperforms the antenna selection method. We apply a

simple approach to derive the average bit error rate (BER) in general by applying
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the cumulative distribution function (cdf) of the received SNR and the definition of
Gamma function. Using derived expressions and numerical results for the average
SNR and BER we compare performance of the discussed transmit diversity schemes,
which gives insight to the effect and value of allocating each bit of feedback to the
magnitude and phase information of the channel.

The rest of this chapter is organized as follows. In Section 2.2, the system model
is described. In Section 2.3, several simple transmit diversity schemes are presented
for MISO systems including the proposed hybrid scheme and the transform domain
selection scheme and average SNR and BER expressions are derived for some of them.
Section 2.4 provides the performance evaluation and comparison of different schemes.

Finally, Section 2.5 provides the summary and conclusions of the chapter.

2.2 System Model

We consider a single-user multiple antenna system with N transmit and one receive
antennas. We assume uncorrelated Rayleigh flat-fading channel and additive white

Gaussian noise. The received signal is given by:
r=hi8, + hoSg -+ -+ hysy +n = hs +n, (2.1)

where h = [hy, hy - - - | hy] is the channel vector with channel coefficients hy, hy - -+, Ay,

which are independent and identically distributed (i.i.d.) zero mean circularly sym-

metric complex Gaussian (CSCG) random variables with unit variance, and s =

[s1,...,8n]T is the transmit vector and n represents the additive noise which is a
2

zero-mean complex Gaussian random variable with variance o2 = E[[n|?]. The total

transmission power is P = 33, E[|sg|?]. In transmit beamforming schemes, the
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transmit vector s is attained by multiplying the transmit signal s by an N x 1 nor-

malized transmit beamforming vector, v. In these schemes the received signal is given
by,

r=hvs+n. (2.2)

2.3 Simple Transmit Diversity Schemes

In this Section we overview several simple transmit diversity schemes using perfect
CSI, no CSI and partial CSI and present our proposed hybrid scheme, FFT-based
transmit antenna selection scheme and also the almost-optimal procedure for the PPC

scheme.

2.3.1 Optimal Beamforming Scheme

If perfect CSI is available at the transmitter, the optimal beamforming scheme (OBS)
also known as maximum ratio transmission (MRT) can be used which achieves the
maximum average SNR by multiplying the ith transmitted signal by the normalized
conjugate of the ith channel coefficient. In other words, the beamformer vector v =
Il\l_lfﬂ is applied at the transmitter, where (.)# denotes the conjugate transpose and
|I|| represents the Euclidean vector norm. This scheme is illustrated schematically in

Figure 2.1. The received signal in this method is,

hh#
r=-——s+n=|hlls+n= (2.3)
([l
The instantaneous SNR in this case is,
p X
2
SNR = =) E | Al (2.4)

=1
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Figure 2.1: Block diagram of optimal beamforming scheme.

and the maximum achievable average SNR is

N
NP
kz:; IthQ] = 0—721, (2.5)

using the fact that E[|h]?] = 1 for all k = 1,---,N. We call & as Transmit-

SNR = E[SNR] = EPEE

power-to-Noise-Ratio (TNR). In Appendix F, we derive the exact closed-form BER

expression for the OBS (using BPSK or QPSK with Gray coding) as
P,(OBS) = < Z @i /B ) , (2.6)

9i (1|)2 /6+2 1+2

where § = —m and D is the number of constellation points. Note that for other

modulation schemes similar expressions could be derived as upper bound for the BER
in the same way. This average BER expression is a special case of the result in [33].

For N = 2 the average BER in (2.6) reduces to:

1. /B8 /B
Pe(OBS)_2(1 ‘/ﬂ+2 <ﬂ+2)%>' (2.7)

Using the average BER expression derived in (2.7) and Appendix I, we calculate the

diversity gain, G4, and coding gain, G, as G4y = 2 and G, = \/g respectively.
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No Feedback

Figure 2.2: Alamouti scheme.

In many real systems, the CSI can not be fully provided to the transmitter, for
example, due to a limited capacity of feedback channel or rapid channel variations. In
these imperfect CSI cases, the achievable performance is bounded by that of the opti-
mal beamforming scheme. The optimal beamforming transmitter is computationally
complex and requires significant circuitry. Therefore, many designers are motivated
to reduce the price of the transmitter which implies the partial/imperfect usage of

the CSI at the transmitter.

2.3.2 Alamouti Scheme

In the Alamouti scheme, which is proposed by Alamouti in [19] for 2-transmit antenna
systems, an orthogonal space time block coding is performed at the transmitter with
no need for CSI at the transmitter. This scheme has now been incorporated in third
generation cellular communication systems. Figure 2.2 demonstrates this method
schematically. In this scheme the signals s; and s are sent simultaneously from first
and second antennas respectively during the first time interval, and signals —s3 and s}

are transmitted during the second time interval. For 2 x 1 systems, the corresponding
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received signals in these two intervals can be expressed as,
ry = his1+ hose + 1y
Ty = —hiss + has] + ng, (2.8)
where n; represents the channel noise. In the Alamouti coding, the decoding of s;
and sy is based on
§1 = hiry 4+ hors
S5 = hiry— hirs, (2.9)

The signals are detected using maximum-likelihood detection. When the signals are

transmitted with the same power, %, the received SNR is given by,

P
SNR;:Eggﬂhﬂ2+¢hﬂ%. (2.10)

As it is observed the SNR in the Alamouti scheme is half of the SNR in the OBS in
(2.4) when N = 2 and therefore this method incurs 3dB power penalty compared to

the OBS. The average SNR in this scheme is

P
SNR = == E [|m|* + |ho]*] =

2
202

since E [|h1|?] = E [|h2|*] = 1. As the SNR in Alamouti scheme is half of the SNR in

, (2.11)

|

OBS, the exact closed form BER expression for this scheme is easily found from the

BER expression of OBS by replacing 3 by g and using N = 2 in (2.6),

PMAMmmEDzz%<1—1/5i4—4%ﬁiiﬁ>. (2.12)

2.3.3 Transmit Antenna Selection Method

One major drawback of multiple-antenna systems is the need for multiple radio-

frequency (RF) chains (equal to the total number of antennas), which leads to high
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[log, N feedback bits

Figure 2.3: Transmit antenna selection scheme.

implementation costs as the RF chains are usually the most expensive part of a MIMO
system. A promising approach for reducing implementation costs and complexity,
while retaining a reasonably good performance, is to employ some form of antenna
selection [6,34]. The antenna selection schemes optimally choose a subset of the
available transmit and/or receive antennas according to some selection criterion, and
process the signals associated with these selected antennas. The feedback required
by antenna selection is only a small fraction of the full channel state information.
Here we study the single transmit antenna selection scheme with the selection cri-
terion of maximizing the received SNR. Figure 2.3 provides schematic demonstration
of this scheme. In this scheme, the index of the channel coefficient with the largest
magnitude is conveyed from the receiver to the transmitter with [log, N'] number of
bits, where [a] denotes the smallest integer bigger than or equal to a. The trans-
mitter utilizes this information in order to increase SNR by transmitting signal only
from the selected subchannel. The main advantage of this method is the simplicity

of the transmitter. The received signal in this scheme is given by,

= hargmaxizl,...,zvﬂhil}s +n. (213)
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and the received SNR is,

P 2

In Appendix A, we calculated the average SNR in this scheme as follows,

Sy [i_rna?(N Jhﬂ _ ng_l (k]i 1) ((kj)f). (2.15)

" k=0
In the 2 x 1 system where only one bit feedback is used for the antenna selection, the

average SNR in (2.15) becomes, SNR = 1.5& which shows 10log 1.5 = 1.76dB gain
over the Alamouti scheme and 10 log 12—5 = 1.24dB loss compared to OBS.
In Appendix E, we derive the exact closed-form BER, expression for this method

(using BPSK or QPSK with Gray coding) as,

P, = %2:;(—1)@[)\/@ (2.16)

The above expression is a special case of the result in [35]. Using the average BER

expression derived in (2.16) and Appendix I, we find that in the antenna selection

1
method the diversity gain is (%) " and coding gain is N. For N = 2 the

1 B B
Pe_§<1—2\/ﬁ+2+\/5+4>. (2.17)

2.3.4 Partial Phase Combining Method

average BER is,

The partial phase combing (PPC) method was first introduced by Heath and Paulraj
in [7] and can be viewed as approximate equal gain combining (EGC) method which
fully steers the phases of the transmit signals. Figure 2.4 provides schematic demon-

stration of the PPC method. We present two ways to perform the PPC and propose a
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A m(N — 1) feedback bits i

Figure 2.4: Partial phase combining (PPC) scheme.

fast almost-optimal algorithm for determination of PPC codewords in a MISO system.

We also derive the exact closed-form average SNR. in this method.

PPC-1

In this method, the phase of the transmitted signals over different antennas are ad-
justed such that they are received synchronized with the received signal from the first
antenna element. The phase difference between each channel coefficient and the first
one is quantized and sent back to the transmitter using m bits. The transmitter makes
a phase shift of Q(Zhy — Zh;) to the signal of the ith subchannel such that the signals
are received synchronized at the receiver, where Q(Zhy — Lh;) is the quantized phase
difference between h; and h; and Q(.) represents the uniform quantizer. For instance,
the signals s, = %, s, = TsﬁejQ(Zhl“ZhZ), .. SN = f—ﬁejQ(Zhl_Zh’V) are transmitted
respectively with the same power P, = % which is equivalent to applying the beam-

forming vector v 2 \/——1——7\,— [Le..., en)’ = ﬁ[l, eIQUh=Lha) ,ejQ(Zhl—ZhN)]T_ In
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this case, the received signal becomes,

. . S
r=(hi+h I Q(Lhi=Lha) +...4+h eJQ(Zhl"AhN)> — +n. 2.18
( 1 2 N \/N ( )
We calculated the average SNR in this method in Appendix B as follows
2

N

- P .

— LQ(Lhi—Lhy)

SNR = NO%E ;h,e” . (2.19)
= Lvewon2tsin Doy (V- (N - 2) Al —}2.20)
~ No2 2m gm

For the special case when m = 1, the average SNR is:
_—_— P (N = 1)}(N -2)
= 2N -1 . 2.21
SNR = 573 ( + - (2.21)
In a 2 x 1 system the average SNR in (2.20) reduces to
rNio} P m—2 .

n

We observe from (2.22) that in a 2 x 1 system the one-bit feedback PPC (i.e.
m = 1) and the antenna selection schemes result in the same average SNR of 1.5%,
which is 1.76dB higher than Alamouti scheme. This is justified by the fact that
using one-bit feedback the PPC reduces to finding max{m—l%h—'“’l—z, |£1_~2_h_zﬁ} which has
the same distribution as max{|hy|? |ho|?}. Therefore, both the antenna selection
and 1-bit PPC schemes have the same received SNR distribution, the same average
SNR and the same average BER expressions in Rayleigh fading channels. Thus,
allocating one bit of feedback to either the phase or the magnitude comparison of
channel coefficients results in the same performance in Rayleigh fading channels.
In a fading channel if we know that the subchannels are heavily correlated |h;| ~
|hs|, the antenna selection method provides insignificant SNR improvement over the
Alamouti’s scheme, therefore, it is definitely more gainful to use PPC method. This

case happens for instance, if there is an strong line-of-sight (LOS) between transmitter
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and the receiver. We also observe from (2.22) that in a 2 x 1 system by using the PPC
method with two feedback bits (i.e. m = 2), the average SNR becomes 2.32dB higher
than that of Alamouti’s scheme and only 0.67dB away from maximum achievable
average SNR using OBS. For a large number of feedback bits, m — oo, this method
performs as close as 0.49dB in average SNR to the OBS.

If the number of feedback bits used in the PPC scheme is sufficiently large the
transmitter fully steers the transmitted signals over different antenna elements toward
the receiver at the same energy level. This asymptotic case can be viewed as the equal
gain transmission (EGT) [30]. In this asymptotic case where m — oo the average

SNR in (2.20) converges to,

SNR = 7V%[N+%(N4)+Z—(N—1)(N—2)] (2.23)

PPC-II (Using the Proposed Procedure)

The previous method intuitively synchronizes the received signal components yield-
ing the performance improvement which is not optimal. In the second method,
we attempt to optimize the PPC beamforming vector v 2 \/Lﬁ 1,e2..., cN]T, with

P (21w
C2,...,cy € C={1,e27=T ... €771 } such that the average SNR is maximized.

The average SNR in this method is given by,

— 2
SNR = max c (E |:‘h1+62h2+"'+CNhN‘ :| L ) (224)

€2,0CNE No?

The PPC vector that maximizes the above is conveyed to the transmitter using m(N —
1) feedback bits. In general, the optimization of discrete values ¢, . .., cy € C requires
exhaustive search with complexity order of O (Zm(N _1)). We propose a fast almost-
optimal procedure to find the coefficients with complexity order of O (N —1). The

procedure is as follows,
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Step 1: Sl = hl,
Step 2: for 4 = 2,..., N choose ¢; as follows:
ci 2 arg max |Si—1 + cihi| = L = Q(Lhy — £LSi—1),
Si = Si—l + Cihi (225)

Simulation results in Section 2.4 show that for m > 4, the almost-optimal PPC
performs the almost same as the EGT by using far fewer feedback bits and having
much less computational complexity. For small values of m, this method significantly

outperforms the PPC-I method with the price of only N — 1 extra additions.

2.3.5 Proposed Hybrid Method

In this proposed method the information about both the phase and the magnitude
of channel coeflicients is sent back to transmitter. We propose two schemes for the

cases of N = 2 and N > 2 as follows:

Hybrid method for N =2

In this scheme one bit of feedback information determines the subchannel with larger
coefficient magnitude and m bits are assigned to the phase difference of channel coefhi-
cients. Based on the 1-bit magnitude information, transmitted signals are multiplied
by weighting coefficients g; and g, and based on the m bits information of quan-
tized phase difference, phase shift is applied on the second subchannel’s signal. The
schematic demonstration of this scheme is provided in Figure 2.5. The received signal

is given by:

r = (glhl + g2h2ejQ(Zh1—Zh2)) s+n, (226)
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and m phase bits

Figure 2.5: The proposed hybrid scheme for two-transmit antenna systems.

where g; and g, are positive real numbers satisfying ¢ + g2 = 1 to keep total trans-
mission power fixed. The weighting coeflicients g; and g, are chosen such that average

SNR is maximized given which channel coeflicient has the largest magnitude;

. 2
gihy + gahael QL =1h2) ||h1| > |h2|] . (2.27)

g1, 92 = arg max FE
g1, g2€R™, g1 tg7=1

In Appendix C, ¢g; and gy are found as,

1 1
\ \/1 + 22m—2gjn? o
1 1
go = 5 1 — (2.29)
\ 1+ 22m=2sin? 2
The average SNR in this scheme is derived in Appendix C as,
TN P (3, 1, m-1 T
SNR = U_TQL (591 + 592 + g1g22™ " sin om (2.30)
P 1 2 o2 T
= a_%[l+§\/1+22 Zsin 2—mJ . (2.31)

For example if the phase difference is quantized with one bit, (m = 1), g1 and g¢»
are 0.9239 and 0.3827, respectively and the average SNR is 1.71032 which represents

2.32dB improvement over that of Alamouti scheme and is only 0.67dB away from
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average SNR of OBS. We observe that in Rayleigh fading channels, investing one
bit of feedback on magnitude comparison and one bit on phase difference of channel
coefficients attains the same SNR performance as assigning all the two feedback bits
to their phase difference. For m > 4, the average SNR of hybrid scheme approaches
1.93}% which is as close as 0.14dB to average SNR attained by the OBS. We observe
that by using just one-bit information about magnitude of subchannels we attain
significant gains over PPC and close performance to OBS. This implies that having
more than one-bit on magnitude information does not improve the performance sig-
nificantly since using only one-bit on magnitude boosts up the performance very close
to the OBS and leaves less performance gap with OBS to be improved by more bits
on magnitude. The proposed hybrid scheme is simple to implement and allows bet-
ter use of resources (the feedback bits) compared to the PPC and antenna selection

methods.

Hybrid method for N > 2

For N > 2, M subchannels with stronger magnitudes are selected at the receiver us-
ing fast and efficient algorithms [36-38]. Then, the phases of the selected subchannels
are quantized in the same way as the PPC-II method with m bits per subchannel.
This information is sent back to the transmitter using (N — 1) +m(M — 1) bits, since
indicating the selected subchannels requires at most N — 1 bits. The transmitter uti-
lizes this information to transmit signal only from the selected subchannels and steer
the phases of signals sent through them toward the receiver. Figure 2.6 illustrates

this method schematically. As the hybrid method applies PPC only on the selected
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Figure 2.6: The proposed hybrid scheme for N-transmit antenna systems.

subchannels, it requires considerably reduced electronic circuitry and less computa-
tional complexity at the transmitter compared with the PPC and EGT methods.
This method results in performance improvement by avoiding the energy waste over

the insignificant subchannels.

2.3.6 Transform Domain Selection Method

In this method, an orthogonal transformation (OT) is first performed on the channel
vector h at the receiver as OT(h) = Th, where T is the orthogonal transformation
matrix. Then some information bits about OT(h) is sent to the transmitter using,
for example, one of the above methods and taking OT(h) as the channel vector.
The transmitter performs similarly with an additional pre transformation of T#. For
instance, we can apply the antenna selection method on OT(h), i.e., the element
of OT(h) with the largest magnitude is found at the receiver and its corresponding

index, p,, is conveyed to the transmitter using [log, N| feedback bits.
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Figure 2.7: The FFT method.

We choose the fast Fourier Transformation (FFT) which is an orthogonal transfor-
mation with the advantage of a low computational complexity as a practical example.

The FFT is performed on the channel vector:

A eI FE-DE-D

FFT(h) =Fh, [F],,= NG ’

The corresponding index of the element of FFT(h) with the largest magnitude (i.e.,

p,gq=1,...,N. (2.32)

which maximizes the SNR) is found at the receiver as

N 2n(k—1)(p—1)
> e w (2.33)
k=1

bl

= ar max
Po ng{l,...,N}

and sent back to the transmitter using [log, N| feedback bits. The transmitter em-

ploys the p,th column of F, i.e.,

—j2n(po—1) —j2n(po—1)
N e e (N—l)]T’

a 1
Fp0 = ﬁ[l,@

as the beamforming vector and transmits F,_s. The schematic demonstration of this

scheme is provided in Figure 2.7. The received signal in this scheme is

N
1 2m
o (\/N > hke_JZI\T(k—l)(po—l)> s+n, (2.34)
k=1
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and the average SNR is given by,
2

N
SNR -= —_E the—f%%*l)@o-” : (2.35)
k=1

Ng?

The average BER and SNR performance comparisons in Section 2.4 show that the
FFT-based antenna selection method (FFT method) performs exactly the same as
the antenna selection method in i.i.d. Rayleigh fading channels. The FFT method
is advantageous over the antenna section method if the channel vector is not a zero
mean i.i.d complex Gaussian multivariate. For example, in a system with LOS (i.e.,
E[h;] # 0) and using linear array of omnidirectional antennas, we show that this
method takes the advantage of the array signature. The signature of a uniform linear
array of omnidirectional antennas represents a sinusoidal vector (with respect to the
propagation direction). Therefore, the energy of the channel response is more compact
in frequency domain, hence, the FFT makes the energy to become more concentrated
in one of the components. As known in the literature of transform source coding [39],
this consequently leads to significant performance improvement. However, we show
that if the employed antennas are non-omnidirectional, the antenna selection method
may outperform the FFT.

The antenna selection scheme works well for uncorrelated MIMO channels. How-
ever, in practice the transmitter (the base station) encounters correlated fading chan-
nels as it is typically placed high above the ground and sees no local scatters. Our
simulation results in Section 2.4 reveal that in correlated fading channels, the FFT
method outperforms the antenna selection method significantly and the more corre-
lated the channel is, the more advantageous the FF'T method would be. The suggested
FFT method provides better performance compared to the antenna selection scheme

for a wide range of channel configurations by employing the same number of feedback
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bits and having a very simple implementation.

2.4 Performance Comparison

Using the closed form average BER and SNR expressions derived in Appendices A,
B, C, E, F and numerical results, we compare the BER and SNR performance of the
discussed transmit diversity methods in systems with BPSK modulation for simplicity
and without loss of generality.

Figures 2.8 (a) and (b) show the average BER curves versus the Transmit-power-
to-Noise-Ratio (TNR) in a 2 x 1 system with uncorrelated Rayleigh fading channel.
Figure 2.8 (a) shows that the antenna selection and one-bit PPC schemes have iden-
tical average BER performance and achieve 1.51dB TNR gain over Alamouti scheme
and 1.49dB TNR penalty compared to OBS at the average BER of 1073. This implies
that assigning only one bit feedback to either the phase or magnitude information
results in the same performance in Rayleigh fading channels. We also observe that
the BER performance of hybrid scheme with m = 1 is identical to that of the PPC
method with m = 2. It can be deduced that assigning two feedback bits to phase
information results in the same performance achieved by assigning one bit feedback to
phase and one bit to magnitude information. Another important observation is that
all the discussed methods (except SISO case) have almost parallel BER curves which
implies that they have the same diversity gain (the negative slope of the average BER
curves). This justifies the application of average SNR for performance comparison
of these methods. We observe in Figure 2.8 (b) that the hybrid scheme with m = 2

performs very closely to the OBS by using only three bits of feedback. This scheme
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also significantly outperforms the PPC method that uses the same number of feed-
back bits. For example, at the average BER of 1072 the hybrid scheme with m = 2
performs as close as 0.29dB to OBS and 0.39dB better than the PPC with m = 3.

Figure 2.9 depicts the required transmit power to noise ratio (TNR) versus the
required numbers of feedback bits in order to achieve the average BER of 10~3. This
figure illustrates that as the number of feedback bits increases, the BER performance
of the hybrid method becomes very close to the OBS (as close as 0.15dB in required
TNR to achieve average BER of 107%). We observe that in the hybrid and PPC
methods, using four bits of feedback achieves almost the same performance as using
infinite bits. By using three feedback bits and more, the hybrid method outperforms
PPC method with about 0.50dB higher gain in SNR.

Figures 2.10 (a) and (b) depict the average BER curves versus the TNR, 4, for
a b x 1 system with an uncorrelated Rayleigh fading channel. It is observed that the
FEFT and the antenna selection methods have the same performance in a Rayleigh
fading channel and require the least number of feedback bits among the discussed
methods, i.e. [logy N| = 3bits. At the average BER of 107%, the performances of
these two methods are 4.5 dB away in TNR from the performance of the optimal
beamforming method.

We observe that the hybrid method outperforms the PPC methods using the
same total number of feedback bits, if the number of feedback bits assigned to each
quantized phase difference is m > 2. Figure 2.10 (a) shows that at the average BER
of 10~ the hybrid method achieves 0.42 dB and 0.77 dB gain in TNR over the PPC-II
and PPC-I methods respectively. We can also observe that for m = 2, the PPC-II

method has 0.35 dB gain in TNR over the PPC-I method at the average BER of 1074,
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Figure 2.8: Average BER curves versus the required Transmit-power-to-Noise-Ratio
(TNR) in dB for a 2 x 1 BPSK system.
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Figure 2.9: Required Transmit-power-to-Noise-Ratio (TNR) versus number of feed-
back bits used in order to achieve an average BER of 1073,

This implies that for small numbers of feedback bits, the PPC-II method with the
aimost—optimal procedure, significantly outperforms the PPC-I method. Figure 2.10
(b) shows when m = 4 they have almost the same average BER curves. As m
increases, performances of the PPC methods become similar to each other and to the
performance of the EGT method.

Another important observation is that as m increases, hybrid method significantly
outperforms the EGT which requires infinite number of feedback bits. As Figure 2.10
(b) shows, at the average BER of 107, hybrid method with four selected antennas
has 0.41 dB gain in TNR over the EGT and only 0.77 dB TNR loss compared to the
optimal beamforming. This implies that by using few bits of information about the
magnitude of channel coefficients, we can avoid wasting energy on sub-channels with
insignificant gains and improve the performance.

Figure 2.11, shows the average SNR curves of the discussed methods versus the
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Figure 2.10: Average BER versus the transmit-power-to-noise-ratio (TNR), U%, in a
5 x 1 system, for (a) m =2 and (b) m = 4.
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Figure 2.11: Average SNR curves the number of transmit antennas in an uncorrelated
Rayleigh fading channel, with d% =1.

number of transmit antennas N in Rayleigh fading channel, when the TNR is fixed
at one. This figure verifies all our observations from Figure 2.10. In Figure 2.12,
the average SNR., of these methods are compared in Rician fading channels with
Rician factors of K = 2 and K = 50, respectively, using a uniform linear array of
omnidirectional antennas. Note that Figure 2.11 also represents a Rician channel with
K = 0. In Rician channels and with uniform linear array of omnidirectional antennas,
the FFT method significantly outperforms the channel selection method (e.g., in a 6 x
1 system the FFT method has 6.8dB gain in average SNR over the antenna selection
method). From Figure 2.12, we observe that as the Rician factor increases (i.e., when
the line-of-sight component is very strong) the performance of the FFT method tends
toward the performance of the OBS and outperforms all the other methods by using
the least bits of feedback ( i.e., [logy N bits). Figures 2.13 (a) and (b) show the

average SNR performance of all the above methods in correlated Rayleigh fading
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Figure 2.12: Average SNR curves versus the number of transmit antennas for a% =1,
in a Rician fading channel with Rician factor of (a) K = 2, (b) K = 50.
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Figure 2.14: Average SNR curves versus number of transmit antennas using a uniform
array of non-omnidirectional antennas, for ;’;— = 1.
n

channels. We consider the single coeflicient spatial correlation model introduced by
Zelst and Hammerschmidt [40] with the coefficient rrx = 0.2 and rrx = 0.8. We
observe that the FFT-based antenna selection outperforms the antenna selection in
correlated fading channels. As the channel correlation increases the performance
improvement of FFT method over antenna selection increases. In order to study
the impact of non-omnidirectional antennas, in Figure 2.14 we consider a channel
where h;’s are ii.d. complex Gaussian random variables with unit variance and
mean of E[h;] = %&X@ﬁﬁ, where 6 represents random direction of propagation
which is uniformly distributed between (—m,7]. We observe that using this linear
array of non-omnidirectional antennas, the antenna selection method outperforms the
FFT method. From‘ this figure we conclude that, by employing non-omnidirectional

antennas, the antenna selection method may outperform the FFT method.

Figure 2.15 depicts the required Transmit Power to Noise Ratio (TNR), in order
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Figure 2.15: The required Transmit Power to Noise Ratio (TNR), in order to achieve
an average BER of 1074, versus the number of selected transmit antennas
M in hybrid method for various numbers of transmit antennas N in
Rayleigh fading channel.

to achieve an average BER of 107%, versus the number of selected transmit antennas
M in hybrid method for various numbers of transmit antennas NN in Rayleigh fading
channel. The number of bits allocated for phase adjustment is considered to be
large (m > 4 bits). We observe for various numbers of transmit antennas N that in
Rayleigh fading channel, the optimal performance is achieved when the number of
selected transmit antennas M is about %N . This means that if we do not transmit
signals over iN antenna elements which have smaller gains we can save energy and

as a result achieve better performance compared to PPC and EGT methods.
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2.5 Summary and Conclusions

In this chapter we studied several transmit diversity schemes for a MISO wireless
system with limited feedback and evaluated and compared their BER and SNR per-
formances. Aiming to evaluate the efficiency and importance of different components
of CSI, we studied the two extreme schemes, the antenna selection (using only magni-
tude information) and the partial phase combining (PPC) (using only phase informa-
tion) and we proposed a hybrid method which applies both the magnitude and phase
information. For N > 2, our proposed hybrid method applies phase adjustment on
signals of stronger subchannels and can significantly outperform the PPC and even
the EGT methods by avoiding the energy waste over the insignificant subchannels.
We observed that by applying few bits on magnitude information, we can attain bet-
ter performance compared with the PPC method by using hybrid method with the
same total number of bits. This method also requires considerably reduced electronic
circuitry and less computational complexity at the transmitter compared to the PPC
and EGT methods as it performs PPC only on selected subchannels. Our results
reveal that for a Rayleigh channel, selection of at most 75% of antenna elements
results in best performance when beamformer only adjusts the phase of transmit sig-
nals. We suggest to use only about half of transmit antennas in order to achieve a
close to optimal performance and a reduced price of the transmitter complexity. For
2-transmit antenna systems, our practical proposed hybrid method applies one-bit
magnitude information to adjust the power of the phase steered transmitted signals
and performs as close as 0.14 dB to the OBS. This implies that applying only one

bit magnitude information is enough to elevate the performance of PPC method very
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close to the optimal beamforming. The proposed hybrid scheme is simple to imple-
ment and practical and allows better use of resources (the feedback bits) compared to
the PPC and antenna selection methods. We also proposed an almost-optimal proce-
dure for finding optimal PPC codewords which reduces the computational complexity
from the order of O (Qm(N '1)) to O (N —1). This scheme significantly outperforms
the PPC-I method for small amount of feedback bits and as the number of feedback
bits increases performs the same as the EGT method by having much less computa-
tional complexity and using far fewer feedback bits. By applying transmit antenna
selection on the FFT of the channel matrix (FFT method) we substantially improved
the performance of the antenna selection method in systems with correlated fading
channels and also systems employing uniform linear array of omnidirectional anten-
nas. If the employed antennas are non-omnidirectional, the antenna selection method

may outperform the FFT.



Chapter 3

Performance Analysis under
Channel Estimation Errors and

Feedback Delay

3.1 Introduction

In the previous chapter, the channel information provided to the transmitter is as-
sumed to be noiseless and error-free. This assumption may not be true in practice

due to channel errors. The channel errors can be characterized as follows,

1. The errors due to the estimation of the channel at the receiver: these errors
impact the performance by degrading the optimality and accuracy of the de-
tection at the receiver and optimality of beamformer at the transmitter. These
errors arise due to, for instance, time or frequency separation between the pilot

and the signal [41,42], or inaccurate signal estimation [42,43].

42
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2. The errors due to the delay involved in the feedback link: as a result of the
feedback delay, the feedback information becomes outdated which results in
performance degradations by making the transmitter less efficient [11,12]. These
errors arise due to, for instance, high mobile velocities [44] or fast fading channel

environments. [12]

3. Quantization errors in the feedback link: these errors are due to the limited
capacity of the feedback channel that arises the need for quantization of the
channel parameters. These errors have already been considered in the perfor-

mance of limited-feedback transmit diversity schemes in previous chapter.

Since all closed-loop transmit diversity schemes require some knowledge of the channel
coefficients which have to be estimated at the receiver and conveyed to the transmitter
through a feedback channel, channel errors inevitably affect the performance of the
closed-loop transmit diversity schemes. Thus, from a practical and theoretical point
of view, it is important to quantify the performance degradation of the practical
limited-feedback transmit diversity schemes under channel errors such as feedback
delay and channel estimation errors. In this chapter, we study the impact of both the
channel estimation errors and feedback delay on the performance of several practical
limited-feedback transmit diversity schemes.

Few published analytical results exist for the effect of the channel errors on the
performance of transmit diversity schemes and most of them consider the impact of
only one of the possible channel errors. The average BER performance of closed-loop
and open-loop transmit diversity schemes are analyzed and compared in the presence

of feedback delays by Onggosanusi et al. in [11]. The average BER expression for
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the OBS in the presence of feedback delay is derived by Choi in [12]. The down-
link capacity with delayed feedback of channel state information has been derived
by Huang et al. [13]. The closed-form average BER expression for Alamouti scheme
with imperfect channel estimation has been derived in [45]. The moment generating
function (MGF) of output SNR in OBS with channel estimation errors is derived for
MIMO systems by Chen and Tellambura in [46] and before that for MISO systems by
Vanganuru and Annamalai [47]. In this thesis we analyze the joint and separate im-
pact of channel estimation errors and feedback delays on the performance of transmit
antenna selection, PPC and hybrid schemes.

The transmit antenna selection, hybrid, and PPC schemes are simple practical
methods which can be easily deployed in wireless systems. It is thus important to
quantify their performances degradation under practical conditions. For this reason
we study and analyze the performance of these methods under channel estimation
errors and feedback delay. We derive the pdf of the phase difference between the
estimated and predicted channel coefficients and derive the average SNR of the PPC
method in the presence of channel estimation errors and feedback delay. We also
derive the pdf of the output SNR and the exact closed-form average SNR and BER
expressions for transmit antenna selection under channel estimation errors and feed-
back delay in 2 x 1 systems. We show that the channel estimation errors and feedback
delay have separable impacts on the SNR performance and the average SNR degrada-
tion due to channel estimation errors is the identical for these methods. We show that
for all the transmit diversity schemes, channel estimation errors do not change the
diversity gain compared to the perfect estimation case and degrade the performance

by reducing the coding gain by an identical factor. We also showed that feedback
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delay results in reduction of diversity gain and if the channel estimation is perfect,
feedback delay reduces the diversity gain to 1 (the same as the diversity gain of SISO)
which leads to severe performance degradations.

As we observed in previous chapter, our proposed hybrid method is simple to im-
plement, outperforms the PPC method and allows the better use of existing resources
(the feedback bits) compared to the antenna selection and PPC methods. For exam-
ple, in 2 x 1 systems, the hybrid method outperforms the PPC method with 0.50dB
higher SNR. using the same number of feedback bits. In order to quantify the impact
of channel érrors on this method, we analyze the performance of the hybrid method
in the presence of channel estimation errors and feedback delay for 2 x 1 systems in
two cases. In the first case, the correlation coeflicient between the predicted and the
estimated channel coefficients is known at the transmitter and the hybrid weighting
coefficients are optimized using this knowledge (the aware hybrid scheme). In the
second case, the correlation coefficient is not available at the transmitter and the hy-
brid weighting coefficients are not adapted to the channel errors (the unaware hybrid
scheme). We derive the average SNR in both of these cases and observe that they
perform very closely and adapting the weighting coefficients with the feedback delay
does not improve the performance of hybrid method noticeably. We also observe
that the hybrid method outperforms the PPC and antenna selection methods uhder
channel errors and performs very closely to the OBS using just a few bits of feedback.
We observe that the antenna selection and hybrid methods (using magnitude infor-
mation) perform better than the PPC method (using only phase information) in the
presence of feedback delay employing the same number of feedback bits. This implies

superiority of employing magnitude information over employing phase information in
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case of experiencing feedback delay.

The rest of this chapter is organized as follows. Section 3.2 describes the system
model. The performance analysis and derivation of average SNR of the PPC method
under channel estimation errors and feedback delay are performed in Section 3.3. The
performance analysis of the hybrid method under channel estimation errors and feed-
back delay with and without the knowledge of the channel errors at the transmitter
is presented in Section 3.4 and average SNR is derived in both cases. The pdf of
the output SNR and the exact closed-form expressions for average SNR and average
BER of the transmit antenna selection with channel estimation errors and feedback
delay are derived in Section 3.5 for 2 x 1 systems. The performance comparisons and
evaluation results are provided in Section 3.6 and this is followed by the summary

and conclusions in Section 3.7.

3.2 System Model

We consider a closed-loop transmit diversity system with /V transmit and one receive
antennas. We assume an i.i.d. Rayleigh flat-fading channel, additive white Gaussian
noise with variance o2 and transmission power P. The channel response is assumed
to be estimated at the receiver and predicted then quantized and sent back to the
transmitter through a feedback channel with delay. The channel is estimated either
by estimating the signal on each subchannel or by detecting a pilot sequence that was
sent along with the signal.

The system model for general closed-loop transmit diversity systems is illustrated
schematically in Figure 3.1. We denote the actual channel with h, the estimated

channel with h® and the predicted channel with h?, where the superscripts e and p
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stand for estimated and predicted respectively. The channel estimator estimates the

channel at time ¢, and the estimated channel vector, h¢(t), is used at the receiver

for detection purposes and also at the channel predictor for predicting the channel

at time ¢ 4+ 7. This prediction is applied to compensate for the effect of delay of 7

in the system. The predicted channel vector, h?(¢ + 7), is quantized to extract the

feedback bits and the quantization output, Q(h?(t+7)), is sent back to the transmitter

through a feedback channel with delay 7. Thus the quantized value provided to the

transmitter is Q(h”(¢t)). Using this delayed quantized value of predicted channel, the

transmitter applies a beamformer v on the transmit signal and transmits vs through

the channel h(t).

To simplify our notations we drop the time index and denote the h(t), h®(t)

and hP(t) by h, h® and hP respectively. We assume that h, h® and hP are zero

mean circularly symmetric complex Gaussian (CSCG) random vectors with the same

covariance matrix of 2021y, where Iy is the N x N identity matrix. These random
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vectors are correlated as follows,

h = p.h+e, (3.1)
h® = p,h?+e”, (3.2)
h = pep,h? + p.€” + €°, (3.3)
= pah? + e’ (3.4)

We assume that E[hh*?] = 202p.1y, E[h*h??] = 202p,Iy and E[hb??] = 262p,p,1x,
and the correlation coefficients p. and p, are positive real numbers within [0, 1].
The assumption of having the same covariance matrices and positive real correla-
tion coefficients does not reduce the generality of our model'. The e®, € and e are
zero mean CSCG random vectors with covariance matrices of Ree = 202(1 — p2)Iy,
Rer = 20%(1 — p2)Iy and Res = 20%(p2(1 — p2) + 1 — p?)Iy respectively. We assume
that the random vectors e®, e? and h? are uncorrelated and as they have Gaussian

distributions, they are independent as well.

3.3 Performance Analysis of PPC Method in the
Presence of Feedback Delay and Channel Es-
timation Errors

In the PPC method with channel estimation errors and feedback delay, the channel

information is estimated at the receiver and the phase combining coefficients are

If two random vectors Z and W are jointly distributed with different covariance matrices and

complex correlation coefficient, we can replace Z with Z £ ¢Z and define ¢ such that the Z and
W have the same covariances and the correlation coeflicient between their components is a positive
real number. Hence, we have: E[|Z;|?] = E[|W;|?] = |c|2E[Z:|?], and E[Z;W}] = cE[Z;W}] € RT.

Therefore the unique solution for ¢ is given by, ¢ = ’/%I%‘;%IEE%
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extracted from the phase difference of predicted channel coefficients and sent to the
transmitter through a feedback channel with delay. Therefore the transmitter applies
the phase combining coefficients extracted from the predicted channel and the receiver
uses the estimated channel which inevitably results in performance degradations. In
this section we quantify this performance degradation by deriving the average SNR

expression for PPC method in the presence of estimation error and feedback delay.

3.3.1 Performance Analysis for 2 x 1 Systems

The received signal of PPC scheme in 2 x 1 systems with channel estimation errors

and feedback delay is,

r= (hl + hzejQ(thlj_Zhg)) % +n. (3.5)

By using (3.1) the received signal becomes,

= (hf + hgejQ(Zh’f—lh’g’)) + 5 ( <t egejQ(Zh’f—lhé’)) +n. (3.6)

V2" V2

We consider the transmit signal power to be fixed, i.e. |s| =constant, and by Lemma
2 in Appendix G the second term in (3.6) has Gaussian distribution with variance
202P(1 — p?). As the receiver uses the estimated channel h® for detection, the last
two terms in (3.6) are considered as noise and the received SNR in this method is

given by,

Png [lhflr + hgejQ(Zhﬁ’—Zhg)P]
NR = .
SNR 202P(1 — p2)+ o2 (37)

ng [lh§|2+ RS2 + hehg*e~1Q(LnE~Lng) _i_hi*h;ejQ(Zh’;—lh;’)}
- 3.8
202P(1 —p2) + o2 (3:8)

2
— Pzp [|h613’2+ |h§l2+2|hi||h§|COS(A1 '—AZ —‘U)] (3 9)
202P(1 - p2) + 02 ’ '

jo
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where Ay = /h$ — (B}, Ay = (h§ — LRy and U = (Lhf — LRE) — QLAY — LhY).
Knowing the fact that h§ and h§ have the same distributions and the magnitudes are

independent of phases we can say that

Pec [2B|hg|? + 2 (B|hS)) E [cos(A1 — A — U)]]
202P(1 — p2) + o2 .

Assuming that U, A; and A, are independent, A; and A, have the same distributions

SNR (3.10)

and U is uniformly distributed over (—3%, %) thus E[sinU] = 0 and E [cosU] =
£ sin(5%) we have,

Elcos(A; — Ay —U)] = E|[cos(A; — Ag)cosU +sin(A; — Ay)sinU] (3.11)
= %—T—— sin(zim) ((Blcos A])® + (E[sinA])?) . (3.12)
By replacing (3.12) into (3.10) we get,
g = PALBISE + (BIRS) 2 sin() (B [cos Aa])* + (Bsin Aa))”)]
B 202P(1 — p?) + o2 ‘

In order to derive the average SNR in (3.13) we have to find E [cos A], E [sin A] and

(3.13)

the pdf of A. To find pdf of A we use the joint pdf of |h¢|,|h?| and A. Assuming
that h® = h% + ih$ and h? = h% + ih¥, the joint pdf of A%, A%, hS and b7 is given by,

; ( by ba) exp (—% (a1 as by by) Ry (ar a2 by bQ)T) (3.14)
e p? pe PO ,a y 3 = .
he 2, e w2 (@1, G2, b1, ba RN
a2+a2+b2+b2-2p(ar
— exp (_ = 2+b12~t7-b22(1-2f;(121)1 2+b1b2)) (3 15)
- G- '

p

where R, = 0?1, ® | is the covariance matrix and ® denotes the Kronecker
pp 1

product. We can easily find the joint pdf of |h¢|, |h?|, Zh® and ZhP from (3.15) by

converting rectangular coordinates to polar coordinates as
A®)24(AP)2—_24° AP 6°—6P
A€ AP exp (_( )2H( )202(1_,,5” cos( ))

flhelalhplqlhe,ZhP(Ae? Ap? 981 91’) = (27'('0'2)2(1 . p2) . (316)
p
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The joint pdf of |h°|, |h?| and A, where A = /h® — £hP, can be derived from the joint
pdf of |he|, |hP|, Lh®, LR as
f|he|7'hP|’A(Ae, Ap, 6) == 27rf|he|,[hp|,éhe,éh1’(Ae’ Ap, 967 Hp) (317)

By taking integration from (3.17) with respect to A® and AP from 0 to co and using

the Taylor expansion exp(z) = > o, ?k—lf we find the pdf of A as follows,
5 oo A°AP exp ~foriity A;;)) exp (“*‘L‘Aeﬁif-i%%w)) JASdAP (318
fA( ) - /E_D/A 271‘0‘4(1 _pp) ( : )
. k
A AP exp QAz—z) > <%)
a?(1-p3) a?(1-p3) k
= 0)dA°dAP(3.19
/e_o/ 2ro4(1 — ) Z k! cos™(9) ( )

AP=0 k=0

e2 Ap2

= ZH% cos®(§), (3.20)

Ic

where a; = 5— +4(i’_pg) ([ oo (A% exp ( m) dA®)?. Using the integral:

oo n 2 1x3...x n-—l, n:2l;
|yl Yy = (n—1) (3.21)

exp(—7
VI 2 27 ()2 m=2+l

we find the a as,

2k [()?,  for k=2
1 2 ? )
ap = —27Tp’;(l )9 . G g p o)1 (3.22)
§m7 Or K = 4t — L.

Having derived the pdf of A = Zh— Zh? in (3.20) with a; found in (3.22) we calculate

E [cos A] as follows,

E [cos A Z Eak/ cos®T §d8. (3.23)
The integrals of powers of cosine functlon in (3.23) have the closed forms of,
™ n n—-!1 | . n— n—1)!!
S cos®™ df = (2(2 )13 [Slﬂezk 0 (2(13—’6#)1;” cos®*1 6 + ‘9] T (‘2(%)‘1!?:’

(3.24)
=0,

-7

" on ) 1A
JTcos™H10d = 2 sin 03 ey cos?t 6|




CHAPTER 3. PERFORMANCE ANALYSIS UNDER CHANNEL ERRORS 52

where double factorial of positive integer m is defined as,

m(m —2)...5x3x1, form odd,

mll=49 m(m—2)...6 x4 x2, form even, (3.25)
1, for m = —-1,0.
By applying (3.24) into (E.2) we get,
o 91-1 2
T ) Py 20N\ (21 - 1)
_ T 2
B [eos 4] 2(1 pp); 2l — 1) (2!1! N (3.26)
> 20 — DN
= pp me t2l <<(ZT")> 5 (3.27)
B 1+Z 21—1)" Py (3.28)
B 4pp H! [+1 '
We also have that
E[sinA] = Z mak cos®(0) sin(6)dé (3.29)

T k=0
By applying (3.28) and (3.29) into (3.13) we derive the average SNR expression

for PPC method in the presence on feedback delay and channel estimation errors as,

E + E m- Z — 2 2
|h‘13|2 ( ’he’) 2" s 2mpp [1 I=1 ((2(12”1!?!!) lp+p1J ]
(3.30)

202P(1 — p?) + o2

Pp;

SNR =

2 a2

202 Pp; |1+ pym*2™ O sin o7 {1 +205 ((2(1%1'2.,> l’%] }
20‘2P(1 — pg) + o2 ’
where (3.31) is derived knowing that E|h§| = ,/Fo. If there is no feedback delay

(3.31)

and no channel estimation errors, i.e. p, = 1 and p. = 1, and 202 = 1 this result
completely agrees with the average SNR of PPC derived in (2.22).

We observe from the expression derived for average SNR in (3.31) that the channel
estimation errors and feedback errors affect the performance separately. Using the

derived expression in (3.31) we can find the average SNR of the PPC method in two
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limiting cases of p, = 1 (having only feedback delay error), and p, = 1 (having only
estimation error). The average SNR of the PPC method in the presence of feedback

delay is derived by replacing p, = 1 in (3.31) as,

2
(20 = DI pl
1+Z< @i ) 7l |- 382)

The average SNR of PPC method in the presence of channel estimation errors is

20%P
on

SNR = 1+ pim?2™ 6s1n—-——

derived by replacing p, = 1 into (3.31) as,
202 Pp? [
202P(1 — p2) + o2

We observe that the channel estimation errors result in SNR degradation of
pz) +1
) dB, (3.34)

compared to the case that the channel estimation is perfect (p. = 1).

SNR = 1+ 2™ %sin 217“] . (3.33)

2
e

202 P(l

3.3.2 Performance Analysis for General MISO Systems

The received signal of PPC method in NV x 1 systems with feedback delay and esti-

mation errors is given by,

. _ . /1 S
r = (hl + hz@JQ(Lhzl) Zhg) +...+ hNejQ(Zhll) Lh N)) \/—N +n (335)

N
= 7= Z peh® @I o BT el UMD o (3.36)
i=1 i=1

By Lemma 2 in Appendix G, the second term in (3.36) has Gaussian distribution and

the variance of total noise is 202P(1 — p?) + 02 and the received average SNR is
2

[ sz N oLt/
N = € € FQ( hY— h‘i) .
5 N(202P(1 — p2) + 02) 2_: hie ) (3.37)
szE' [E —12 - Ihellheley(éhe Lhe+Q(LHE—LhB)—Q(LKE - th))]
- — .(3.38)

N(20*P(1 - p?) + o)
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By defining A; = £/h%; — (hY and U; = (LBY — £hY) — Q(¢hY — ¢h) fori=1,...,N

we get,
Pp 2 (Ap—Ag—Up+Uy)
SNR = E he he J(Ap—Dg—Up a 339
N(202P(L = p?) 1 02) ;;' l1hgle (3.39)
Pre 3 2 i(Ap—A1=Up)
- € he he he H(Ap—A1~Up
N(20'2P(1—pg)+0'72b)E|:Z | +Z| olIh5le
p=q=1 p=2
N N N
2 Inllhgle st 57 3 g laglelr a0 (3.40)
=2 p#q=2 q=2

Using the fact that |h¢|’s, A;’s and U;’s are independent and each have identical
distribution and also that F[sinU] = 0 and E[sin A] = 0 as shown in (3.29), we

calculate the average SNR as follows,

aND Ppg el2 e|\2 2
SR = NP T [NE [1RS]2] + 2N = 1) (E|h2))? (Elcos A])? Efcos U]
F(N = 1)(N = 2) (B|h¢])? (Elcos A])? (Elcos U])ﬂ , (3.41)
202 Pp?

N-1 T
2 m-5_2 . (T
202P(1 — p2) + o2 “’”( N )2 ”Sm(zm>

x {H(N-z)?:l sin (= )] (HZ( 212—1)!1!)”) Hi)z

where (3.42) is derived by applying E [cos U] = - sm( Z} and the expression derived

, (3.42)

for E[cos Al in (3.28). In the case of no feedback delay and no channel estimation
errors (i.e., p, = 1 and p, = 1) the average SNR in (3.42) converges to the average
SNR for PPC derived in previous chapter (see (2.20)). We observe from (3.42) that
the channel estimation errors and feedback delay (prediction errors) have independent
impacts on the average SNR of PPC method.

The average SNR of PPC method in N x 1 systems with feedback delay is derived
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by inserting p, = 1 in (3.42) as,

L 202 P - p?) <¥) om=5,2 o1 (%) [1 + (N - 2) 2”;—1 sin (‘2%)]

SR o=
@ -2 2\

§4
(HZ( @ ) z+1>

The average SNR of PPC method in N x 1 systems with estimation errors is derived

(3.43)

by inserting p, = 1 in (3.42) as
N 202 Pp? [ N -1

SN — ™ (N-1)(N-2)22m2 7
= 5T ) T o2

N 2m= 1sm§—m—+ N - sin 5;;],

(3.44)

Once again we observe that the channel estimation errors result in average SNR degra-

: s 22,2 (1-p2)+1 L
dation of SNR; = 10log;, ——"lpz—— dB compared to the perfect estimation case

(see Section 2.3.4).

3.4 Performance Analysis of Hybrid Scheme in the
Presence of Channel Estimation Errors and

Feedback Delay

In our proposed hybrid method for 2-transmit antenna systems with channel estima-

tion errors and feedback delay, the received signal is given by

I

ro= (gt gzhze"Q(‘hf“"g)) s+n (3.45)

_— (glhi + g2h;eﬂ'Q<4h’f-4h’z’>) 54 (glef 4 gzegej‘?(“’f—lh’z’)) s +n, (3.46)
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where g1 and g, are positive real numbers satisfying g2 + g7 = 1 to keep total trans-

mission power fixed. In this method the average received SNR is given as,

- Pp2
NR = £ E
R - e
By defining A; = /hé — ZhY, Ay = Lh§ — (hL and U = (ZhY — £hY) — Q(ZAY — LRY)

) 2
out + guhge @i e > g 347

and considering that |h¢||hg| and cos(A; — Ay — U) are uncorrelated given |hY| > |h)|

we get,

= Ppg 2 el2 p P 2 el2 P D
SNR- = 202P(1 ~ p2) + o2 (glE [|hll ‘lhll > |h2|] + gk [[h2| ’|h1| > |h2|]

mn

+20s02B 51151112 > 18] Bfoos(as = 82 - 0)] ). (3.48)

Using the pdf of X; = |h¢

arg;—=1,2 max

W’!I derived in (H.11) we find that,

2
e p
E [|h1|2||h';| > |hg|] = E[X?] = 20% (1 + 31’) . (3.49)

In order to find F [|h§|2'|h’1’| > |h’2’|} , we use the fact that the expression |h¢[2+|hS|? is
invariant to knowing |h}| > |hb]|, thus E [[h‘{]z + |h§[2‘|h‘f| > |h§|} = E[|h¢]? + |hS)?] =

4¢0?. Therefore we have that
E [|hsP|1R8) > 18l] = 40® = B [Ins?| 102 > 2]

= 20 (1 - ff-’) . (3.50)

By the fact that the expression |h¢||h§| is invariant to knowing |hY| > |k}, we have
B [|5lihg)
that E [cos(A; — Ay — U)] = E[cos(U)] (E [cos(A)])? = L sin(Z) (E [cos(A)])” and

|y > |h§’|} = E[|h$||hg]] = [E|h$|]* = Zo2. We also showed in Section 3.3

E[cos(A)] is derived in (3.28). Using the derived expected values above and the

derived expression for E [cos(A)] in (3.28), we derive the average SNR as,

— 20%Pp?
NR = =
S 202P(1— p2)+ o2

2 2
g2 <1 + %) +g5 (1 - %) +91g22™ ! sin(i%)E [cos(A)]?
(3.51)
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We consider two different cases for the hybrid method with channel estimation errors
and feedback delay: the unaware case, where the correlation coefficient p, is not
available at the transmitter, and the aware case where the correlation coefficient p,
is available at the transmitter. In the unaware case we consider the hybrid method
is not adapted to the channel errors, and the hybrid weighting coefficients, ¢g; and gs,
are the same as derived in (2.28) and (2.29). By replacing ¢g; and g, from (2.28) and

(2.29) into (3.51) the average SNR in this case is derived as
6 . o —p\2 o2 2
1+ () 7 (14 £, (%) )

\/1 + 22m—2 gin? (zim)

S— 202Pp?
SNR = =
202P(1 — p2) + o2

2
4
2

(3.52)
We observe that for p, = 1 and p. = 1 the above expression results in the same
expression derived for the average SNR of hybrid method in Section (2.3.5). In this
case we again observe that the average SNR degradation due to the channel estimation
errors is the same as (3.34).
In the aware case, the real positive hybrid coefficients g; and g» are adopted with
the feedback delay and are optimized such that the average SNR is maximized given
which delayed channel coefficient has the largest magnitude. The derivation of ¢; and

g2 is as follows,

: b p 2
g1, 92 = arg max Eﬂg1h1+gzh2€m(lhl_éh2) \|hﬁ'|>|h3|]. (3.53)

91, 92;95+93=1
Using the general expression for average SNR derived in (3.51)we have,
Joa I ™
g1,92 = max |g? (1 + —p) +g2 (1 - Ep) +g1g22m ! sin(2—m)E [cos(A)]Q} . (3.54)

93+g3=1 2
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We can calculate g; and go by applying Lagrangian multipliers as follows,

Ly (1+;)+g§( ;)+glg2z L sin( ) eos(A)]? + (g} + 63 — 1)

8—E—(]:> 1+;0_f, + g22™" 2sm( —)E [cos(A N2+ Agr =0 (3.55)
8£ p2 m—2 2

—=0= g (1-—=]|+a2 sm( VE [cos(A)]" + Ag2 = 0. (3.56)
092 2 2m

By canceling ) from (3.55) and (3.56), applying the constraint (i.e., g?+g35 = 1), doing
some manipulations and applying the expression derived for F [cos(A)] in (3.28), we

find ¢; and gs as,

1 1
= — |14 , (3.57
g V2 (25_1)” 2 g ! ( )
\ 1+ 22m=10sin? () 7wt (143572, (2;)!!“) i+
1 1
= — |1- . (3.58
” V2 2mm10 wt ” @-nn\? o2 ’ ( !
\ 1+22m=10sin® () 74 { 14 3502, ("(21)!! ) A5,

We observe that the optimized ¢; and g, depend on the prediction correlation coef-
ficient p,. In the case of no delay (p, = 1), the g; and ¢, in (3.57) and (3.58) have
the same expressions as g; and ¢y derived in Section (2.3.5). As we observe from the
expressions of ¢; and g, in (3.57) and (3.58) for the aware hybrid method and Figure
3.2, the g1 and g¢» do not change severely with p, in the aware hybrid method and as
m increases their difference becomes less.

By applying the adapted g; and g in (3.57) and (3.58) into (3.51) we derive the

average SNR in the aware hybrid method as,
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Figure 3.2: The hybrid weighting coefficients, g; and g2, as functions of p,, for different
values of m.

4
202Pp? |1+ g?_,\/l + 22m=10gip? (1) 4 (1+Z°° (M)Q”_%l>
e 2 am =1\ @yt ) H

20%2P(1 - p2)+ o2

SNR =

(3.59)
If p, =1 and p, = 1, the expression in (3.59) reduces to the average SNR derived in
previous chapter for this method in (2.31). Once again, we observe that the feedback
delay and channel estimation errors have disjoint impacts on the SNR performance
and the average SNR degradation due to the channel estimation errors is the same as

(3.34). The average SNR of aware hybrid method in the presence of feedback delay
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is derived from (3.59) as,

4
" 20°P 03 o102 [ T\ 2@ -1m? p
SKR = 1+ 221+ 22m10sin? () 1+; O EES

(3.60)
The average SNR. of aware hybrid method in the presence of estimation errors is

derived from (3.59) as,

SNR

202 Pp?
2 2m

= spi e |1 3\/1 + 22m=25in’ —71} (3.61)

By comparing the average SNR of the aware and unaware hybrid method in (3.59)
and (3.52) and Figure 3.5, we observe that the aware hybrid method performs very
closely to the unaware hybrid method and the performance improvement due to adapt-

ing the hybrid method to the feedback delay is marginal.

3.5 Performance Analysis of Transmit Antenna Se-
lection under Channel Estimation Errors and

Feedback Delay

In the antenna selection method the receiver finds the subchannel with the largest
magnitude and informs the transmitter through a feedback channel and the transmit-
ter subsequently transmits the signal from the selected antenna. In the presence of
channel estimation errors and feedback delay, the information provided to the trans-
mitter is extracted from the predicted channel and sent through a feedback channel

with delay. Thus the selected subchannel at the transmitter may not be the actual
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strongest subchannel. The receiver applies the imperfect estimated channel for de-
tection and all this leads to performance degradation. In this section we quantify this
performance degradation by deriving the exact closed-form expressions for average
SNR and BER of transmit antenna selection under channel estimation errors and
feedback delay in 2-transmit antenna systems.

The received signal of transmit antenna selection in 2 x 1 systems with channel

estimation errors and feedback delay is
ro= hargmaxi:Lg {|hf|}5 +n (362)
= pehearg max;=1,2 {|hF|}5 + eearg max;=1,2 {|h?|}S +n. (363)

By the fact that ef’s are independent of h}’s, the variance of the equivalent noise in

this system is 202P(1 — p?) + o2 and the received SNR is given by,

.sz |he » |2
20-2P(1 _pg) +0-72L argmax;=1,2 {|P}]}| -

In order to derive the average SNR and BER we need to have the joint distribution

SNR = (3.64)

of |h¢| and |h?|. By taking integral of fine| nr|,a (A%, AP, d) in (3.17) with respect to A

we derive the joint pdf of |h¢| and |h?| as follows,

Siney ne (A%, A7) = / finel ne),a (A%, AP, 6)d6

S, _ A A / " o (A APpcos(8) s
@ra2 (1 —p2) T\ 2020 p2)) ST\ (1 - D)
A4 A? 4 AP? AcArp,
T R (‘5;,2(1—_@) fo (m) : (3.65)

where the Io(z) is the zero-order first kind modified Bessel function defined as

In(z) = i/ exp(x cos 6)dd.

P
In order to derive the pdf of Z £ | A€ arg maxict o {|h§|}|2 in (3.64), we first derive the

joint pdf of the sorted |h?|’s and their corresponding |h¢|’s. We define (X,Y) 2
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[(1RS], [PE]), -y (JRS |5 [R5 ])] with the joint pdf of

fxxy*¥) = Hf|he| ine) (i, Gi)- (3.66)

=1
The joint pdf of (X,Y) = [(X1, Y1), (X2, Y3),..., (XN, Yn)], where the Y;’s are the

sorted Y;’s such that ¥; > Y; > ... > Y and X,’s are the corresponding X,’s to the

sorted Y;’s, can be calculated as,

fxxy(xy) = Z fxx (v(%, 7))

N
- Z Hflhsl,lhﬁ(%l/i), (3.67)

veY i=1

where U is the set of all permutations of {(X1, Y1), (X2, ¥2), ..., (Xn, Yn)} and v()
represents a permutation on {(Xl,Yl (XQ,YQ (XN,YN)} such that ¥; > Y, >
.. > Yn. By applying (3 65) into (3.67) we get,

St TRLAE4 S [ AR 000
fxx(x,y)= ZH o1 Tili &Xp ( 202%(1 —pﬁ)) ° (UQ(l - 127))

vel i=1

_ (04(1J\_/‘!p%))N exp ( H;;If(;r HYHQ) H%%IO ( Tilfifp )>(3 68)

ify1 > ys > ... > yxy > 0and z; > 0, Vi, and zero elsewhere.

In a 2 x 1 system, the joint pdf in (3.68) is reduced to:

f (1,2 ) = MQ_ _|$1|2+f$212+|y1|2+|y2|2
X1,X0,Y1,Y2\T1, L2, Y1, Y2 0—8(1 — ,02)2 202(1 — p%)

T1Y10p T2Y2Pp
| ——— | ——— 3.69
o (02(1—p§)) ’ (02(1—/);‘; ) (369)

for yy > 9 > 0, z; > 0 and z2 > 0, and is zero elsewhere. The pdf of X; =

Iheargmax{hf}' can be derived by taking integral of fx, x, v v2(Z1,%2,%1,Yy2) with re-

spect to 9,11 and ys:

fxl(ivl / / / le,Xz,Yl,Yz $1,$2:yl,y2)dy2dy1d12 (3-70)
z2=0 Jy1=0 Jy2=
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By doing several integrations, manipulations and simplifications the exact closed-form

expression for pdf of X is derived in Appendix H as,

22
214 z? P <_202(11—”—P)>
le(xl) = ? exp (—ﬁ) - 2 - U(%‘l), (371)
2(1 - %)

where u(.) denotes the unit step function. Using the pdf of X; we can find the pdf of

Z = X7 in SNR = |hyrg max (nPy |52 = Z37 as follows,

.Y CVEO N O 2 W Sy AN § Pt
fz(2) 2./z O.QI: p( 202) 2(1_§)ep( 20_2(1_§)>:| (2)(3.72)

Using the pdf of Z, we calculate the average SNR of the antenna selection method in

the presence of feedback delay and channel estimation errors as follows,

Pp? 202Pp? P2
e - e 1+ 22 (3.
T e el oy s Tl ) (373)

In the special case where p, = 1 and p. = 1, this result completely agrees with

SNR = E[SNR] =

the average SNR of antenna selection method in the previous chapter. We again
observe that the channel estimation errors and feedback delay (prediction errors)
have independent impacts on the average SNR and the average SNR degradation to
due channel estimation errors is the SNR, in (3.34).

In order to find the average BER using the Lemma 1 in Appendix D we need

Fz(z). The cdf of random variable Z is given by,

Fy(z) = (1 —2exp (——Zp) + exp (—m)> u(z). (3.74)

Observing that Fz(0) = 0, we apply Lemma 1 in Appendix D to derive the average
BER as follows,

1 Bz

= ﬂ 002_56_7 z)dz
P= e /O Ful2)dz. (3.75)

By using the definition of Gamma function ['(n+1) = b"*! [* z"e " dz where I'(3) =
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/7, we derive the exact closed-form expression for average BER of transit antenna
selection with BPSK and QPSK modulation in the presence of channel estimation

errors and feedback delay as follows,

p = YOG |1 (3.76)

g

_ ! _ , 3.77
i —— (8.77)

7 o2(1-%2) g

where 3 = 2P0 . Ifp, =1, po =1 and 20? = 1, the average BER

(202 P(1—p2 )+0’ Ylogy, D

derived in (3.77) completely agrees with the average BER found for this method in
Section (2.3.3).

In the case of perfect channel estimation (i.e., p. = 1), the average BER of antenna
selection in the presence of feedback delay has the same expression as in (3.77) with

Using Appendix I, we find the diversity gain and coding gain of antenna

’6-— 0210g D

selection method in the presence of feedback delay as follows,

1, if p, # 1, 220 i A1
Gy= Ll o ) A e (3.78)
2, if p, = 1. @ if p, = 1.

We observe that in the presence of feedback delay, the diversity gain of the antenna
selection method in 2 x 1 systems is reduced to 1 which is the same as the diversity
gain in SISO systems.

If the channel estimation errors is not perfect (i.e., p. # 1), error floors happen if p.
is fixed. However in most estimation schemes p, increases with ;Pz and the variance

of the estimation error decreases as the SNR of the data symbols increases. We

202Kk P

5.2.p 5z Where x depends on the length of the training sequence,

assume that p? =
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the estimation algorithm and the rate of channel variations with time. We observe
that in this case, the diversity gain remains the same as that of the perfect channel
estimation case and the coding gain decreases by a factor of —£=. This is true for

Kk+1"°

all transmit diversity schemes as in the presence of channel estimation errors with

P2 = 2022":% we have,
g= 2P _ aler (3.79)
@ P —2) + o) log, D a1+ 1) + i’
where 8, = 22— is the 3 in the perfect channel estimation case. Thus as 3 — oo,
o2 logy D
B — () Bo which by Appendix I implies that G4 = G3 and G. = G2.57. We

conclude that for all the transmit diversity schemes, channel estimation errors do
not change the diversity gain and degrade the performance by reducing the coding
gain by a factor of —%5. We also showed that feedback delay results in reduction of
diversity gain and if the channel estimation is perfect, feedback delay reduces the
diversity gain to 1 (the same as the diversity gain of SISO).

If p?2 = ;J;T"‘ﬁ,%, the average SNR performance degradation due to channel esti-

mation errors is,

_ 2°P(1— p2) + 1 2P (14 k) +1
SNR, = 10log;q z dB = 10log, 2 dB. (3.80)

2 2q2P
Pe Kk (;2
™

3.6 Performance Comparisons

In this section, we illustrate our exact analytical results and numerical results to
gain insight into the impact of channel estimation errors and feedback delays on
performance of the PPC, hybrid and transmit antenna selection methods. We consider
a BPSK system with Rayleigh flat-fading channel.

We derived the pdf of the phase difference between the estimated and the predicted
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Figure 3.3: The E[cos A] versus correlation coefficient pj,.

channel coefficients in (3.20) and used it to derive the E[cos A] in (3.28) for analyzing
the performance of the PPC and hybrid methods under channel estimation errors
and feedback delays. We observe from Figure 3.3 that the E{cos A] varies almost
linearly with p, and has a factor of p, in its expansion (as it is also apparent from its
expression in (3.28)).

Figures 3.4 (a) and (b) show the average SNR curves of the transmit antenna
selection, PPC and OBS methods in the presence of feedback delay versus correlation
coefficient p, for N = 2 and N = 5 respectively, when the channel estimation is perfect
(i.e, pe = 1) and 3% = 1. We observe from Figure 3.4 (a) that by using the same
number of feedback bits, the antenna selection method performs better than the PPC
with m = 1 in the presence of feedback delay, while they perform identically when
there is no delay (p, = 1). For p, < 0.68, the antenna selection outperforms the 2-bit

PPC by using only one feedback bit. This implies that in the presence of feedback
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Figure 3.5: The average SNR versus correlation coefficient p,, for N =2, p. = 1 and
Z=1

delay, using magnitude information is more beneficial than using the same amount of
phase information. As m increases, the PPC outperforms the antenna selection and
for m > 4 the performance of PPC remains almost the same. We also observe that the
OBS outperforms the antenna selection and PPC method in the presence of feedback
delay. For example, if N = 2 and p, = 0.62, the OBS outperforms the antenna
selection with 0.65dB, the 3-bit PPC with 0.61dB and the 1-bit PPC with 0.87dB
higher average SNR. As the correlation coefficient p, increases, the performance loss
of antenna selection to OBS increases.

We observe in Figure 3.5 that in 2 x 1 systems with feedback delay, our proposed
hybrid method outperforms the PPC method with the same number of feedback bits.
We also observe that in the case that two feedback bits are used, the hybrid method
outperforms the PPC method in the presence of feedback delay (p, # 1) while they

perform identically when there is no feedback delay (p, = 1). For instance, if p, = 0.7



CHAPTER 3. PERFORMANCE ANALYSIS UNDER CHANNEL ERRORS 69

the hybrid method achieves 0.18 dB higher average SNR compared with the PPC
method using two feedback bits. When three feedback bits are used, the performance
gain of hybrid scheme over PPC scheme with the same number of feedback bits
increases. For example, if p, = 0.8 the hybrid scheme with m = 2 attains 0.30 dB
gain over the PPC with m = 3. For p, < 0.9, we observe that the hybrid scheme
with m = 1 outperforms the PPC method with m = 3 by using one less feedback
bit. These observations again show the superiority of using magnitude information
over phase information in the presence of feedback delay. We can also observe that
the aware and unaware hybrid methods perform very closely and adapting the hybrid
weighting coeflicients with feedback delay does not improve the performance.
Figures 3.6 (a) and (b) depict the average BER versus transmit power to noise
ratio (TNR) curves for p, = 0,0.5,1 and perfect channel estimation (i.e., p. = 1)
when N = 2 and N = 5 respectively. Figure 3.6 (a) shows that the hybrid method
with m = 2 outperforms the PPC method with m = 3 using the same total number
of feedback bits and performs very closely to the OBS in the presence of feedback
delay. For example, to achieve an average BER of 1073, the performance gain of
hybrid method over PPC is 0.30dB and its performance loss to OBS is just 0.14 dB
if p, = 0.5. This implies that when feedback delay occurs, hybrid scheme performs
very closely to the OBS by using only three feedback bits and it is more practical to
replace the OBS which requires infinite feedback bits with the hybrid scheme. This
Figure also shows that the performance of the aware and unaware hybrid methods are
almost the same. It is also observed that the feedback delay results in degradation of
the diversity gain (the negative slope of the average BER curves) and the coding gain

(the gap between the imperfect curves and the perfect curves) of all these schemes.
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Figure 3.6: The average BER versus transmit power to noise ratio (TNR) for different
values of p,, when p, =1 and (a) N =2 and (b) N = 5.
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In the presence of feedback delay (p, # 1), the diversity gains of all these schemes
are almost the same for different values of p, (the diversity gain is around 1) and for
ideal feedback case (p, = 1) their diversity gain is 2.

Figure 3.6 (b) shows that in the presence of feedback delay (p, # 1), the diversity
gain of the antenna selection, PPC, hybrid and OBS are almost the same (the diversity
gain is about 1) and if p, = 1, the full diversity gain is achieved (the diversity gain is
5). The feedback delay severely degrades the BER performance of all these schemes
by reducing the diversity gain such that for p, = 0 all these methods have the same
BER curves as SISO case. For example, if p, = 0.5 the hybrid scheme experiences
performance loss of 11.6 dB at the average BER of 107 compared to p, = 1. We also
observe that the proposed hybrid scheme with M = 3 and m = 2 outperforms the
PPC method with m = 2 using the same number of feedback bits with feedback delay.
For instance, if p, = 0.5 the hybrid scheme achieves 0.28dB performance gain over
the PPC method at the average BER of 1073, By comparing Figures 3.6 (a) and (b)
we observe that the performance loss due to feedback delay increases as the number
of transmit antennas becomes larger. For example, if p, = 0.5 the performance loss
of antenna selection method at the average BER of 1073 increases from 9dB to 12dB
as the number of transmit antennas increases from 2 to 5.

Figures 3.7 (a) and (b) show the average BER curves versus TNR (i.e., é) in
the presence of channel estimation errors and no feedback delay (i.e., p, = 1) for

pe = 0.9, O'L,?jf’fog and 1, in respectively 2 and 5 transmit antenna systems.

We observe that if p, is fixed (e.g. pe = 0.9), error floor happens and the perfor-
mance is severely degraded. If p, increases with TNR. (e.g., pe = |/ gapasz)> €ITOr

floor does not happen and the performance degradation is less severe. We observe
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Figure 3.7: The average BER versus TNR for different values of p., when p, = 1,
202 =1and (a) N =2 and (b) N =5.



CHAPTER 3. PERFORMANCE ANALYSIS UNDER CHANNEL ERRORS 73

10 fpp=1pe= \/7;%72:

=g Antenna selection
- ~ ~PPC, m =2
| - Hybrid, M = 3, m =2 | &
| e OBS | :
(I) 5 10 15 2I0 2I5 3I0
Transmit Power to Noise Ratio (dB)

Average Bit Error Rate

Figure 3.8: The average BER versus TNR for different values of p, and p,, for N =5
and 202 = 1.

that if p, = % (i.e., k = 0.5), the diversity gain (the negative slope of the
average BER curves) is the same as the perfect estimation case (i.e., p. = 1) and the
performance degradation is due to reduction in the coding gain (the horizontal shift
of the average BER curves). The performance comparisons of different schemes in
the presence of channel estimation errors are similar to performance comparisons in
the presence of feedback delay (see observations for Figure 3.6).

Figure 3.8 depicts the combined impact of channel estimation errors and feedback
delay on the average BER performance of several limited-feedback transmit diversity

schemes in 5 x 1 systems with 202 = 1. If p, is fixed (e.g. p. = 0.7), error floors

are observed and the impact of feedback delay (i.e., p,) becomes less significant. If

pe increases with TNR (e.g. pe = /= ;fﬂ ), we observe that the impact of feedback

delay (pp) becomes more significant. For example, if p, = ,/K;fgz with Kk = 1 we

observe that by reducing p, from 1 to 0.7 the diversity gain becomes less resulting in
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severe BER performance degradations. We observe that if p, = 0.7 the diversity gain
becomes the same as the case that p, = 0 which is equal to one (the same as SISO
case).

The average SNR degradation due to channel estimation errors (compared to the
perfect channel estimation case), SNRq, is plotted versus fixed p, in Figure 3.9 for

2‘;2213 = 1. We observe that the average SNR degradation increases severely as p, — 0.

As the channel estimation errors and feedback delay have separable impacts on the
SNR performance, the average SNR curves for different values of p. and p, can be
easily obtained by subtracting the average SNR degradation in Figure 3.9 from the
average SNRs in Figures 3.4 and 3.5 for different values of p,. The average SNR
degradation due to channel estimation errors with p, = 1/%’;;{‘—% is depicted as a

function of TNR (i.e., %) in Figure 3.10 for different values of x and 2¢0% = 1. We



CHAPTER 3. PERFORMANCE ANALYSIS UNDER CHANNEL ERRORS 75

<

N

W
T

£

w

SNR Degradation (dB)
[\

—

B
; R R N A T S SO

e
A e

Transmit Power to Noise Ratio (dB)

Figure 3.10: The average SNR degradation due to channel estimation errors, SNRy,
versus transmit power to noise ratio , 632, for different values of x when

202 = 1.

observe that as the transmit power to noise ratio increases, the performance loss due to
channel estimation errors decreases. We also observe that as x increases, the average
SNR degradation due to channel estimation errors decreases and the dependability

of the SNR degradation to the TNR becomes less.

3.7 Summary and Conclusions

In this paper we analyzed the performance of the PPC, the hybrid and the antenna
selection methods in the presence of channel estimation errors and feedback delay.
We derived the pdf of phase difference between the estimated and predicted channel
coefficients. Using this pdf, we derived the exact average SNR for PPC in the presence

of channel estimation errors and feedback delay. We analyzed the performance of
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hybrid method for 2 x 1 in two cases where the correlation coefficient between the
estimated and predicted subchannels is known or unknown to the transmitter. We
derived the optimal hybrid weighting coefficients when the correlation coefficient is
known and derived the average SNR expression in this case. Deriving the average SNR
when the correlation coefficient is unknown, we observed that adapting the hybrid
weighting coeflicients to feedback delay does not improve the performance noticeably.
We derived the pdf of received SNR and the exact closed-form expression for average
SNR and BER for the antenna selection method in the presence of channel estimation
errors and feedback delay in 2 x 1 systems.

We showed that channel estimation errors and feedback delays have separable
impacts on the average SNR performance. We also showed that the average SNR
degradation due to channel estimation errors compared to the perfect estimation case
is identical in these methods. We observed that fixed estimation errors result in error
floors and feedback delay does not effect the performance significantly. However in
practice, where estimation error decreases with SNR, we showed that the diversity
gain does not change under estimation errors and remains the same as the perfect
estimation case. In this case we showed that the performance degradation under
channel estimation errors is due to the reduction of coding gain. We also showed that
if the estimation error depends on the SNR, the feedback delay results in significant
performance degradations by reducing the diversity gain. If the channel estimation
is perfect, we showed that the feedback delay results in reduction of diversity gain
to one (the same as SISO) and as a result, severe performance degradations. As
the number of transmit antennas increases, this degradations become more severe.

We showed that our proposed hybrid method outperforms the PPC and antenna
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selection methods in the presence of feedback delay and channel estimation errors.
We observed that in 2 x 1 systems with feedback delay the performance of antenna
selection is better than the 1-bit PPC, while they perform the same when there is no
channel error. We also observe that the 2-bit feedback hybrid scheme outperforms
the 2-bit PPC under channel errors, while they perform the same when there is no
channel errors. This implies that employing only one bit magnitude information is
more advantageous than one bit phase information under channel estimation errors
and feedback delay. We showed that in the presence of channel errors, the proposed
hybrid method outperforms the PPC using the same number of bits and performs
very closely to the OBS by using only three feedback bits (e.g., as close as 0.14dB at
the average BER of 107 when p, = 0.5 and p, = 1).



Chapter 4

Conclusions and Future Work

4.1 Conclusion

Simple practical transmit diversity schemes with very low feedback rates are of great
importance to the downlink of wireless communication systems. In other hands due
to the limited bandwidth of the feedback link it is practically important to evaluate
the impact and possible forms of channel information. In order to gain insight to the
value and efficiency of different kinds of CSI we consider the antenna selection and
the PPC methods where the latter only applies the phase information and the former
applies only the magnitude information of the channel. We also propose a simple
practical hybrid method which applies both the phase and magnitude information of
the channel and outperforms the practical PPC and antenna selection methods. For
2-transmit antenna systems, this scheme applies one-bit magnitude information and
outperforms the PPC method with the same number of feedback bits and performs
very close to the OBS using very few bits of feedback. This implies that only one
bit magnitude information is enough to elevate the performance of PPC method very

78
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close to the optimal beamforming. For N-transmit antennas systems, the proposed
hybrid method steers the phase of the stronger subchannels which results in potential
better performance compared to the PPC and the EGT by avoiding power dissipation
over insignificant subchannels. The hybrid method requires considerably reduced
electronic circuitry and less computational complexity compared with the PPC and
EGT methods as it performs PPC only on selected subchannels. Our results for
Rayleigh channels reveal that selection of 75% of antenna elements results in best
performance when beamformer only adjusts the phase of transmit signals. In order
to achieve a close to optimal performance and more reduced transmitter complexity,
we suggest to use only about half of transmit antennas.

The antenna selection scheme as a simple solution to the high implementation costs
of MIMO systems, suffers from a degraded performance in correlated Rayleigh and Ri-
cian fading channels. As a practical solution to this, we present the transform domain
selection and specifically the FFT-based selection method which substantially out-
performs the antenna selection in correlated Rayleigh channels and systems applying
linear arrays of omnidirectional antennas. In order to reduce the computational com-
plexity of the PPC method, we propose an almost-optimal fast procedure for finding
the optimal PPC coefficients. This procedure reduces the computational complexity
order of the finding optimal PPC codewords from O (2V=1)) to O (N — 1).

To incorporate more practical issues, we analyze the impact of channel estimation
errors and feedback delays on the performance of the PPC, hybrid and transmit an-
tenna schemes. We derive the average SNR expression for the PPC method in the
presence of channel estimation errors and feedback delay and derive the probability

distribution of the phase difference between the estimated and predicted subchannels.
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We analyze the SNR performance of the hybrid method under imperfect channel es-
timations and feedback delays. We derive the average SNR of hybrid method in two
cases that the correlation coefficient between the estimated and predicted subchan-
nels is known or unknown to the transmitter and optimize the hybrid coefficients if
this correlation coefficient is available. We also analyze the performance of trans-
mit antenna selection method in the presence of feedback delay and derive the exact
closed-form expression for the average SNR and average BER of this method in 2 x 1
systems. For all these methods we show that the channel estimation errors and feed-
back delay have separable impacts on the average SNR performance, and the average
SNR. degradation due to the channel estimation errors is identical in these methods.
Using our analytical and numerical results, we present a useful performance evalua-
tion and comparison of these important practical methods in the presence of channel
estimation errors and feedback delay. We show that our proposed hybrid scheme out-
performs the PPC and antenna selection methods in the presence of channel errors
and performs very closely to the OBS by using very few bits of feedback. We also
show that methods using magnitude information (such as antenna selection and hy-
brid methods) perform better than the methods using only phase information (such as
PPC method) in the presence of feedback delay. This implies superiority of employ-
ing magnitude information over employing phase information in case of experiencing
feedback delay. We show that if the estimation error is invariant to SNR error floors
happen. For the realistic assumption that the channel estimation error decreases with
SNR, we show that the channel estimation errors does not change the diversity gain
compared to the perfect channel estimation case and the performance degradation is

due to reduction of coding gain by an identical factor for all methods. In this case we
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also show that feedback delay results in severe performance degradation by reducing

the diversity gain as low as one (the same as SISO case).

4.2 Future Work

Simple limited feedback schemes with small number of antennas at the mobile set and
low receiver complexity as well as a reduced number of RF chains are desirable for
downlink transmission due to the size and power limitations of most of the current
handheld devices. Some current, and most future, base stations are expected to be
equipped with at least two transmit antennas in each sector that can be used for
downlink transmit diversity. In this thesis we proposed a simple yet efficient hybrid
scheme which can achieve near optimal performance using few feedback bits. A
possible expansion of our work could be to study the impact of hybrid method on the
multiuser diversity gain and throughput of multiuser wireless systems. Furthermore,
the study of interaction between transmit diversity and the multiuser diversity that
already exists in scheduled systems is suggested as a possible future work.

We studied the impact of channel estimation errors and feedback delay on several
practical transmit diversity schemes. Analyzing the joint and separate impact of
channel estimation errors and feedback delays on the performance of more complicated
beamforming schemes employing vector quantization techniques such as the ones
in [9, 10] are also considered as possible future works. Another possible extension
of the work in this thesis is to analyze different limited-feedback transmit diversity
schemes (such as the PPC, hybrid and transmit antenna selection schemes) in the
presence of other channel errors and feedback impairments, such as feedback link

error.
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Appendix A

Derivation of Average SNR in

Antenna Selection Scheme

In this Appendix we derive (2.15). The average SNR in the antenna selection method

(l. gélehil)j : (A1)

The cumulative distribution function (cdf) of the random variable Z 2 max;—1,...n |,

is given by,

SNR=LF
g

where |hy],...,|hx| are i.i.d Rayleigh random variables, is as follows
Fz(Z) = PT(““I? |h2|a AR |hN’ S Z)
= Fn(2) ... Finy(2) = Fj\(2). (A.2)

The last two equations in (A.2) are derived using the fact that |hs|,. .., |hy]| are i.i.d

Rayleigh random variables. By taking derivative from (A.2) we have pdf of Z as

f2(2) = NF7 (2) fiy(2) = 2N(1 — €)™ 27 u(2), (A.3)
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where u(z) is the unit step function. Using (A.3), the average SNR is derived as,

P o0
SNR = —2/ INZ(1—e )N 1% ds
7= Jo

P [ = N-1 —ank—
= —/ NxZ(k ) (—e™®) e "da
0 k=0

o2

(A.4)




Appendix B

Derivation of Average SNR in

PPC method

In this Appendix we derive (2.20). For the PPC with the first coefficient method the

average SNR is given by

P

NR =
SNR Vo2

P
No?

P
No?

[~
Z hiejQ(Zhl—éhi)

=1

T

"N N
E Z Z hph;ejQ(lhrlhp)e—jQ(lm—th)J
Lp=1 ¢=1

[N N
E ZZ|hpl|hq|ejepe"jeq}. (B.1)

Lp=1 ¢=1

Where 0, and 0, are respectively quantization error of Zh,— Zh; and Zh,— £hy. Using

this, average SNR is given by

P N N
Ty 2 i0p
SNR = NU2E[Z B2+ > hpllale?
p=q=1 p=2
N ) N N
F D llde 4 S S hyllbleen]. (B2)
q=2 pFg=2 q=2
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Using the fact that 6, and 6, are uniformly distributed over (——QLM, 5’,%) and are un-

correlated with |h;|’s, we can simply get (2.20) from (B.2) as follows,

SNR = % [NE [[71]?] + 2(N — 1) (B]h1|)? Blcos 6]
+(N = (N = 2) (El])’ (Eleos 8])°] (B.3)
P 92m~2

m—1 43 m
= NU%[N+(N—1)2 1s1n2—m+(N—1)(N—2)



Appendix C

Derivation of g; and ¢y in Hybrid
Method

In hybrid method average SNR is given by:

P

il > al| £

2 ’
n

SNR = maxF Dglhl + gzhzejcz(lhl—éhz)

g1, 92

P
= max B g%\ f? + galhaf? + 291 9ah el cos 6| > Ihal| = (C.1)
915 92 On
where 6 is the quantization error of /h; — Zhs and is uniformly distributed over
(=55, 5% ) and is uncorrelated from |h,||h,| given |hi| > |he| . Using the joint pdf of
|h1] and |hs| given |hi] > |ha| as,
8rirae~ I+ D) ifpr >y >0

(TlarZ) = (02)
[R1]>|h2] 0 Otherwise

[hal,|h2|

we calculate the conditional expectations in (C.1)as, E[|h1]2i|h1| > |he|] = 3, E[|h2|2‘ |hy| >
|ho|] = L and E[|h1||h2|'|h1| > |hg|] = § and we derive average SNR as follows

— 2
- P 3 1
SNR = max (s + Egg + g1922™ 'sin gﬂ—@) (C.3)

2
91, 92;93+92=1,91,926 R+ O "2
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By applying Lagrange multipliers subject to the constraint of g + g2 = 1, g1, g2 are

found as (2.28) and (2.29). Consequently, the maximized average SNR is derived as,

S— P 1 T
- ~. 1 2m—-2gin? | | .
SNR = [1 + 2\/ +2 Sin” 5o (C.4)



Appendix D

Derivation of Average BER in

(GGeneral

In systems using BPSK or QPSK with Gray coding the BER can be exactly expressed

as,

P = 5Elexte(T)] = [ gertolyD (1), (D.1)

where erfc(z) = 2 [ e d¢ is the complementary error function and v is the SNR
7

x

per bit.

Lemma 1. Consider systems using BPSK or QPSK with Gray coding and with SNR
per bit of v = ;2%1;—[), where Z is a function of channel gain and D is the number of
constellation points. If Fz(0) = 0, where Fz(z) is the cumulative distribution function

(cdf) of random variable Z, average bit error rate is derived as,

R
P, = 2\/2_71:/0 272e7 2 Fz(z)dz, (D.2)

2P
g2 logy D

where § =
95
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Proof. Using (D.1}, we have

1
P. = ZE
2

- _% /0 ooFZ(z)d(erfc(\/—%;)) (D.3)

= \/B ” '56_%2' z)dz
_ 2\/%/0 b E By (2)dz, (D.4)

where (D.3) holds because in these systems Fz(0) = 0, thus erfc(\/%ﬁ)FZ(z)’zo =

0. |



Appendix E

Average BER in Antenna Selection

The SNR. in antenna selection method is given by,

P
SNR = = max |k} (E.1)
0“i= N

,,,,,

The cdf of random variable Z = max;—1, . n |hi|* is
Fz(z) = Fppz) = (1 —e*)Yu(2). (E.2)
This cdf satisfies the condition of Lemma 1 in Appendix D (i.e. Fz(0) =0). By using

Lemma 1 and the definition of Gamma function, I'(n + 1) = o™ [ z"e™*"dz, and

also doing some manipulations the exact average BER is derived as,

P = % é(_ni (7) \/E. (E.3)

By using the above result, when N = 1 the average BER is given by,

1 B s
Pe_§<1—2\/ﬂ+2+\/5+4). (E.4)

Average BER expression of the PPC method using one bit feedback is exactly the

same as (E.4).
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Appendix F

Average BER in Optimal

Beamforming Scheme

P(|h|?)
g2

In the optimal beamforming method for N x 1 wireless systems, the SNR is
where Z 2 |h]|? has a central chi-squared distribution with 2N degrees of freedom.

The cdf of Z is given by,

Fylz) = <1 =S Ziff) u(z). (F.1)

=0

As Fz(0) =0, Lemma 1 in Appendix D can be applied here. By doing some manip-
ulations and using the definition of Gamma function, the exact closed-form average

BER expression is reduced to

P, = 1 (1 - T (_2?)! \/B, ) . (F.2)
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Appendix G

Lemma 2

Lemma 2. If X is a zero-mean circularly symmetric complex Gaussian (CSCG)
random variable with variance of 62, and S is a complex random variable independent
of X, with deterministic magnitude (i.e., |S| =constant), then SX is a zero-mean

CSCG random variable with variance of |S|?c2.
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Appendix H

Derivation of fx (z1)

In order to derive the pdf of X; from
fx, (1) / / / Ix1.%2.%1.%2 (%1, T2, Y1, Y2 ) dy2dyr dy (H.1)
z2=0 Jy1=0 Jy2=

we use the Taylor expansion of the Bessel function, Ip(z) = 7o, (kv)Z in the expres-

sion of fx, x;v1,v: (%1, Z2,Y1,Y2) in (3.69) and take the integrations as follows,

z24ad+yi+y3 >

Fxi(@1) / ) / ) / ) ot
x1\Z1) =
! x2=0 Jy1=0 Jy2=0 08(1—'0’2’)2

PpT1YL )2k1 0o ( PpT2Y2 )2k2

202(1—p2) 202%(1-pZ)
X Z Z 2 dygdyldccz (H2)
k1=0 (k)2 k=0 (k2!)
(H.3)
3 ']
/ /°° 16\/' 2(1 — pp)2 (w’12+x'22+y’12) Z p;[z)kl (x,lyi)%ﬁ_l
z2=0Jy1 k1=0 (kl')z
) 2k2 2k2+1 ka2 a7 12q2
pp” " X)) exXp =¥y )y
xy 2l (1 -y ( - vt ) dyidz, — (H.4)
k2=0 2=0 d2:
for z; > 0 and zero elsewhere, where 2 #\/%p%) and yg = ﬁ fori=1,2
and equation (H.4) is derived from the integral [2"*le*'dz = —~Ze ™2 37 ki,k
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By using the integral f;° z?"+! exp(——;a—i)daz = 2"nlo®*2) fx, (z1) is derived as,

0 8\/2(1—/) )pak?
fx (1) = -

p 2k2+1
3 eXp 2 / 2 d 7
a kQ _0

ko=0

00 o0 / / 2Ic1+1e (zl +yi ) < k2 —yl y/th)
Z 1— Z 2L | dyl (H.5)
N2
/: =0 kl-) 10 2!
i i 2)2p2k1+2k2
ko=0k1=0

2k1+1
X1
o4/2(1~ p2)
2 k2
T3 k‘l + [#4] 1
_— 1- H.
e ( 20%(1 - p§)> [ Z < ky 2k1+q2+1}’ (H.6)

gq2=0
for z; > 0 and zero elsewhere.

We simplify the pdf expression in H.6 using the geometric series property that
Yoreg BF = 125 for |R| < 1 as follows,

4 1__ 3 2k1+2k2
fxi(z) = ZZ VA ) 2y

1

ko=0 k1=0
ko
; ki+q 1
Xexp( 2) [1_ Z( 1k1 Q)leu(xl) (H.7)
q2=0
dz1(1 — pp) 2 2k
= 2l () | 3 3 ™
ka=0 k1= 0

o0 2k1

B (oY) — (k14 P _
> e Z( k) o luw) ()

« g (kl Zlfn) <%§) (1 _ fzz)klﬂlu(xl), (H.9)

2\ ¢
where u(.) denotes the unit step function. By applying the fact that > ">, (kllj; ) (%‘”—) ’ (1-
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2 2 2\ 92
Z)yrt =1, where f(ki+1;¢2, %) = (kl,;qz) (%) (1- %)’““ is a negative binomial

distribution, we derive the exact closed-form expression for fx,(z;) as follows,

( i )k

72 2 fo'e] - 2

4 —x 2 ! P

Fa (@) = &21_ [exp (&;L) -y _E(if)_} w(z)  (H.10)

2
o o 2k1(1 — )

2x xz exp (_—2 2 - 7] )
=1 [exp (-—1> - i ]u(wl). (H.11)

21~ %)



Appendix 1

Derivation of Diversity Gain and

Coding Gain in General

The coding gain G, determines the horizontal shift of the BER curve and the diversity
gain G4 determines the slope of the BER curve in the high-SNR region. If the average
BER expression, P,, as a function of SNR per bit (or ) is available, we can find the
coding gain G, and diversity gain G4 of any systems using the definition,
Jfim P = (Gf)™% = lim P% = (G.)™%". (1.1)
By replacing § with % we can apply the Taylor expansion of the average BER. expres-
sion around z = 0 (instead of working with the expression around 8 — o) and find
the diversity gain and consequently the coding gain using the fact that,
0 ifd< Gy
lim Poo™ = ¢ G~ ifd =G,y (1.2)
o0 if d> Gy

103



