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Abstract 

The flow field characteristics of four dinerent geometries of a row of square jets in a 

crossflow at velocity ratios relevant to gas turbine film cooling applications have been 

examined using experimentd and computational met hods. The geometries considered 

were: long and short entry length streamwise-inclined jets, spanwise-inclined jets, and 

compound-angle jet S. Mean velocit y and turbulence measurement s were made using a 

three-component LDV system. Jet penetration, spreading, and film cooling effectiveness 

were rneasured using a fiame ionkation detector . Numerical simulations were petformed 

using three different turbulence models: the standard k - e model, Menter's baseline 

blended k - alk - w model, and Menter's shear stress transport model. 

The flow field at the jet exit is strongly influenced by the crossflow, as well as by 

the inlet conditions at the entrance to the jet orifice. At low velocity ratios the jets 

do not penetrate beyond the upstream boundary layer thickness. As the velocity ratio 

increases, the jet penetrates beyond the boundary layer resulting in stronger interaction 

with the crossflow. Considerable anisotropy of the turbulent flow field is observed. The 

fikn cooling effectiveness is best at the lowest velocity ratio as the jet is deflected strongly 

towards the floor of the wind tunnel, although the improvement is more significant for 

the streamwise injection case. At the highest velocity ratio the spanwise jets provide the 

best film cooling effectiveness but provide increased blockage to the crossdow. 

The results of the preliminary computational analysis indicate that the flow field 

produced by each of the geometries provides a serious challenge for numericd modelling. 

r underpredict ed 

inherent in the 

Mean velocity gradients and turbulence kinetic energy levels are typically 

by the computations due to the assumption of equilibrium turbulence 



models. The use of an isotropic eddy viscosity mode1 miist be reconsidered in light of the 

measured turbulence anisotropy and generation of turbulent shear stresses fkom velocity 

gradients not included in the standard eddy viscosity formulation. 
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Chapter 1 

Introduction 

1.1 Background 

In the cornpetitive market of gas turbine engines, whether for aerospace or electrical power 

generation applications, srnaIl improvements in performance can give a sizeable advantage 

in the marketplace. As such, engine designers are constantly looking for innovative 

methods for improving the performance of their engines. One such method, known as 

film cooling, has been in use since the 1950's and is one of the reasons that modern gas 

turbine engines have been able to attain very high efficiencies. 

When considering the performance of a gas turbine engine, there are essentially two 

limiting factors: compressibility and blade stress. The mass flow that can p a s  through a 

given turbine will be limited by cornpressibility considerations. The square of the rotation 

speed is proportional to the work done by that stage of the turbine (Hill and Peterson 

(1992)) and the dowable blade stress b i t s  the rotation speed of the turbine wheel. 

However, as the maximum engine temperature is increased, the dowable blade stress is 

reduced. Why, then, would it be desireable to increase the operating temperature of such 

an engine? The answer lies in considering the work done by the turbine. The work per 

unit mass is proportional to the inlet stagnation temperature of the turbine stage for a 

given pressure ratio and adiabatic efficiency. The turbine work is typically two or three 

times the useful output of the engine so a 1% increase in the turbine inlet temperature can 

result in a 2% to 3% increase in engine output. As a result, engine designers are willing 



to consider fairly elaborate methods to d o w  for this inaeased operating temperature. 

The use of advanced materials has dowed for some increase in operating tempera- 

tures but these materials c m  be very expensive to use and sometimes have undesirable 

characteristics for long-term applications (they may have poor oxidation resistance or 

tend to be brittle.) One of the most effective cooling methods is through mass transfer, 

which involves the injection of a secondary coolant fluid into the boundary layer on the 

surface to be protected. Two primary methods may be used to inject this secondary fluid: 

transpiration cooling and film cooling. A third method, ablation cooling consists of a 

coating on the surface which undergoes sublimation when exposed to high temperatures. 

This method is only usefûl in applications where the high temperatures are present for a 

short duration as the thermal protection is not renewable during operation. 

In transpiration cooling the surface to be protected is porous and the secondary fluid 

enters the boundary layer through the s m d  holes in the wall. This method is very 

effective for cooling the area at the porous wall and tends to innease the thickness of 

the boundary layer, reducing heat transfer from the hot flow outside the boundary layer. 

However, transpiration cooling is not practical for most gas turbine applications as the 

fabrication of porous materials is difficult and the materials tend to lack the strength 

required. In addition, the s m d  pores are prone to clogging which would result in local 

'hot spots', increasing the thermal stress on the blade. 

In film cooling the secondary 0uid enters the boundary layer through holes or slots 

in the surface. Slots are not used in gas turbine applications since the strength of the 

blade is reduced too much. Fikn cooling is not as effective as transpiration cooling for 

reducing heat transfer in the immediate vicinity of the injection point but provides good 

protection downstream of injection. One m t i d  region requiring thermal protection is 

the leading edge of the turbine or stator blades. In this region (often referred to as 



the 'shower-head' region) a large number of holes are driUed to simulate the good local 

coverage provided by transpiration cooling. The intenial heat transfer in this critical 

region is also improved due to the coolant passing through the holes. There is a trade-off 

between having enough cooling holes and maintaining the strength of the blade. 

Film cooling has been referred to as a 'three-temperature' problem where the tem- 

peratures involved are those of the fÎee stream, T,, the coolant , G, and the w d ,  Tm. In 

dealing with fiLn cooling processes, designers are primarily interested in the heat transfer 

rate per unit area, q, and the wall temperature, Tw . In order to determine t hese values, 

two primary methods have been developed, referred to as calculation methods A and B 

by Eckert (1984). Both methods make use of the assumption that the fluid properties are 

constant and equal for the main stream and coolant fhids. W e  this assumption is not 

entirely correct it may not be as poor as it initidy appears, provided that the appropriate 

reference temperature is used to calculate the fluid properties (Eckert (1955)), (Knuth 

(1963a)), (Knuth (1963b)). With these assumptions the energy equation becomes linear 

and the technique of superposition rnay be used to find solutions. 

The more widely used calculation technique, method A, defines the heat transfer 

coefficient, h, based on the adiabatic wall temperature, Ta,: 

This definition of h has the usefd property that q = O when Tw = Ta,, and h is well- 

behaved (no infinite values). In addition, for the constant fluid property assumption h is 

independent of the temperature ciifference Tm - TaW. The adiabatic wall temperature is 

usually non-dimensionalized as: 



where T, is the temperature of the main stream and Ts is the temperature of the coolant . 

Both T, and T2 are assumed to be constant. This dimensionless adiabatic wall temper- 

ature, qf, is referred to as the film cooling effectiveness or FCE. 

Two coefficients are required to solve t his t h e - t  emperature problem: the heat trans- 

fer coeffient, h, and the film cooling effectiveness, qf.  The values of these coefficients can 

be found, for example, from two experîments: one where the coolant is ejected at  a tem- 

perature, T2 with an adiabatic wall (q, = O),  and one where the coolant temperature is 

equal to the fiee stream T, with a finite heat flux presaibed dong the wd. The fnst 

experiment simulates the influence of the mixing of the free stream and coolant fluids 

without the complication of the w d  heat transfer while the second deals with the in- 

fluence of the w d  heat transfer without the complication of the mixing of the two fluid 

streams at different temperatures. The actual waIl temperature is then just the sum of 

the w d  temperatures from the two experiments. 

With calculation method B, proposed by Metzger e t  d. (1968), the possibility exists 

that the heat transfer coefficient can go to infinity if certain conditions are met. The 

advaiitage of this method is that an adiabatic wall is not required. Eckert (1984) showed 

that the two calculation methods are similar and that the parameters from one approach 

may be converted into the parameters of the other. As such, method A has been selected 

for this work, primarily due to the advantage of determining qf using the heatlmass 

transfer analogy. This will be discussed in more detail later. 

An important consideration in the use of the method of superposition to determine 

the heat transfer parameters is that the fluid properties have been assumed constant and 

equal for both the coolant and free stream Luids. This allows the momentum and energy 

equations to become decoupled so that once the flow field is specified the temperature 

field may be determined. In much of the early work on film cooling, measurements were 



made of heat transfer coefficients and film cooling effectiveness but very few researchers 

endeavoured to measure the flow field. However, the motion of the %uid is of critical 

importance in detennining the temperature distribution on a film cooled surface. Con- 

sequently the study of jets in a crossflow became an important aspect of film cooling 

research which aims at a better understanding of the mechanisms behind the heat trans- 

fer. The importance of understanding the flow field becomes apparent when considering 

the use of numerical simulation to predict heat transfer on a surface. If the flow field is 

not predicted correctly, the temperature dishibution on the surface will not be correct. 

Jets in a crossflow are found in many applications ranging horn smokestack pollution 

dispersion to V/STOL aircraft; control to film cooling in gas turbine engines. Although 

similar characteristics can be found in aIl these flow fields, the details for a particular 

geometry can be quite different depending primarily on the jet-to-crossfiow momentum 

flux ratio (1) (Holdeman and Walker (1977)). For film cooling applications the momen- 

tum flux ratio is typicdy fairly low, around 1.0 or lower, reflecting a trade-off between 

the heat transfer and the aerodynamics of the turbine blade, as well as considerations of 

power output. At higher momentum flux ratios, more coolant fluid is available to provide 

protection to the blade but the jet is more likely to separate from the surface leaving 

sections exposed to the hot crossflow. The inneased injection also results in aerodynamic 

losses due to the increased interaction wit h the crossflow . 

1.2 Literature Review 

In general, three techniques are commonly used in the study of fluid flow and heat 

transfer: 1) analytical solutions of the relevant equations, 2) experimental measurements 

and subsequent empirical correlations, and 3) numerical simulation using Computational 

Fluid Dynamics (CFD) to solve the modelled equations of fluid flow and heat transfer. 



Previous work using these techniques as applied to the füm cooling process or jets in a 

crossflow will be discussed in the following sections. As noted earlier, jets in a crossflow at 

low moment um flux ratios are of primary interest for gas turbine fiLn cooling applications 

and most of the Lïterature cited wdl be at low 1. 

1.2.1 Analytical Studies 

Most of the existing models in the literature seek to  predict the jet trajectory and en- 

trainment rate. Typicdy, empirical coefficients are used to reach this goal. As a result, 

better predictions are not necessarily based on a better understanding of the underlying 

physics . 

Needham e t  al. (1988) and Needham et  al. (1990) used an inviscid flow analysis to 

determine if an inviscid mechanism exists for the deflection of a three-dimensional jet in 

a crossflow. In these studies the jet is considered to emerge from a pipe inclined to the 

main flow. A small-disturbances treatment of an inviscid three-dimensional vortex sheet 

model is applied and an inviscid mechanism for the defiection of the jet is found in this 

way. However, such a mechanism only exists when the jet has a component of velocity 

in the crossflow direction. In the case of a three-dimensional jet perpendicular to the 

crossflow there is no inviscid mechanism for the jet deflection. For twcdimensional flows 

this is not the case (Stropky (1993)) but the focus of this thesis is on three-dimensional 

jets in a crossflow. 

The model of Needham is typical of those used for the analysis of a three-dimensional 

jet in a crossflow and is only valid for situations where the jets are much stronger than 

the crossflow (ie. large velocity or blowing ratios.) In the case of very weak jets it is 

possible to use the boundary layer equations and treat the jet as a perturbation. In the 

case typical of gas turbine film cooling where the jet-to-crossflow velocity ratio, R, is of 



order one, neither of these simplifications is appropriate. 

1.2.2 Experimental Studies 

Film cooling studies for multiple rows of holes are becoming more common and extensive 

work has been done by Prof. Ligrani's group in this area: Ligrani e t  d. (1994a), Ligrani 

et al. (1992), and Ligrani and RMisey (1995). These studies have concentrated on film 

cooling effectiveness and heat transfer. Film cooling dectiveness over curved surfaces 

with various hole geometries has been examined by Ou and Han (1994), Mehendale and 

Han (1992), and Salcudean et uf. (1994), among others. However, as the present work 

deah with single rows of jets on a flat surface, the Iiterature review WU focus on similar 

studies. 

Early studies on jets in a crossflow as applied to the film cooling process focussed 

primarily on measuring the adiabatic film cooling effectiveness ( r ) l )  or heat transfer dong 

the surface downstream of the slot or jets. Measurements of the flow field were not 

common, as seen in the review paper by Goldstein (1971). In addition, most of the 

references cited are for a twdimensional slot flow ejecting into the crossflow. Slots are 

not practical for most film cooling applications since, as is common in gas turbine blade 

cooling applications, the dots reduce the strength of the blade which reduces the potential 

power output of the engine. As a result, research started to focus more on discrete-hole 

cooling . However, the experimental measurement s were primarily for the film cooling 

effectiveness, q f ,  dong the surface with occasional measurements of scalar transport 

(temperature or concentration) or one velocity component (typically streamwise) in the 

crossflow downstream of the jet(s). 

Andreopoulos and Rodi (1984) made one of the first detailed flow field studies using 

a three-sensor hot-wire probe. They investigated the flow produced by a single round 



jet perpendicdar to the crossflow at low velocity ratios of R = 0.5,1.0,2.0. Many of 

the features found in the single jet case are also present in a row of jets. In fact, as 

pointed out by Goldstein (1971), superposition of qf data for a single jet may be used 

to predict qf for a row of jets if the velocity ratio, R, is s m d  and the jet-to-jet spacing, 

s, is reasonably large (depending on R) so that jet-tejet interaction is s m d .  At low 

R the momentum of the injected fluid is insufficient to penetrate beyond the boundary 

layer into the mainstream flow and remains dose to the wd. As the velocity ratio is 

increased the jet eventudy penetrates beyond the boundary layer and is deflected in the 

direction of the crossfiow. In addition, two counter-rotating vortices form inside the jet 

due to the transport of vorticity from the edges of the injection hole, giving the classic 

'kidney-shaped' vortex pair which is characteristic of t his flow field. 

The jet spacing-tediameter ratio, s / D ,  is an important parameter in the study of a 

row of jets in a crossflow. For rectangular holes the limiting case of s/D = 1 corresponds 

to a two-dimensional slot which has the greatest penetration into the crossflow. As s / U  

increases to between 3 and 5 the jet penetration is reduced as the free-stream fluid is 

entrained in the jet, enhancing deflection. As the spacing is increased further the jet 

penetration increases again due to the presence of the free-stream Buid flowing between 

adjacent jets which tends to increase the pressure on the downstream side of the jets 

(Sterland and Hollingsworth (1975)). The vortices from adjacent jets which induce a 

velocity field that tends to push the jets towards the door (Haven and Kurosaka (1996)) 

are also moved farther away and have l e s  influence on the jet penetration. Ligrani e t  al. 

(1994b) found indications of this tendency when comparing the adiabatic film cooling 

effectiveness from a single row of holes with a compound (streamwise and spanwise) angle 

orientation at two different s / D  ratios. For s / D  = 6, the spanwise-averaged effectiveness 

is 20 to 39 percent higher than when a spacing of s / D  = 7.8 is used due to the increased 



penetration of the jets with wider spacing. 

In many of the earlier studies on jets in a crossflow, the entry length of the jet tube 

was long so that the flow was fully-developed before entering the crossflow. Long entry 

lengths are not possible on gas turbine blades and one of the first detailed studies was 

performed by Pietrzyk e t  d. (1989) who used a short entry length ( L I D  = 3.5) to 

simulate more closely the conditions typical in film cooling applications. Their data, 

from tw~dimensional LDV measurements at R = 0.25, 0.5, and 1.0 on 35" streamwise- 

inclined jets, suggested the presence of a separation bubble from the sharp entrance to 

the jet orifice. 

The use of round holes for jet in crossflow studies is far more common than square 

or rectangular jets. Kavsaoglu et  al. (1989) investigated the surface pressure distri- 

butions dong with some velocity and turbulence data produced by two 90" and two 

60° streamwise-inclined rectangular jets at R =2, 4, and 8. Some cornparisons are 

made between the pressure distributions produced by these jets and a single circular 

jet (Kavsaoglu and Schetz (1989)). The main ciifference between the round and rectan- 

gular jets is the sharp negative peak pressure coefficient around the upstream corners of 

the rectangular jet S. The maximum negative pressure coefficient is lower for circular jets 

and occurs at the sides of the jets, although the area of negative pressure is larger for 

round jet S. 

Detailed studies of a turbulent &ee square jet were undertaken by Quinn and Militzer 

(1988) and Quinn (1992). Cornparisons were made with data for a circular jet with the 

same upstream conditions and exit area. These studies showed that a square jet spreads 

faster than a circular jet in the near flow field. If the spreading of a turbulent free jet is 

viewed as the result of entrainment of the ambient fluid, then a square jet entrains fluid 

farter than an equivalent circular jet in the near field. By 20 'equivalent jet diameters' 



(defined as the diameter of a circdar jet with the same exit plane area as the square jet) 

downstream, the jet is M y  axisymmetric. Recent work by Haven and Kurosah (1997) 

indicates that square jets do not penetrate as far into the crossflow as do round jets. 

However, implications of improved film cooling for square jets are not clear due to the 

increased mixing with the crossflow. 

In most film cooling applications there is a signXcant difference in the temperatures 

of the coolant and crossflow which results in a density Merence between the two streams. 

This effect was investigated by Goldstein et al. (1974) for a row of round jets with lateral 

spacing of s / D  = 3 inclined a t  3 5 O  in the streamwise direction. They found that the use 

of a relatively dense secondary fluid (DR = p j / p m  zz 3.5) requires a significantly higher 

blowing ratio to cause jet separation from the surface than when the densities are the 

same. This effect results in considerably better cooling for 0.2 < M = p j U j / p m U a  < 1.0 

(0.057 < R < 0.286). The data for the cooling effectiveness appear to collapse fairly well 

when plotted as a function of the moment um l u x  ratio, I .  

In gas turbine applications there is also a large favourable pressure gradient which 

is not present in most flat-plate film cooling studies. Schmidt and Bogard (1995) in- 

vestigated this effect using a pressure distribution representative of the suction side of 

a gas turbine blade and compared the results with zero-gradient data obtained in the 

same facility. The experiments used a density ratio of 1.6 with a range of blowing ratios 

from M = 0.4 to 1.5 (R = 0.25 to R = 0.94). When the cooling jets did not detach 

from the surface, the application of the pressure gradient resulted in an improvement 

of the lateral spread of the jets immediately downstream of the fh cooling holes and 

increased the decay rate of the spanwise-averaged effectiveness. However, overall changes 

in effectiveness were s m d .  At the high blowing ratio (M = 1.5) when the cooling jets 

were completely detached, the pressure gradient had essentidy no effect on the resulting 



effectiveness . 

The upstream conditions can have a significant effect on the tlowfield. Sinha e t  d 

(1991) examined the influence of upstream conditions on a row of 35" streamwise-inclined 

jets. In this case the modified conditions were created by a similar row of jets which were 

40D upstream. The main flow features which were present for the first row were also 

present for the second row. However, due to the thicker boundary layer present for the 

second row, the strength of these features was reduced. The lower momentum of the cross 

stream resulted in reduced velocity gradients and consequently lower levels of turbulence 

were generated downstream of the second row. The penetration of the jets fiom the 

second row into the cross stream flow was geater than the penetration boom the first row 

as the blowing ratio was effectively increased for the second row due to the lower-velocity 

crossflow near the wall. 

Kohli and Bogard (1995) investigated the effect of injection angle on the adiabatic 

effectiveness, thermal field, and two components of the velocity and turbulence fields 

at a density ratio ( p j / p m )  of 1.6 and at  injection angles of 35 and 55 degrees. At 

low momentum flux ratios the 5 5 O  holes showed only a slight decrease in the centreline 

effectiveness as compared to the 35" holes but there was a significant reduction at high 

momentum ratios. The more rapid change in the thermal field and higher turbulence 

levels for the 55O holes indicated that the stronger interaction with the crossflow resulted 

in more rapid mixing of the jet and crossflow as compared with the 35" case. 

Detailed mean velocity field rneasurements were made by Lee et al. (1994) for a 

single 35' streamwise-inclined jet in a crossflow on a flat plate. AU three components of 

velocity were rneasured using a five-hole probe and the interface between the jet and the 

crossflow was inferred fiom the vorticity distribution. Some difficulties were found with 

this inference method as the authors noted that at low velocity ratios the jet flow was 



dominated by turbulence. As a result, the interface was only indicated for the highest 

velocity ratio of R = 2.0 where there was a more distinct change in the vorticity field 

between the jet and the crossflow. It was also suggested that the flow is sufficiently three- 

dimensional so t hat previous t w~dimensional s t d i e s  which at temp t ed t O characterize 

the flow field were unable to adequately describe the flow structure. 

Honami et  al. (1994) investigated the thermal and velocity fields for 30° spanwise- 

inclined jets with s / D  = 5 and at velocity ratios of R = 0.5,0.85,1.2. Temperature and 

one (streamwise) velocit y component data were obtained simultaneously using a double- 

wire probe. Surface temperature data were obtained using an encapsulated t hermotropic 

liquid crystal. The authors found that the jet floy was asymmetric with a large vortex 

on one side. The asymmetry was increased with the velocity ratio which resulted in low 

film cooling effectiveness. 

The influence of jet orientation relative to the crossflow was investigated by Lee et al. 

(1995). Thei.  work indicated that, for a fixed inclination angle relative to the tunnel floor, 

as the orientation angle relative to the crossflow increased there was an improvement io 

the film coverage on the test surface. The researchers also found that the aerodynamic 

losses grew larger as the orientation angle was increased. 

1.2.3 Computational Studies 

As the experimental work on jets in a crossflow has become more sophisticated, the 

numerical predictions have been improving as well. In a sense, the need for validation 

of the numerical models has been the motivation for the increased attention to the flow 

field details in the experimental literature. 

An early paper by Patankar et d (1977) showed reasonable success in predicting 

the jet trajectory and mean velocity field for a single, circular jet injected perpendicular 



to the aossflow a t  velocity ratios ranging from 2 to 10. However, a uniform, vertical 

velocity was prescribed at the jet exit and, since a rectangular grid was used, the circular 

hole was approximated by using a number of ceils with a total area equivalent to the 

circular hole area. In light of this, and the coarse grid which was used (10 x 15 x 15 

nodes for a 10D x 150 x 18D domain) the results are remarkable. 

Bergeles e t  al. (1978) investigated the flow kom perpendicular and 30" inclined jets 

using a Kpartially parabolic" scheme in which the pressure information was allowed to 

propagate upstrearn while all other flow variables were treated using a fdy-parabolic 

space-marching procedure. Initially the authors believed that the near field region of the 

jet was insensitive to the jet exit profile. Based on this assumption a uniform jet exit 

profile was prescribed. An anisotropic k-E turbulence mode1 was used but the grid was 

fairly coarse (5415 cells). The results indicated that a f d y  elliptic procedure was needed 

to deal with the near hole region of the jet, particularly in cases where a separation region 

appeared downstream of the jet hole. The authors also found that their assumption of 

insensitivity to the jet exit velocity profile was only valid for low blowing ratios (M < 0.2) 

and suggested that the domain be extended into the cooling hole. 

The influence of the jet exit plane conditions on the downstream results has been 

investigated recently ( Garg and Gaugler (1997)). The aut hors performed simulations 

for three different blade configurations using a 1/7th power-law and "tuned" polynomial 

jet exit profiles for velocity and temperature distributions. The results showed that the 

downstream heat transfer coefficients may differ by as much as 60%, depending on the 

exit profile which was used, highlighting the importance of the near-hole region. 

A simulation of the experiment performed by Andreopoulos and Rodi (1984) was 

computed by Demuren (1993) using a second-moment closure scheme for the modelling 

of the Reynolds stresses. All the trends in the experimental data were correctly predicted 



but there was some uncertainty with the height of jet penetration into the crossflow. The 

discrepancies were attnbuted partly to the inability of the turbulence model to capture 

any large-scale coherent structures which were observed in the experiments and partly 

to the limitations inherent in hot-wire measurements in highly turbulent regions. 

Zhou (1994) investigated the two- and three-dimensional flow from a slot and a row 

of square jets, respectively, which were perpendicular to the crossflow. The jet holes were 

included in the computational domain. A multiple-time-scale turbulence model (Kim and 

Chen (1989)), which helps account for the non-equilibrium turbulence, along with a low- 

Re k model near the wall provided the best agreement with the 2 0  experimental data. 

For the 3 0  model, a non-isotropic k - e turbulence model was used in combination with 

the low-Re k model as the near-wall treatment . Good agreement between experimental 

and computational data for the spanwise-averaged film cooling effectiveness was f o n d  at 

lower mass flow ratios (M = 0.2,0.4) but the agreement deteriorated as M increased to 

0.8. In order to facilitate computations on more realistic, curved turbine blade geometries, 

He (1995) developed a general, curvilinear, structured grid code. 

Recently, Leylek and Zerkle (1994) investigated the flow from a row of streamwise- 

inclined jets with short entrance lengths ( L / D  = 3.5 and L / D  = 1.75), a jet-to-crossflow 

density ratio of DR = 2, and blowing ratios fiom 0.5 < M < 2 (0.25 < R < 1). Of 

particular interest in t his study was the fact that the computational domain included the 

plenum before the jet orifice. Their study confirmed the presence of a separation bubble 

at the inlet to the jet orifice as suspected by Pietrzyk e t  al. (1989). In a snbsequent 

study of the same problem, efforts were made to identify the sources of discrepancy be- 

tween rneasured and computed results (Walters and Leylek (1996)). This study used 

an unstructured, adaptive grid along with a second-order discretization scheme. The 



authors identXed the near-wall treatment and turbulence models which accurately r e p  

resent anisotropic turbulence as areas requiring improvement for proper prediction of the 

downstream flow field. 

1.3 Objectives and Scope 

The literature survey has reviewed the progress of reseatch on jets in a crossflow, both 

experiments and cornputations. It has been shown that, particularly in the case of jets 

with short entry lengths, the flow field near the jet exit is strongly influenced by the 

inlet conditions and, in turn, has a significant effect on the downstream flow. However, 

there are only a few studies in which detailed measurements of the t hree-dimensional 

flow field have been made. Even fewer have endeavoured to mesure the turbulence field, 

particularly in the case of inclined jets. Of the detailed three-dimensional studies, the 

jet penetration and spreading is typicdy inferred from gradients in turbulence kinetic 

energy or vorticity, for example, rather than hem direct measurements of the transport 

of jet fluid. 

The objectives of the experimental investigation are as follows: 

1. To obtain detailed flowiield measurements for inclined jets in a crossflow at velocity 

ratios of interest for gas turbine f i  cooling applications. 

2. To determine the film cooling effectiveness and scalar transport for inclined jets in 

a crossflow using a heat /mass transfer analogy. 

3. To provide a cornprehensive experimental data set for validation of numerical sim- 

ulations for this class of problems. 

The objectives of the numericd investigation are as follows: 



1. To perform a preliminary study on the prediction of the turbulent flow and scalar 

transport for inched jets in a crossflow using a curvilinear grid. 

2. To determine the critical parameters for an effective simulation of the flowfield 

based on comparisons with the experimentd data set. 

3. To assess the potential of several turbulence models to deal with the complicated 

flowfield produced by inclined jets in a crossflow. 

It should be noted that the indusion of all the parameters relevant to gas turbine 

film cooling (density dinerences between the jet and crossflow fluid, Mach number effects, 

pressure gradients, etc.) is beyond the scope of the present study. The intent is to gain a 

better understanding of the flow field and turbulence characteristics so t hat the numerical 

modelling of these simplified conditions may be improved before being extended to more 

realistic (and complicated) situations. 

As noted previously, the complete solution of the film cooling problem requires two 

coefficients: the heat transfer coefficient, h, and the adiabatic fikn cooling effectiveness, 

qfi The work presented in this thesis involves only the film cooling effectiveness since 

the heatlmass transfer analogy which was used for the scalar transport experiments 

provides an 'adiabatic' w d  condition for the solid surfaces used here. The addition 

of heat transfer coefficient measurernents would require extensive modifications to the 

existing experimental apparatus in order to obtain accutate measurements of the wall 

temperature downstream of the jets. These modifications are beyond the scope of the 

present investigation. The heat transfer coefficient could be inferred from computational 

andysis but there are many additional difficulties associated with the computation of 

heat transfer in complex flow fields (Launder (1988)). As such, the focus of the curent 

study is on the correct prediction of the velocity fields and scalar transport data for the 



various geometries. Once this information may be predicted with reasonable accuracy, 

the computations should be extended to include heat transfer predictions. 

In the subsequent chapters a detailed investigation of indined jets in a crossflow will 

be presented. In Chapter 2 the experimental methods are described. This includes the 

description of the configurations s tudied as well as the experimental techniques employed. 

Chapter 3 presents the analysis methods and results of the experimental investigation 

including the mean and turbulent flowfields as well as jet penetration and spreading fkom 

scalar transport measurements. Lu Chapter 4 the computational methodology for the 

numerical simulations on a curvilinear grid is introduced. In addition, several different 

turbulence models and the assumptions upon which they are based are presented. In 

Chapter 5 cornparisons between the experimental and computationd results are made. 

Findy, Chapter 6 presents the conclusions of this work and recommendations for future 

investigations are made. 



Chapter 2 

Experimental Arrangement and Measurement Techniques 

In this chapter the experimentd facaties and methodology used for this study of inclined 

jets in a crossflow are presented. The wind tunnel where the measurements were made 

is described and the configurations for the various inclined jet geometries are shown. 

The two primary experimental measurement tools, namely the laser Doppler velocimeter 

(LDV) and the flame ionization detector (FID), are described, dong with the parameters 

of operation for the measurements. 

2.1 Experimental Apparatus and Equipment 

2.1.1 Wind Tunnel Facility 

The experiments were performed in the Aerodynamics Laboratory in the Univerisity of 

British Columbia Department of Mechanical Engineering. The wind tunnel used for the 

experiments is an open-loop, forced-draft tunnel with a test section measuring 26.7m x 

4 0 . 6 n  x l O O n  and is shown in the schematic of Fig. 2.1. Air speed was controlled 

using a Variac connected to the 3.8 kW D.C. motor which drives the fan. The test 

section is located just downstream of a 4:l area contraction with the row of jets being 

located 40.6m fkom the entrance to the test section. The flow before the contraction 

was conditioned by five screens and a section of honeycomb 5cm thick. To ensure that 

the boundary layer was turbulent for alI the experimental conditions a boundary layer 

trip wire, 2.4mm in diameter, was attached to the tunnel floor a t  the entrance to the 



test section. The coordinate system used in the experiments is indicated in Fig. 2.1 with 

the x-axis in the direction of the crossflow, the z-mis vertical from the tunnel floor, and 

the y-axis spanwise aaoss the tunnel to form a right-handed coordinate system with the 

ongin at the centre of one hole. 

Air Supply 

Figure 2.1: Wind tunnel schematic 

The side w d s  of the test section were made of clear plexiglass to d o w  observation 

and flow visualisation. The ceiling was made of 5mm plywood and the height of the 

downstream end of the ceiling was adjustable. The ioor of the test section was plexiglass 

which was painted flat black to reduce reflections from the LDV beams in an effort to 

improve the signal-to-noise ratio (SNR). This was also beneficial with regards to optical 

exposure of the user to the laser beams. The ceiling and one side wall of the test section 

were designed with several smd,  remomble sections to allow unobstructed optical access 



to the test section. As a result, two openings were left in the test section which were 

just large enough to d o w  the beam pairs from the LDV probes to enter the wind tunnel 

wit hout being refracted by the plexiglass walls. This also served to reduce the attenuation 

of the signal fiom the sampling volume back to the probes. Efforts were made to keep 

the size of the holes to a minimum to reduce any influence of the openings on the flow 

d o r m i t y .  The ceilhg was adjusted so that there was no pressure gradient dong the 

test section with the jets off and the ceiling and wall access holes open. The pressure 

in the test section is essentially atmospheric so that the holes in the walls do not create 

significant inflow/outflow disturbances. 

2.1.1.1 Injection Geometries 

Four different models were used for the experiments, as shown in Fig. 2.2 The jet holes 

were square in cross section so the inclination relative to the tunnel floor results in a 

rectangular jet exit hole. Throi-ghout this work, reference is made to the 'diameter', 

D, of the jet. Since the jet holes are ac tudy  square, the diameter refers to the width 

of the jet (with cross-sectional area D2.) The use of square, rather than round, jets 

is to d o w  for cornparisons with previous work (Ajersch (1995)), (Zhou (1994)). In 

these studies, prependicular square jets were used since the CFD code which was used 

required orthogonal grids. As noted in the literature review in Chapter 1, there are some 

differences between square and round jets, particularly in the near-hole region. However, 

the experimental data presented here is primariiy intended as a data set for numerical 

validation so that irnprovements in the computational m o d e h g  of these flows may be 

attained. Since it is the fine details which ciiffer between the flow fields for square and 

round jets, it is believed that a CFD code capable of accurately simulating square jets 

in a crossflow WU be able to simulate round jets with comparable accuracy. Further 



information on the detailed structure of square jets may be found in Green (1995). 

Two different entry lengths were used for the streamwise-inclined jets ( L I D  = 4 and 

L / D  = 8) while the spanwise and compound-angle jets had entry lengths of L / D  = 4. 

In all cases, the jets were inclined at  30° to the wind tuanel floor and the entrance to 

the jet ducts were sharpedged. The square jets were assembled in pieces, rather than 

carving square holes in a solid block of plexiglass. The origin of the coordinate system for 

each case shown in Fig. 2.2 indicates the particulas jet location used for the experiments. 

Also indicated are the directions of the jet flows for each case and the direction of the 

crossflow, showing that the row of jets was perpendicular to the crossflow direction for 

each case. The origin of the tunnel coordinate system is at  the centre of the jet hole in 

the plane of the test section floor. 

In the case of the streamwise-inclined jets two planes of symmetry were assumed: 

one down the centreline of the jet and one midway between adjacent jets. In the case of 

the spanwise and compound-angle jets, symmetry planes were not appropriate and two 

(spatially) periodic planes were assumed so that the row of jets was effectively infinite 

in extent. The justification for this treatment is discussed in Chapter 3. The planes of 

symmetry and periodicity are shown in Fig. 2.2. 

The air supply to the jets was fkom a 400 kPa (static) compressed air line which 

was regulated by two flow regdators in series. A 0.918 rn3/min (F.S.) rotometer was 

used to measure the volume flow rate. The flow entered a plenum, or settling chamber, 

040.6cm x 8 1 . 3 n  tall, which was placed below the tunnel floor as seen in Fig. 2.1. 

A radial diffuser was placed at the entrance to the plenum and an 1 0 . 2 m  section of 

honeycomb helped to distnbute the flow between the supply line and the jets. 
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Figure 2.2: Coordinate definitions for a) streamwise-inclined jets, b) spanwise-inclined 
jets, and c) compound-angle inclined jet S. 



2.1.2 Laser Doppler Velocimetry 

AU of the mean velocities and turbulence quantities for these experiments were measured 

using laser Doppler velocimetry (LDV). In this section the principles of operation and 

the particular system used for the measurements are described. 

2.1.2.1 Background 

The principle idea behind LDV is that when two laser beams intersect a t  a common focal 

point, a fringe pattern is created. This focal location is not a true point and is ac tudy  

finite in size. The focal location is referred to as the rneasurement or sampling volume. 

When a particle, travelling with the flow field, crosses through this hinge pattern, light 

is scattered at a fiequency related to the particle velocity. It is apparent that in this 

confguration it is not possible to determine the direction of travel of the particle. In 

order to remove this ambiguity it is possible to frequency-shift one of the beams in the 

pair which results in a frmge pattern which moves within the measurement volume at a 

speed proportional to the shifi fiequency. If the shift frequency is high enough, a particle 

passing through the sample volume will always move in the same direction relative to 

the fringes. 

The light that is scattered by a particle passing through the sample volume must 

be gathered by a receiver to be processed. If the receiver is incorporated into the probe 

which transmits the beam pair the method is referred to as 'back-scatter'. lf the receiver is 

separate from the transmitting probe two other methods are possible: forward-scatter and 

side-scatter. In forward-scatter the receiver is in-line with the transmitting probe and has 

the strongest Doppler sipal.  As the name implies, side-scat ter refers to configurations 

where the receiver is off the axis of the beam pair and is the method used in the present 

experiments. One pair of laser beams is required to measure one component of velocity 



which is in the plane of the beams. If more than one component of velocity is required, 

more beam pairs are needed and all must intersect at a common point. The measurement 

of three velocity components usually precludes the use of forward-scatter operation due 

to the need for an unobstructed path between the transmitter and receiver. 

2.1.2.2 Apparatus 

In these experiments a Coherent Innova 5.OW argon-ion laser dong with a TSI Colorburst 

9201 multicolour beam separator was used to generate the three, different-coloured beam 

pairs: green, blue, and violet. The Colorburst 9201 contains a Bragg cell to allow for 

frequency shifting of one of the beams in each of the beam pairs. The beams were 

directed through fiber optic cables to  two probes, TSI models 9831 and 9832, which 

were positioned to focus the beams to  a single measurement volume. The configuration 

is shown in Fig. 2.3 and the properties of the beam pairs are indicated in Table 2.1. 

The fiber optic cables allowed for flexibility in positioning the probes. The probes also 

Laser 
- - 

Wind Tunnel 

Figure 2.3: LDV system schematic 

24 



Probe #1 Probe #1 Probe #2 
Green Beam Pair Blue Beam Pair Violet Beam Pair 

5 14.5 488.0 476.5 
2.82 2.82 2.82 
3.73 3.54 3.46 
90.5 85.8 83.8 
1.31 1.24 1.22 
3.95 3.95 3.95 

where X = wavelengt h 
de-1 = diameter of beam at probe 

dr = kinge spacing 
= diameter of measurement volume 

1, = length of measurement volume 
K = half angle of the beam pair 

Table 2.1: LDV beam properties 

contained the receiving optics which coupled the received Doppler signal back through the 

fiber optic cables to a TSI Colorlink 9230 photomultiplier. The photomultiplier filtered 

the appropriate-coloured beams and passed the signal on to three TSI IFA550 signal 

processors, one for each component of velocity. 

Seed particles for the flow were obtained from two separate devices. A Rosco 1500 

smoke generator was used to seed the crossflow and a Genie smoke machine was used 

to seed the jet air. Both machines used Rosco smoke fluid which is a proprietary, CSA- 

approved, water-based solution usually used for theatre productions. Crossflow seeding 

was attained by simply blowing the smoke fiom the Rosco 1500 toward the tunnel intake 

end. The Genie smoke machine was placed in a sealed container which was in-line with 

the jet air supply and plenum. 



2.1.2.3 Data Acquisition 

The acquisition and storage of the raw data was controlled by software from TSI - FIND 

v. 4.03. The program allows the user to select the frequency shifts, signal Hters (high 

and low cut-off), coincidence windows (which will be discussed in section 2.2.2.2), and 

provides a histogram of the most recent data points. A signal was accepted as valid if 

the IFA550 processors counted eight consecutive f i g e  crossings from a particle passing 

through the measurement volume, subject to some constraints on the timing of the fringe 

crossings. The time for the eight h g e  crossings, denoted t8, as well as the tirne between 

consecutive valid data points, tu, were stored on disk. 

The velocity of the particle could then be determined fkorn: 

8 
V = df (- r 1000 - f,) 

t 8  

where V = velocity, in m f s  

f, = frequency shift, in MHz 

df = fringe spacing, in pm 

ts  = time for eight fringe crossings, in ns 

and the fringe spacing is known for each beam pair (see Table 2.1). 

2.1.2.4 Alignment 

Two different types of alignment were required for these experiments: alignment of the 

beam pairs with respect to each other, and alignment of the beams with respect to the 

coordinate axis of the wind tunnel. Both of these issues are discussed in this section. 

As mentioned previously, the mearurement of t hree velocity component s requires 

three beam pairs which intersect at a common point. With the system used in these 



experirnents the g m n  and blue beams were transmitted through a common lens in one 

probe and were designed to intersect a t  one point with the plane of the beam pairs 

perpendicular to each other. The third component of velocity was measured from a 

violet beam pair transmitted fkom a second, separate probe which was perpendicular 

to the other two beam pairs. Alignment of the measurement volume from the violet 

component with the green and blue components was not a simple matter. The probes 

were mounted on a traverse mechanism which was designed so that the beams would 

intersect, but due to finite tolerances in the machining and flexibility in the mounting 

arms as well as the s m d  diameter of the beams at the focal point, it was impossible 

to have the beams aligned without further adjustment. S m d  adjustments were made 

possible by set saews on the mounting arms. 

Two methods were used for this alignment, each with certain advantages. The first 

method, referred to as the pinhole method, uses the principle that the beam intensity 

of a laser has a Gaussian profile (Ridcards e t  al. 1993). As a result, when a laser 

beam is transmitted through a hole with a diameter smaller than the beam diameter 

the maximum power transmitted will occur when the bearn and the hole are perfectly 

aligned. A pinhole unit was used for the alignment of the beams for the two streamwise- 

inclined jet geometries. The device was a 2.54 cm t d  aluminum block with a top surface 

inclined at 4 5 O  which contained a photo-resistor covered by a 30 p m  metal film with a 20 

p m  pinhole in the centre. A multimeter was used to rneasure the resistance of the sensor, 

which is inversely related to the light power incident on its surface. The pinhole unit 

was mounted on a rod that fit snugly in a jet hole so that a fixed point of reference was 

obtained for the alignment. The probes were adjusted until the maximum light power 

through the pinhole was obtained. The advantage of this technique is that the alignment 

is based on a quantitative rather than a qualitative assessment of beam position. 



While the pinhole technique is a good method, it is not without certain limitations 

which were discovered during the alignment of the probes for the spanwise-inclined jet 

measurements. One of the blue beams had become misaligned with the others in the 

blue/green probe during movement to and fkom another set of experiments. With the 

pinhole method it was possible to iteratively adjust the position of the probes so that 

the maximum amount of light was passed through the pinhole for the particular beam 

configuration. However, it was found that the data rate was much lower than expected. 

The misalignment of the blue beam was discovered using a pin which was attached to 

a block. The end of the pin provided a fked reference point. The beams were focussed 

on the pin head and projected through a microsope lens onto a w d .  When the head of 

the pin was approxîmately at  the centre of each of the beams the probes were considered 

aligned. The alignment procedure which evoived consisted of using the pinhole method to 

adjust the longitudinal position of each probe so that the beams would intersect midway 

dong the length of their messurement volumes, 1,. The pin was then mounted on 

the block and the lateral adjustment of the beams was performed using this technique. 

Findy,  the light power through the pinhole was checked to ensure that a maximum 

was attained. This method proved to be considerably faster than just using the pinhole 

method as the qualitative adjustment of the laterd position was more direct than the 

pinhole method. The method also resulted in better data rates as the probes were more 

precisely aligned. 

In theory, the pinhole method should be superior to the more qualitative approach 

used here. However, for this to be the case, the plane of the pinhole sheet should be 

perpendicukr to the beam to avoid any errors in assessing the location of maximum 

beam power. This would require a mounting device which allowed the pinhole sheet 

and photo-resistor to be rotated to face each beam while maintaining the pinhole at a 



constant position in space. Wbile it is not impossible to constmct such a device, the 

simplicity of the combined approach is appealing. 

The second alignment concern is that of the probes relative to the coordinate system 

of the jets in the wind tunnel. In the present experiments the probes were rotated 

approximately 6* about the tunnel x-axis to allow measurements near the floor wit hout 

the bottom beam of the violet probe becoming obstmcted (see Fig. 2.3). The importance 

of alignment relative to the reference coordinate system may be  seen by considering the 

measurement of a s m d  velocity component in the presence of a large one. If the beams 

are not aligned accurately, part of the large velocity will be picked up by the beams 

which should be measuring the s m d  component. The effect rnay be corrected if the 

other two velocity components are known (or may be estimated) or if the precise angle 

of relative alignment is known. For the complex, three-dimensional flow present in the 

current investigation, a priori knowledge of the flow field is not available. In addition to 

the velocity components, if the turbulent shear stresses are to be measured the deviation 

of the beam pairs fiom orthogonality with respect to one another must be known for 

the correlation of orthogonal components. The angles about the x-, y-, and z-axes are 

referred to as a, ,f3, and 7 respectively, as shown in Fig. 2.4. 

A detailed description of the alignment procedure, dong with the measured angles of 

alignment, is given in Appendk A. 

Once the angles of alignment have been determined, the measured velocities can be 

transformed to velocity components parallel to the tunnel axes through a coordinate ro- 

tation. The measured velocities are related to the tunnel coordinate velocities as follows: 



Figure 2.4: AIignment angles 

where the subscript 'm' denotes the rneasured velocities and 

- cos al sin 71 cos al cos 71 sin al cos 71 I 
cos a2 sin ,& - sin a2 cos ,& COS PZ COS ,û2 1 

However, the values which are known are those measured by the LDV system, U,, so if 

the velocities in the tunnel coordinate system are required, Equation (2.2) is rewritten 

as: 



where C can be inverted numet idy .  The values obtained for C-' are shown in Appendix 

A. These transformations were used to calculate the velocity in the tunnel coordinate 

system for each data point accepted by the LDV processor. 

FinaUy, the position of the measurement volume with respect to the tunnel coordinate 

system was determined. This alignment was perforrned by moving the measurement 

volume to several reference locations within the test section. The reference locations used 

were the test section floor and the edges of the jet holes which had known locations in the 

tunnel coordinate system (see section 2.1.1). The measurement volume was positioned at  

the reference locations and the position of the probe traverse mechanism was recorded. 

The procedure was repeated several times. 

2.1.3 Flame Ionization Detector 

Measurements of the mass concentration distribution downstream of the jet holes are 

made using a fiame ionization detector (FID). A flame ionization detector is an instru- 

ment which can be used to measure the concentration of a hydrocarbon contaminant, 

such as propane. A detailed description of a FID system for turbulent concentration 

measurements rnay be found in Fackrell (1978) and FackreLl (1980). Essentially, a FID 

consists of a hydrogen-in-air flame burning in an insulated chamber across which a volt- 

age is applied. Upon introducing a hydrocarbon fuel to the chamber, ions are produced 

which results in a current. This current is converted to a voltage output and amplified 

to provide a precise measurernent of the mass concentration of the contaminant. 

In the present experiments, a ' d e '  of eleven fine tubes (0.5mm OD) was used for 

sampling the air/contaminant mixture. The contaminant used in the experiments was 

propane. The tubes may be placed dong any line in the flow field. The height of the rake 

above the wind tunnel floor was set using a did gauge attached to a vertical mounting 



rod which was attached to the rake. The accuracy of positioning with this method was 

rt lmm. The contaminated air was sampled through each tube in turn, controlIed by a 

Scanivalve, and sent to the Fm. 

In theory, the FID responds to the rate of mass of hydrocarbons entering the flame 

chamber. For a constant mass concentration, C, entering the chamber the output voltage 

should be E = ApCQ where E is the output voltage, A is a constant, p is the density 

of the trace gas, and Q is the volume Low rate to the chamber. However, the ionization 

efficiency varies with the flow rate so the output voltage may be expressed as: 

As can be seen fiom Equation (2.5), the output voltage is a linear function of the con- 

centration. Tests performed by Fackrd (1978) indicate that the response is indeed linear 

with contaminant concentrations between O and 2000 ppm. As such, only two calibration 

points are required for the system, namely the 0% and 100% points which correspond 

to FID measurements taken with no hydrocarbon contaminant and those taken from the 

contaminated supply air, respectively. 

2.2 Experimental Procedures 

This section details the operating parameters which were varied during the experiment S. 

These include both the flow conditions and the methods used for data acquisition with 

the LDV and FID systems. As this study of inclined jets in a cross0ow was motivated 

by the need for better flowfield information in the near hole region of a gas turbine film 

cooling situation, some of the parameters used are based on recommendations by Pratt 

& Whitney Canada (Pratt & Whitney Canada (1993)). 



2.2.1 Flow Conditions 

As mentioned previously, the jet-tcxrossflow momentum flux ratio (1) is an important 

parameter in determining the hydrodynamic flow field characteristics for jets in a cross- 

flow and is defined as: 

where p is the density, V is the velocity, and the subscripts 'j' and 'a9 refer to the jet 

and crossflow respectively. Another parameter frequently used in fh cooling studies is 

the jet-tcxrossflow mass flow or blowing ratio: 

In this study, no temperature difference was introduced between the jets and the crossflow 

and since the velocities involved in these experiments were low the densities in Equation 

(2.7) cancel and the relevant parameter becomes the jet-tc+crossflow velocity ratio R: 

It has been found that the momentum flux ratio, 1, is a more suitable parameter for 

scaling film cooling effectiveness (qt) data than the mass flow or velocity ratios for weak 

injection cases where the jet does not separate from the surface. For strong injection cases, 

t)t appears to scale with R (Forth and Jones (1986)). Since the present experiments are 

in a range where both the strong and weak injection cases may occur, and for consistency 

with previously-published work (( Ajersch e t  al. l997), (Findlay e t  al. l996), (Findlay 

et  al. 1997), among others) the velocity ratio, R, will be used here. 



Streamwise (LID = 8) 11 6-05 1 12.0 1 4972 . r I I  I I 

Streamwise ( L / D  = 4) 11 6.05 1 12.0 1 4972 

I I  1 1 

Compound- Angle 11 5.75 1 12.7 1 5000 

Table 2.2: Jet flow conditions 

The flow through the jets was at a f i e d  Reynolds number for all the experiments 

(Re zz 5000) so that the jet flow was turbulent for all cases. The jet bulk velocity (5) 
was init idy determined using the jet diameter, D ,  the kinematic viscosity of air, v, at 

STP, and Re = 5000. Once V, was known, the volume flow rate for the entire row of 

jets was calculated then adjusted so that the 0ow rate matched one of the marks on 

the rotometer in order to reduce the error in setting the flow rate. The new V, was 

then calculated fiom the volume flow rate and Re was recalculated. The resulting jet 

conditions for each geometry are shown in Table 2.2. 

Three Merent velocity ratios were used for each geometry: R = 0.5, 1.0, and 1.5. 

Since the jet velocity was fixed, the dinerent velocity ratios were obtained by varying 

the crossflow velocity. This resdted in crossflow velocities of approximately (the act ual 

values vary for each geometry): V- = 11.5rn/s, 5.75n/s ,  and 3.83m/s for R = 0.5, 1.0, 

and 1.5, respectively. 

2.2.2 LDV Operation Parameters 

The particular methods required in these wcperiments to obtain measurements of the 

mean and turbulent flow fields are discussed in the following sections. 



2.2.2.1 Cross-coupled Operation 

As mentioned previously, LDV systems can operate in several diaerent modes: forward-, 

backward-, and side-scatter. The TSI system described in section 2.1.2.1 was initially 

configured to operate in back-scatter mode, which was satisfactory for measurements 

away from the wall. However, in the case of near-wall measurements ( typicdy within 

12.7mm or 1 jet diameter) the data rate was reduced, particuiady for the velocity compo- 

nents measured by the bluelgreen probe above the wind tunnel. Since the data rate fiom 

the violet probe implied that the flow was seeded with particles as weil as other regions 

in the flow field, and since it was possible to achieve good data rates in the plane of the 

floor a t  the jet exit hole, it was concluded that the prowPity of the floor, possibly due to 

reflections, was responsible for the reduction in the data rate. To rectify the situation, the 

LDV system was operated in side-scatter, or cross-coupled mode (Rickards et  al. 1993). 

By switching the optical fiber-to-photomultiplier co~ec t ions ,  the signal generated fiom 

the green and blue beams was directed to the photomultiplier via the violet probe and 

vice versa. The data rates for the near-wall measurements were improved in this mode 

of operation. 

This technique had the additional benefit that the effective size of the measurement 

volume was reduced, improving the resolution of the measurements. This is due to the 

receiving optics which are focussed on the measurement volume. In side-scatter operation, 

the receiving optics only 'see7 a section of the measurement volume, rather than the entire 

length (1, 1.25mm) since the diameter of the receiving region is only d, zz 85pm a t  

the focus. Note that approximate values are given since 1, and d, vary depending on 

the colour of the beam pair (see Table 2.1). This reduced measurement volume helps 

to minimize 'false turbulence' measurement s due to velocity gradient S. To understand 

the concept of 'false turbulence', consider the flow in a laminar boundary layer. Due 



to the finite size of the measurernent volume, if LDV measurements are made, particles 

passing through the volume at ose side will have a dinerent velocity than partides passing 

through t t e  other side. These different velocities will appear as velocity fluctuations even 

though the flow might be perfectly steady. 

2.2.2.2 Coincidence Mode 

In order to measure the turbulent shear stresses it was necessary to operate the LDV 

system in coincidence mode. In this mode a measurement was accepted only if' dl three 

IFA550 processors received a valid signal within a user-selected time span, or coincidence 

window. The appropriate size of the coincidence window was estimated by dividing the 

diameter of the measurement volume by the approximate fluid velocity which calculates 

the estimated residence time of a particle passing through the measurement volume. Lf the 

coincidence window selected is too large it is possible that a given velocity measurement 

would be obtained from diaerent particles passing through the measurement volume. If 

the selected coincidence window is too s m d  the data rate decreases since the probability 

of obtaining a valid signal from all three processors within the allowed time would be 

reduced. A coincidence window smder than the estimated residence time was always 

selected, even if it resulted in lower data rates. 

2.2.2.3 LDV Measurement Locations 

The measurement locations were selected so that the near-hole development of the jet 

could be resolved. For each velocity ratio, the boundary layer five jet diameters upstream 

of the jet exit (x/D = -5) was measured. With the exception of the streamwise-inclined 

( L / D  = 8) case which used a lateral measurement spa&g of y/D = 0.5, the measure- 

ments were made at y/D = 0.25 intervals at streamwise locations x / D  = -1,0,1,2,3,5, 



and 8 and at vertical locations z / D  = 0.2,0.4,0.6, . . . ,2.0,2.5,3.0,3.5, and 4.0. For the 

streamwise-inclined jets only haf of the flowfield for a particular jet was measured due 

to the symmetry of the row. The coordinate axes with the measurement locations are 

shown in Figure 2.5 In addition, measurements were taken at the jet exit in the plane 

of the tunnel floor ( z / D  = O).  Except for the compound-angle jets, a 6 x 12 grid was 

used for the measurement locations, for a total of 72 data points. In the compound-angle 

case, a total of 85 locations were measured. 

Figure 2.5: LDV measurement locations. 



2.2.2.4 Additional Considerations 

Two additional factors must be taken into account for the LDV measurements performed 

in these experiments. The first involves possible enors f5om non-uniform seeding of the 

flow. One type of non-uniform seeding occurs when the seeding density is dependent on 

the local flow velocity. There may be regions of densely-seeded, low velocity flow which 

would resdt in more low velocity readings being made by the processors, thus biasing 

the ensemble averages used to calculate the velocities. This form of non-uniform seeding 

was eliminated by thoroughly mixing the seed particles with the flow before entering the 

test section. 

Another form of non-uniform seeding may occur if the partides are injected iato the 

flow domain from more t han one location, as was the case in t hese experiments. Alt hough 

the %ow from the jets and the crossflow were each Uluformly seeded, ditferences in seeding 

density may have occurred as each flow was seeded independently. This difference in 

seeding density can lead to a bias in the flow measurements towards one fluid stream or 

the other. While it was difficult to accurately assess whether the two flows were uniformly 

seeded, it was noted that the intensity of the reflected laser light from the beam pairs 

varied wit h the seed density. By adjusting the seeding rates to rninimize the clifferences 

in light intensity, the seeding densities of the two streams were roughly equalized. 

The second factor which must be taken into account is the effect of multiple real- 

izations. The IFA550 processors continuously check the incoming signal to determine 

whether or not a valid Doppler signal is present. Af'er each rneasurement of ts  is ac- 

cepted, the processor resets to accept another signal, but if a seed particle remains inside 

the measurement volume during this time the particle velocity may be measured again. 

This situation can be seen if a typical flow situation is considered: 



where V is the component of velocity in the direction measured by the blue beam pair. 

Using Equation (2.1) it is found that t8 = 4183~s. If the particle travels the fd diameter 

of the measurement volume it wil l  have a residence time of 17080ns(= &IV) which could 

possibly result in 4 readings (= 17080/4183) fkom the same particle. Slower-moving 

particles reside in the measurement volume for a longer time and will produce a greater 

number of realizations (in the limit of a zero velocity partide where fiequency shifting 

is used the number of realizations is infinite) which will bias the flow statistics. The 

selection of a coincidence window which was close to the expected residence time forced 

the processors to reset d e r  the coincidence time, rather than immediately after t g  was 

measured, which helped to ensure that a given particle was no longer in the measurement 

volume. The bias in the mean flow data due to fluctuations in the velocity, which is often 

discussed in the LDV literature, will be discussed in section 3.1.1.3. 

2.2.3 FID Operation Parameters 

In this section the methodology for the jet concentration neasurements is described. The 

description includes the calibration and data acquisition techniques as well as the mea- 

surement locations. Measmement s were made for all the velocity ratios (R = 0.5,l .O, 1.5) 

and for ail the geometries except the streamwise-inclined LID = 8 case. 



2.2.3.1 Calibration 

The calibration method desmbed h u e  is based on the assumption that the relationship 

between the FID output voltage and propane concentration is linear, as found by Fackrell 

(1978). Several tests have been &ed out for the FID system used in these experiments 

(Salcudean et al. (1994), Sun (1995)) which have shown the system response to be linear. 

In the present experiments, each tube in the rake is calibrated individually. The 

flow rate through each tube is kept constant by a suction pump associated with the 

FID. The calibration a t  the 0% and 100% reference points is recorded in the cornputer 

for each tube. During the experiments the concentration inside the plenum (the 100% 

reference) is checked before each measurement to ensure that the reference concentration 

is unchanged within *2%. All the measurements are made wit h a data acquisition system 

which controls the switching between tubes, processes the Fm voltage signals and outputs 

the concentration measurements to disk. A the-delay is used after switching sampling 

tubes to clear the Iine of any air which was sampled from another location. 

2.2.3.2 FID Measurement Locations 

The FID measurement locations were selected to coincide with the LDV measurement 

locations. In the streamwise direction, measurements were made at x / D  = 1,2,3,5, and 

8 a t  vertical spacings of z / D  = 0.4 from the floor ( z / D  = O) to a height where all the 

probes in the rake measured a zero for the concentration of propane in the flow. The 

spanwise locations were determined by the spacing of the tubes in the rake. The h s t  9 

tubes were spaced 0 . 2 5 0  apart and the remainder of the eleven tubes were 0.3750 apart 

which resulted in a total span of 2.750. For the streamwise-inclined jets ( L I D  = 4) 

the rake was positioned with the first tube at the mid-jet plane y /D  = -1.5 and the 

remainder in the direction of increasing y. For the spanwise-inclined and compound-angle 



jets the f i s t  tube was positioned at y/D = -2. Additional measurernent planes were 

introduced at x / D  = 1.5 for the streamwise L / D  = 4 case, at x / D  = 0.5 for the spanwise 

case, and a t  z / D  = 0.2 intervals for the compound-angle case in order to better resolve 

regions of interest in the flow. 

2.2.3.3 Additional Considerations 

Measurements of concentration for are not taken exactly at the w d ,  but rather a t  

a slight distance fkom the surface. A correction for this Merence has been suggested 

by Sun (1995) using wall functions to correct the mass transfer Stanton numbers (St,) 

for tw~dimensional transpiration cooling. However, in this case the wall is simulated 

as adiabatic which would have a temperature gradient of zero a t  the wd. In addition, 

the use of wall functions for the three-dimensional, complicated flow field produced by 

discrete jets in a cross%ow is not entirely appropriate. 



Chapter 3 

Exp eriment al Result s 

In this chapter, the experimental results fiom the LDV and FID measurements are pre- 

sented and discussed. The techniques applied for the processing of the data are described. 

Results are presented for all four geometries a t  various velocity ratios. The data presented 

includes the mean velocities, the turbulent normal and shear stresses, and scalar trans- 

port measurements. Most of the results presented are at the velocity ratios R = 0.5 

and R = 1.5 since the behaviour of the flow field a t  the velocity ratio of R = 1.0 is 

typically intermediate between the observed behaviours a t  the other two R values. A 

disk containing all the experimental data is included with the thesis. 

3.1 Data Analysis 

3.1.1 LDV Data 

As discussed in section 2.1.2.3, the data fiom each measurement position in the flow 

field was stored on disk in the form of t8 values for each data point. One thousand data 

points were taken at each measurement location. These values must be converted into 

velocities (using Equation (2.1)) and transformed from the LDV coordinate system into 

the tunnel coordinate system using the transformation matrices of Equation (A.5). It 

was found that the TSI software was not suitable for this task since it did not d o w  for 

any corrections to  the velocity statistics and was only able to analyse h e d  numbers of 

the t8 data points (ie. only blocks of 1000 data points were used so that of, Say, 1800 



data points, 800 would not be used in the analysis). In order to resolve these difficulties 

an analysis software program was written: XFORMVOO ( Ajersch ( 1993)). The features 

of this program, as they apply to the analysis of the data for these experiment s, will be 

described in the following sections. Figures showing the effects of the various corrections 

applied to the data are shown at arbitrary locations in the flowdeld which should represent 

t ypical profiles. 

It should be noted that the raw data files containing the ti values were not altered 

as a result of the analysis or coordinate transformation so that other analysis techniques 

could be used on the raw data in the future. 

3.1.1.1 Removal of Bad Data Points 

The XFORMV20 software allows the user to remove velocities which are outside three 

standard deviations from the mean. This allowed the analysis to exdude data points 

which were considered strange or unlikely and was used for all the results presented here. 

The removal of data outside three standard deviations has been used previously (Nakao 

et al. 1987) to remove the apparent turbulence produced by the ambiguity noise in the 

signal (George and Lumley (1973)). Tests for the experiments performed here indicated 

that there was no noticeable difference between the mean velocity results obtained using 

this approach and those with no data point removal. 

In order to perform the velocity transformation from the angles of alignment of the LDV 

system with respect to the tunnel coordinates, a data file with the angles was read into 

XFORMVâO. The transformation matrix, C-', was then calculated for use in Equation 

2.4. The individual velocity measurements were transformed into the tunnel coordinate 



Figure 3.1: Cornparison of data with (O)  and without (O) angular corrections. Com- 
pound-angle jet, R = 1.5, x / D  = 2, y/D = -1. 

system before the calculation of the flow statistics. The angles and transformation ma- 

trices are presented in Appendix A. The graphs in Fig. 3.1 show the efTect the angular 

transformation has on the data. Again, the three mean velocities, one turbulent nor- 

mal stress, and one turbulent shear stress are shown. The solid and hollow symbols 

represent the transformed and untransfomed data respectively. The streamwise compo- 

nent of velocity, U/V,, appears to be  affected the least by the transformation (z 5%) 

with the largest corrections occuring in the jet-affected region of the flow where there 

are significant spanwise ( V / Q )  and vertical (W/&) cornponents of velocity. At velocity 

ratios lower than the R = 1.5 shown, where the crossflow velocity becomes dominant, 

the corrections to U/y become h o s t  negligible. The V / 4  and W/% values change 

by approximately 10% in the jet-Sected region. Typically the turbulence quantities do 

not change significantly as a result of the angular transformation since they are calcu- 

lated horn the fluctuations of the velocity. However, in regions of high turbulence where 

reaches 25%, the corrections are more significant (Fig. 3.1). The effect of the 

angular transformation in the freestream is small for all the variables shown in Fig. 3.1 

as the velocities are moderate and the turbulent fluctuations are s m d .  The source of the 



deviation in the V / F  and Vw data near the wall is not dear as the data were obtained 

fiom the same particles that produced the smooth curves for the other variables. 

3.1.1.3 Calculation of Expected Values - Velocity Bias Correction 

When mean flow statistics are calculated from LDV data using arithmetic averages, a bias 

in the statistics d exist (Edwards (1987)). The velocity bias described here m e r s  fiom 

the bias described in section 2.2.2.4 in that it is assnmed the fiow is uniformly seeded. 

The bias described here occurs because, in a UILiformly seeded flow, more particles will 

pass through the measurement volume in a given time when the 0ow velocity is high than 

when the velocity is low. If a simple arithmetic average is taken, the statistics WU be 

biased towards the high velocities. A number of diffkrent correction schemes, typically 

weighted averages, are available to reduce this bias (Edwards (1987)). Inverse velocity 

weighting, k s t  proposed by McLaughlin and Tiederman (1973), is used here. With this 

technique, the expected d u e  of some general flow variable, s, is given by: 

pi 
i=i  lVil 

(s) = - 
N 

where si is the contribution from the ith data point, Yi is the velocity for that data point 

(d three components), and N is the number of data points in a particular sample. 

With this approach in mind, the flow statistics for these experiments are defined in 

the following way: once the velocity transformations for the angular alignment have been 

made a general velocity cornponent is considered: 



where Ui is the instantaneous velocity for the ith data point, LI is the mean velocity 

averaged over N data points, and is the fluctuating component of the velocity for the 

ith data point. The expected values are then calculated fkom the following equations. 

Mean velocit ies: 

Turbulent normal stresses: 

Turbulent shear stresses: 

C I -  
i= L lvi l 

The analysis software, XFORMV20, then outputs these values for each data location 

to a file formatted for use by TECPLOT, a graphing package. 

The effect of inverse velocity weighting is shown in Fig. 3.2. As in the previous 

sections the three mean velocities, one turbulent normal stress, and one turbulent shear 

stress are shown. The solid and hollow symbols represent the corrected and uncorrected 

data respectively. The inverse velocity weighting tends to reduce the magnitude of the 

mean velocities, as expected. Corrections in the heestream are s m d  since the turbulence 

levels are low with little spread in the measuted velocities. 
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Figure 3.2: Comparison of data with ( O )  and without ( O )  inverse velocity weighting. 
Compound-angle jet, R = 1.5, x / D  = 2, y / D  = -1. 

3.1.2 FID Data 

The signal fiom the FID was converted to a digital output and the results for each probe 

were stored on disk. The A/D board was set for a sampling frequency of 130Hz and 

2000 data points were taken, resdting in a sampling time of 15.4s. 

3.2 Error Analysis 

3.2.1 Angular Afignment of the LDV System 

As was discussed in section 2.1.2.4, the two probes were aligned at an angle relative to the 

tunnel coordinate system. The angles of alignment were determined using the techniqes 

described in Appendix A. The variance of each measured angle is used to estimate the 

error in 

The 

the velocities 

variance of a 

which is produced due to the transformation of coordinate systems. 

function, T, of k random variables, O1 . . . &., is given by: 

where E is the expectation operator (Bury (1995)). For the error due to the alignment 
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angles the function of interest is the velocity component measured by one of the beam 

pairs, Say U;, which is a function of the angles ai, Pl, 71, a 2 ,  and&. The Mnance in U; 

due to the uncertainty in the measured angles is then: 

The terms involving the covariance of two different angles are assumed to be zero since 

there is no reason why the uncertainty in the measurement of one angle should be corre- 

lated with that of another. 

Regardless of the angles of alignmeat, the use of the three-component LDV system 

with orthogonal rneasurement directions are less susceptible to calibration and sampling 

enors (Orloff and Snyder (1982)). 

In the analysis of the error it was assumed that the error in the measured velocity 

from the LDV system was negligible relative to the error in the angular alignment values. 

In other words, the measured velocity vector U, in Equation (2.4) was assumed to be 

accurate so that the variance in U was determined by obtaining the partial derivatives 

of the transformation matrix C-' for use in Equation (3.7). However, as c m  be seen in 

Appendix A, the transformation matrix C-' (Equation (A.9)) consists of many terms 

with 45 possible partial derivatives. Consequently, numericd differentiation was used 

for this task and a modified Ridder's method (MathSoft (1994)) was implernented in 

XFORMV20. 

To calculate the variance of the expected values of the measured velocities and turbu- 

lent stresses indicated in section 3.1.1.3, inverse velocity weighting was not used as it was 

assumed to have only a second-order effect on the results. If inverse velocity weighting 

is ignored, the variances in the expected values are as follows: 



Mean ve1oci t ies : 

Turbulent normal stresses: 

Turbulent shear stresses: 

v . T ( ( ~ )  = 

var((uw))  = 

var( (5ü))  = 

Error bars representing f 3 standard deviations are shown on the graphs of Fig. 3.3. 

The graphs show the three mean velocities, a turbulent normal stress, and a turbulent 

shear stress for a case where inverse velocity weighting has been applied and the angular 

corrections have been made. Note that the inverse velocity weighting only affects the 

value of the variable shown in Fig. 3.3, not the error bounds. No symbols are shown 

at the data Locations so that the error bars may be seen clearly. Cornparison with Fig. 

3.1 indicates that the largest errors occur for the locations with the largest angular 



Figure 3.3: Measurement uncertainty due to angular uncertainty in coordinate transfor- 
mation for compound-Angle jets R = 1.5, x / D  = 2, y /D  = -1. 

corrections. As an o v e r d  estimate of the error, the velocities are typically f 0.0115. and 

the uncertainties in the turbulent normal and 

respectively. These values may be higher in 

section 3.2.3. 

shear stresses are k0.001q2 and &0.0002~* 

regions of high turbulence, as discussed in 

3.2.2 Seed Particles 

The use of LDV to measure flow velocities depends on the existence of s m d  scattering 

particles in the flow which have a negligible slip velocity relative to the surrounding fluid. 

In effect, LDV indicates the velocity of the seed particles in the flow rather than the 

velocity of the fluid itself. The equation of motion for a sphere relative to a surrounding, 

viscous fluid is (Durst et al. (1981)): 



where Ur = fluid velocity 

U, = particle velouty 

V = relative velocity (= Uf - U,) 

pf = Suid density 

p, = particle density 

4 = particle diameter 

p = "scosity of fluid 

It is assumed that the turbulence is homogeneous and time-invariant (ergodic hypothesis), 

the particles are smder  than the turbulence microscale, Stokes drag law is applicable 

(spherical particles), the particle is aiways surrounded by the same fluid molecules, and 

there is no interaction between the partides. Homogeneity of the small-scale turbulence 

is a reasonable assumption and the ergodic hypothesis is applicable here. For the smoke 

fluid used in these experiments (p, = 111?kg/m3) the particle diameter ranged from 

0 .5pm to 60pm, according to the manufacturer's specifkations, although the majorïty of 

the particles should be closer to the lower bound due to evaporation of the smoke fluid. 

The turbulence Taylor microscale for isotropic turbulence may be estimated from (Hinze 

(1975)): 

where D is the injection hole diameter, L is the turbulence macroscale (L z 0/2), Re is 

the Reynolds number, and Tu is the turbulence intensity. For the present experiments 

the turbulence intensity at the jet exit reached a maximum of approximately 0.35. At 

a Reynolds number of 5000 and a jet diameter of 0.127m, the calculated turbulence 

microscale is A = 0.0083m, indicating that dJA « 1. Stokes drag law will be applicable 

as long as the relative velocity V remains small. Equation (3.11) may be simplified 



in this case since the particle density is much greater than that of the surrounding air 

(p, » pl) so the terms involving pf may be dropped and only the f i s t  two terms 

in Equation (3.11) are necessary (Hinze (1975)), greatly simplifying the analysis. The 

frequency of the turbulent fluctuations may be estimated from ftuFb U/X = 691.6Hz 

for the conditions mentimed above. In order for the particles to follow the fluid velocity 

within 1%, the solution of the simplified Equation (3.11) indicates a particie diameter of 

4 = 9.5~772. This estimate indicates that the particles followed the flow with reasonable 

accuracy. 

3.2.3 Turbulence Measurements 

While LDV is a very useful technique for evduating details of various flowfields, care must 

be taken in interpreting data obtained fkom turbulent flows. Even with a good velocity 

bias correction scheme such as transit-time or inverse velocity weighting, errors may occur 

due to the turbulent nature of the flow (Fuchs et al. (1993)). In their simulations of a 

turbulent flowfield the percent error in the mean velocity and variance is defined as: 

(U) - u - 
(E) - uu 

Pi = U 
and = - 

uu 

where () indicates the estimate of the true value. When ensemble avuaging was used, it 

was found that Pl increased with the square of the turbulence intensity (Tu2 = m2 /U2) 

for turbulence intensities below 30%. This value represents the maximum likely error 

in the mean velocity. When transit-the weighting was applied the error Pl was greatly 

reduced (Pl ;r 5%) but ,& could still be relatively large (& = -20%). 

In the present study, inverse velocity weighting was applied to correct for the velocity 

bias which is conceptually the same as transit-tirne weighting, provided that all three 

veiocity components are measured. While differences exist between the parameters used 



in the simulations of hichs et al. (1993) and those present in the current experiments, the 

results do provide a sense of the magnitude of the bias caused by turbulence and the level 

to which the bias may be corrected. Inverse velouty weighting is a reasonable method 

to use for dealing with velocity bias but errors will still remain, with the magnitude 

varying wit h the local flow conditions. However, additional corrections beyond the initial 

weighting scheme are difEcult to j u s t q  and the errors induced by the turbulent flow are 

probably the primary cause of uncertainty in the experiments. 

3.2.4 Probe Positions 

3.2.4.1 LDV Measurement Volume 

The position of the measurement volume in the tunnel coordinate system was determined 

after the probes were aligned so that the sampling volume fkom each probe intersected 

at a common location (see section 2.1.2.4). The standard deviation of the repeated 

measurernents gives the positioning accuracy of the measurement volume relative to 

the tunnel coordinate system. The largest value obtained for the positioning error was 

0.25mm which is 2% of the jet hole diameter. 

3.2.4.2 FID Sampling Tubes 

The positioning accuracy of the FID sampling tubes was f l n m .  There was a concern 

that due to the length of the thin tubes the flow might cause the tubes to deflect. 

However , observations indicat ed t hat even at high crossflow speeds the tubes rernained 

s t ead y. 



3.3 Upstream Boundary Layer 

The boundary layer five jet diameters upstream ( x / D  = -5) from the centre of the row 

of jets in each case was measured and the results are shown in Fig. 3.4. The data for 

each case represent the spanwise average upstream of the jet from which the data were 

taken. It can be seen that the boundary layer was approximately 2.00 thick for all cases. 

The norxnalized square root of the turbulence kinetic energy, &IV,, ranges fkom 1-3% 

and reaches a maximum of approximately 10% near the wd. It should be noted that 

the boundary layer thickness and hole size are of the same order of magnitude. It is 

this important aspect of the flow that makes analytical approaches difficult, as discussed 

in the literature review of section 1.2.1, and variations in the upstream boundary layer 

thickness result in significant differences in the downstream flow field (Sinha et al. 1991). 

There are some clifferences in the profiles for each case, particularly for the turbulence 

kinetic energy. It is likely that the changes in freestresm turbulence are due to dust 

accumulation on the flow conditioning screens. The variation in the boundary layer 

velocity profdes are a consequence of the mering turbulence levels. It is unlikely that 

the variation is due to the particular geometries' influence on the upstream boundary 

layer since there was Little spanwise variation in the data for each jet and the clifferences 

exist into the fieestream flow. The ditferences should not be a problem for cornparisons 

with computational results as the individual profles are input as boundary conditions 

for each case. 



Figure 3.4: Upstream boundary layer: Streamwise ( L J D  = 4) A, Spanwise +, Corn- 
pound-Angle O. 



3.4 Perio dicity 

As seen in Fig. 2.2, planes of periodicity were assumed at  the edges of the experimental 

domain for the spanwise and compound-angle jets. As the row of jets in either case was 

finite in extent the validity of this assumption is examined here. Plots of the streamwise 

velocity, U / Q ,  and turbulence kinetic energy, &IF;., along the planes of periodicity 

y /D  = 1, -2 are shown in Fig. 3.5, for the spanwise jets, and Fig. 3.6, for the compound- 

angle jets. In both cases the velocity ratio presented is R = 1.5, which corresponds to 

the most difficult test for the assumption. The results at lower R are better than those 

presented here. 

Figure 3.5: Cornparison of flow along planes of periodicity for spanwise jets 
(y/D = le, -20 ) :  a) U/V,, b) &IV,. 

The agreement between the two planes is reasonable for the spanwise jets. In the 
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immediate vicinity of the jet, at z / D  = O and 1, the most noticable deviations from pe- 

riodicity occur. The differences are primarily in regions with large gradients in velocity 

or turbulence kinetic energy. As such, the effect of any error in the probe positioning 

would be more apparent. The Merences may also mise fkom slight ciifferences in the ad- 

jacent jet holes. Farther downstream the agreement is quite good. For the spanwise jets, 

shown in Fig. 3.6 the cornparison between the profiles dong the planes of periodicity is 

excellent. In many locations it appears that only one set of data points are present. The 

periodicity of the flow greatly simplifies the numerical simulation and experimental ex- 

ploration of these jets as the entire row does not have to be included in the computational 

or experirnent al domain. 

Figure 3.6: Cornparison of flow dong planes of periodicity for compound- angle jets 
(y/D = 10, -20): a) U/Vj,  b) &/K. 



3.5 Mean Velocity Field 

In this section, the mean velocity fields for the various jet geornetries and velocity ratios 

are presented. The data are normalized by the jet bulk velocity, 5, and jet diameter, D. 

Note that for some of the plots, each axis and lccation are not labelled directly but rather 

given a t  the beginning and top of each row and column, respectively. Where possible, 

consistent symbols have been used for each geometry. 

3.5.1 Jet Exit 

In this section the normalized vertical component of velocity (WIV,) at  the jet exit 

( z / D  = 0)  for each case is presented. This variable was chosen since it gives the clearest 

representation of the effect the crossflow bas on the jet exit flow. For the figures shown, 

the edges of each jet orifice are indicated by the bounding rectangle and the area con- 

taining the contours corresponds to the region where measwements were obtained. The 

view is down towards the wind tunnel floor with the crossflow in the positive d i rec t ion  

from the bottom of the figures. 

3-5.1.1 N o  Crossflow 

A cornparison between the two streamwise jet cases (LID = 8 and LID = 4) is shown 

in Fig. 3.7. In both cases the region of maximum vertical velocity occurs towards the 

upstream edge of the jet orifice. This is consistent with the presence of separated flow 

within the jet duct fkom the sharpedged entrance producing a 'jetting effect' which was 

suggested by Pietrzyk et  al. (1989) and later supported by Leylek and Zerkle (1994). 

The primary difference between the two cases is in the magnitude of the peak velocity. 

For the longer entry length, L / D  = 8, case the peak velocity is approximately 0 . 7 6  

which is 12% less than the peak of 0.8K for the CID = 4 case. Again, this is consistent 



with the suggested 'jetting effect ' as the separated region is closer to the measurement 

plane in the L / D  = 4 case. 

Figure 3.7: Jet exit plane ( z / D  = O )  contours of W / y  with no crossflow. 

Note that the 'jetting effect' is a consequence of the vertical velocity in the plenum. 

If a crossflow were present within the plenum the exit profiles would exhibit dXerent 

characteristics (Thole e t  al. 1997). 

3.5.1.2 Streamwise (L/D = 8) 

The normalized vertical velocity contours for the t hree jet-to-crossflow velocity ratios are 

shown in Fig. 3.8. At the highest velocity ratio, R = 1.5, which corresponds to the lowest 

crossflow velocity, the region of peak velocity is still skewed towards the upstream edge 

of the jet. As the velocity ratio decreases, corresponding to increases in the crossflow 

velocity, the region of peak velocity shifts towards the downstream edge of the jet exit 

with the velocity profile becoming more uniform. This is in contrast to the situation 



for perpendicular jets where the exit profile becomes more non-uniform as the crossflow 

velocity is increased ( Ajersch et  d (1997)). 

Figure 3.8: Streamwise ( L I D  = 8) jet exit W / q  contours. 

3.5.1.3 Streamwise (L/D = 4) 

The jet exit velocity profiles for the short entry length jet are qualitatively similar to 

the L I D  = 8 case discussed above. Vertical velocity contours for this case are shown 

in Fig. 3.9. Again, the region of peak velocity is skewed towards the upstream edge 

of the jet exit at R = 1.5. At R = 1.0 the magnitude of the peak velocity is reduced 

but still skewed towards the upstream edge of the jet. The contour area representing 

WIV, > 0.7 is essentidy unchanged between the R = 1.5 and R = 1.0 cases, indicating 

greater resistance to deflection by the crossflow. This behaviour is consistent with the 

stronger 'jetting effect' which is present in the shorter entry length case. Finalty, a t  

R = 0.5 where the crossflow is strongest the exit profle is fairly uniform, although a 

slightly higher velocity region skewed towards the upstream edge is still noticeable. 
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Figure 3.9: Streamwise ( L / D  = 4) jet exit W/& contours. 

The behaviour of the spanwise jet is different than the previous two streamwise cases, 

as can be seen from examination of Fig. 3.10. The jet exits in the negative y-direction 

and, due to the inclination of the jet, a region of higher velocity is expected towards the 

positive y side of the jet exit. At R = 1.5 the higher-velocity region is still skewed towards 

the positive y-direction, although it has been deflected towards the downstream edge of 

the jet exit by the crossflow. As the crossflow increases (R decreases) the maximum 

vertical velocity increases which is in contrast to the trend shown for the two streamwise 

cases. In addition, the region of high vertical velocities is more strongly skewed in the 

positive y-direction. This result differs from velocity profiles at the jet exit which have 

been used as boundary conditions in earlier computational studies (Sathyamurthy and 

Patankar (1990), Zhou (1994)). The strong gradients in the velocity profile are indicative 

of the strong interaction between the jet and the crossflow for this geometry. 



Figure 3.10: Spanwise jet exit W/V, contours. 



3.5.2 -5 Compound-Angle 

Contour plots of W / K  for the compound-angle jet are shown in Fig. 3.11. As in the 

previous cases, the region of maximum velocity is skewed towards one side of the jet exit 

due to the 'jetting effect'. Although the jet has a component of velocity in the streamwise 

direction, the jet exit profdes resemble the spanwise injection case more closely than the 

streamwise cases. As R decreases the magnitude of the maximum velocity increases as the 

jet 0ow is deflected in the downstream direction. The location of the maximum velocity 

region remains aimost constant as the velocity ratio is varied rather than shifting strongly 

to one side as the spanwise case does. The gradients in velocity at R = 0.5 also indicate 

a stronger interaction between the jet and the crossflow than in the two streamwise 

injection cases. 

Figure 3.11: Compound-angle jet exit W / F  contours. 

3.5.2 Velocity Ratio R = 0.5 

Cornparisons of the normalized streamwise ( U / F )  component of velocity dong the y/D = 

O plane are shown in Fig. 3.12. Few differences are noticed between the streamwise 

L I D  = 8 and LID = 4 cases. The velocity measured nearest to the wall ( r / D  = 0.2) 



is slightly lower for the L / D  = 4 case which may indifate that the jet is closer to 

separation fiom the downstream edge of the jet exit than the LID = 8 case, but there 

is no indication in either case that separation has ac tudy  occurred. As the flow moves 

downstream to x / D  = 8 the velocity profile begins to resemble a boundary layer again. It 

can be seen in the spanwise case that the flow at the jet exit is deflected in the streamwise 

direction by the strong crossflow. Immediately downstream of the jet at z ID  = 1 the 

near-wail velocity drops to near zero indicating that the presence of the jet blocks the 

crossflow. As the flow progresses to x / D  = 2 it can be seen that the near-wd velocity 

is actually higher than the veloûties farther fiom the wall. This behaviour suggests 

that the high momentum crossflow fluid is being drawn towards the w d .  The trend 

continues as the flow moves downstream until x / D  = 8 where flow begins to return to a 

boundary-layer flow. The compound-angle jets exhibit similar behaviour to the spanwise 

jets with higher velocities measnred adjacent to the wall, although this occurs farther 

downstream at x / D  = 3. Again, the flow begins to resemble a boundary layer as it moves 

to x / D  = 8. It should be noted that with d the cases presented here, the jets do not 

appear to penetrate beyond the boundary layer as the streamwise velocity for z / D  2 2 

remains constant at U / y  = 2. 

Plots of U / K  along the y/D = - 1 plane are shown in Fig. 3.13. The two streamwise 

cases do not change significantly from a typical boundary layer flow due to the strong 

deflection of the jet by the crossflow at this low blowing ratio. The y/D = -1 plane is 

0 .50 fkom the edge of the streamwise jets so no interaction is expected at x / D  = O. There 

is some indication that the jet has spread to y/D = -1 by x / D  = 2 for both the LID = 8 

and LID = 4 cases (the velocity profile is not as curved as it is farther upstrearn). The 

spanwise injection case is more interesthg along this plane which passes alocg the edge 

of the jet orifice. There is a &op in CI/& at x / D  = O due to the blockage of the crossfiow 



by the jet. As the flow moves to x / D  = 1 the near-wd streamwise velocity decreases 

further while the remaining flow is still essentially a boundary layer. At E / D  = 2,3 the 

near wall U / K  is negative, indicating a region of backflow. Care should be taken not 

to interpret this region as separation and reattachment as would be the case for t w e  

dimensional flow. Inspection of the jet exit flow in Fig. 3.10 indicates that the greatest 

blockage to the crossflow occurs at y / D  * 0.6 which would create a low-pressure region 

immediately downstream of the jet exit. The low streamwise-mornentum fluid fiom this 

region is likely transported laterdy as the flow progresses downstream. This behaviour 

would be consistent with the presence of the low velocity region indicated in Fig. 3.12 

at x/D = 1. More will be said of this later. Findy,  in the case of the compound-angle 

jets, a higher velocity region is apparent near the wall immediately adjacent to the jet 

at x/ D = O which again suggests that the crossflow fluid has been transported towards 

the wall. Inspection of Fig. 3.10 shows that this location is slightly upstream of the 

jet orifice along the y/D = -1 plane indicating the interaction between the jet and 

the crossflow at upstream locations. The flow farther downstream along this plane is 

relatively unremarkable as the velocity profile returns to resemble a boundary layer at  

x/D = 8. 

Some insight into the behaviour of the velocity ~rofües described in the previous para- 

graphs may be found by considering the plots in Fig. 3.14. Here, V and W components 

of velocity are shown in spanwise y-z planes at x /  D = 1,3,8 with the crossflow direction 

out of the page. The reference vector indicates the magnitude of the c~ossflow velocity 

where V, = 2.05 in this case. Again, the two streamwise cases ( L / D  = 8 and L / D  = 4) 

exhibit quite similar behaviour. Only half of the flow field is shown in these two cases, 

due to the symmetry plane along y/D = O. Immediately downstream of the jet exit 

the jet can be seen to expand as it is injected into the crossflow. As the flow moves 



downstream to x / D  = 3 there is some evidence of a vortex being formed near the floor 

of the tunnel which is characteristic of this flow field, There is still some evidence of the 

vortex at  x / D  = 8 although it is quite weak as the strong aossflow causes the jet to be 

deflected strongly towards the tunnel floor. As noted in the previous paragraphs, there 

is no indication that the jet flow has penetrated beyond the crossflow boundary layer for 

either of these cases. In the case of the spanwise jets there is a strong vortex which forms 

immediately downstream of the jet exit. The large vertical velocity that was noted at 

the jet exit plane in section 3.5.1.4 is apparent at x / D  = 1, as is the strong flow to the 

downstream edge of the jet due to the suggested low pressure region described previously. 

As the flow moves downstream to z / D  = 3 the vortex is still present and acts to draw 

the crossflow fluid down towards the tunnel loor which produces the high streamwise 

velocities noted in Fig. 3.12 near the wall. At z / D  = 8 the vortex has not been lost and, 

even though the interaction between the jet and the crossflow is much stronger than in 

the streamwise injection cases, there is no evidence that the jet has penetrated beyond 

the crossflow boundary layer. The compound-angle jets show the beginning of the for- 

mation of a vortex at  x / D  = 1 and y/D = 0.4, although the dowdow to the lee side of 

the jet is not as strong as for the spanwise case. As the flow progresses to x / D  = 3 the 

vortex is still present but is much smaller than the vortex formed in the spanwise case. 

The downflow is still present at this location, resulting in the higher streamwise velocity 

near the wall found in Fig. 3.12. As was the case for the other injection geometries, even 

by x / D  = 8 there is still no evidence that the jet has penetrated beyond the crossflow 

boundary layer . 



Figure 3.12: Streamwise ( U / Q )  velocity dong Y / D  = O, R = 0.5 for: a) streamwise 
L / D  = 8, b) streamwise LID = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.13: Streamwise (U/&) velocity dong y/D = -1, R = 0.5 for: a) streamwise 
LI D = 8, b) streamwise L / D  = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.14: Velocity vectors in spanwise y-z planes at R = 0.5 (V and W compo- 
nents) for a) Streamwise (LID = 8), b) Streamwise ( L I D  = 4), c) Spanwise, and d) 
Cornpound-angle jets. 



3.5.3 Velocity Ratio R = 1.0 

As noted a t  the beginning of this chapter, the characteristics of the flowfield a t  R = 1.0 

are typically intermediate between the characteristics observed at R = 0.5 and R = 1.5. 

As such, data along only one streamwise plane will be presented here. Cornparisons of 

the normalized streamwise component of velocity ( U / F )  for the various geometries a t  

R = 1.0 along the y / D  = O plane are shown in Fig. 3.15. As observed in the R = 0.5 

case, the differences between the streamwise jets with L / D  = 8 and L / D  = 4 are small. 

At the downstream edge of the jet exit hole a t  x / D  = 1 the near-wd velocity is slightly 

lower for the LI D = 4 case which suggests that the jet may be closer to separation than 

the L/ D = 8 case. Recall fkom the jet exit velocity profiles discussed in 3.5.1.3 that 

the 'jetting effect' fkom the shorter entry length appeared stronger, producing a higher 

vertical velocity at the exit plane. However, a t  x / D  = 2 the trend is reversed with the 

near-wall velocity in the L / D  = 8 case dropping considerably, again suggesting that 

the jet is close to separation from the tunnel floor. In the L / D  = 4 case the near-wall 

velocity is actually higher t han it was at x /  D = 1 and much higher than is observed for 

LI D = 8. As can be seen fiom the graphs, the streamwise component of velocity in the 

cross0ow is lower than the near-wall velocity here. The most likely explanation is that 

the flow from the higher streamwise velocity portion of the jet has been drawn towards 

the floor due to the counter-rotating vortex pair. As the flow progresses downstream 

the clifferences between the two streamwise cases are minimal with the L / D  = 4 case 

perhaps spreading more rapidly. At z / D  = 8 it appears that the jet flow is beginning to 

penetrate beyond the boundary layer thickness of z / D  = 2. For the spanwise jets it can 

be seen that the jet flow penetrates farther into the crossflow at  x / D  = O than was the 

case for R = 0.5, as expected. As the flow progresses downstream the higher near-wall 

velocities which occurred a t  R = 0.5 are not present which suggests that the crossflow is 



not being drawn towards the floor as strongly. At x / D  = 8 it is not clear whether the 

flow has penetrated beyond the boundary layer. Findy, the compound-angle jets are 

shown which behave in a similar manner to the spanwise jets, dthough the streamwise 

component of velocity at  x / D  = 1 is closer to that observed for the streamwise-inclined 

jets. Again, the near-wall velocity does not suggest that the crossflow fluid has been 

drawn towards the floor. The velocity profle appears to retum to a boundary-layer flow 

by z / D  = 3 and jet penetration beyond the crossflow boundary layer is not apparent. 

Vector plots in the spanwise y-z planes are shown in Fig. 3.16 dong with reference 

vectors indicating the magnitude of the crossflow velocity. Vortex formation appears at 

x / D  = 1 for the streamwise jets which is earlier than observed for R = 0.5. As the low 

progresses downstream the vortices become clearer and the jet flow appears to spread 

la terdy to a greater extent than at R = 0.5. The spanwise jets show a marked departure 

from the flow at R = 0.5 as a vortex begins to form in a competely different location. 

From the jet exit velocity profiles in Fig. 3.10 the peak vertical velocity is at y / D  = 0.2 

rather than 0.6 as was the case at R = 0.5. Correspondingly, the vortex formation occurs 

at y/D % -0.1 rather than at y/D = 0.6. The vortex forms farther from the wall as the 

jet is able to penetrate farther into the flow at R = 1.0. As the flow moves downstream to 

x / D  = 3 the vortex appears to have weakened and has almost disappeared by z / D  = 8. 

The vortex observed at z/ D = 8 is actuaily from the next jet in the row as the jets move 

in the -y direction as they are deflected downstream by the crossflow. In the case of 

the compound-angle jets a small vortex is observed at x / D  = 1, y / D  zz 0.2,  likely due 

to the interaction of the jet and crossflow at the upstream corner of the jet exit hole. A 

clearer, stronger vortex foms at R = 1.0 than was observed at R = 0.5 as the flow moves 

downstream. The weaker crossflow in this case does not dissipate the jet flow as quickly. 



Figure 3.15: Streamwise (U/y) velocity dong y/D = O, R = 1.0 for: a) streamwise 
LI D = 8, b) streamwise L / D  = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.16: Velocity vectors in spanwise y-z planes at R = 1.0 (V and W compo- 
nents) for a) Streamwise ( L I D  = 8), b) Streamwise ( L I D  = 4), c)  Spanwise, and d) 
Compound-angle jets. 



3.5.4 Velocity Ratio R = 1.5 

At R = 1.5 the injection of the jet into the crossflow in the two streamwise-inclined 

jet cases is quite strong, as shown in the U/y plots of Fig. 3.17 along the y/ D = O 

plane. Again, there are few clifferences between the LID = 8 and L / D  = 4 cases. The 

lower near-wall velocity at  x / D  = 1 for the LID = 4 case is again indicative of the 

stronger 'jetting effecty in this case but the differences disappear soon afterwards. As 

the flow progresses to x / D  = 8 it is clear that the jets in both cases penetrate beyond 

the boundary layer into the crossflow. The peak streamwise velocity is slightly higher 

at the downstream locations for the short entry length which, again, is iikely due to the 

stronger 'jetting effect '. Closer to the jet hole, the streamwise velocity from the L / D  = 8 

streamwise jets is slightly higher than for the L / D  = 4 case as the weaker 'jetting effecty 

results in a stronger streamwise component of velocity as the flow leaves the jet hole. 

There is no evidence of flow separation for either jet at this velocity ratio. The velocity 

profiles for the spanwise-inclined jets indicate that the jet has penetrated beyond the 

boundary layer by x / D  = 2. The velocity profiles farther downstream are fairly smooth 

which indicates that the interaction between the jet and the crossflow is not as strong 

as it was at the previous velocity ratios. The flow for the compound-angle jets does 

not appear to penetrate farther into the crossflow at x / D  = 1 than it did for the lower 

velocity ratios which is likely the result of the lower peak vertical velocity at the jet exit 

for R = 1.5. The flow at x / D  = 2, 3 is essentially a boundary layer and the jet does not 

appear to penetrate beyond the boundary layer until x / D  = 8. 

The streamwise velocity profiles dong the y/D = - 1 plane are shown in Fig. 3.18. 

The presence of the streamwise jets may be observed along this plane by z / D  = 1, 

particularly for the LID = 8 jet. The peak streamwise velocity is consistently higher 

for the longer entry length jet along this plane as the LID = 8 jet appears to spread 



laterally more quickly than the L / D  = 4 jet. This spreading would explain the lower 

peak streamwise velocity along the y/D = O plane noted previously. The injection of the 

jet in the spanwise case at x / D  = 1 is more noticeable along this plane as the jet flow is 

in the -y direction. Again, the jet appears to penetrate beyond the boundary layer very 

quickly; by x / D  = 1 dong this plane. The flow profles downstrearn a t  x / D  = 5, 8 are 

quite similar to those along the y/D = O plane, indicating more uniformity of the flow 

in the spanwise direction than at  the lower blowing ratios. In the compound-angle case, 

the high near-wall velocity which was observed at R = 0.5 along this plane at x / D  = O 

is no longer present which is likely due to the ability of the jet to penetrate more easily 

into the crossflow in this case. The jet exit velocity profde is not as skewed in this case 

and the jet flow is the dominant feature of the flow field. Downstream from the exit hole 

the presence of the jet is clear and appears to penetrate beyond the boundary layer by 

x / D  = 5. 

The velocity vectors in the spanwise y - z planes at R = 1.5 are shown in Fig. 3.19. 

The magnitude of the crossflow velocity is indicated by the reference vectors. In the 

two streamwise jet cases, clear vortices form and grow as the flow moves downstream. 

A rnirror image of the vector field along the y/D = O symmetry plane would reveal the 

couder-rotating vortex pair which has been observed many times for this class of flows. 

The flow in the spanwise jet case indicates the beginning of a vortex a t  x / D  = 1. The 

presence of the adjacent jet is apparent at y/D = 1.0 as the weak crossflow allows the 

jets to penetrate strongly in the spanwise direction. Downstream at +/LI = 3 the vortex 

appears to have weakened due to the interaction between the adjacent jets which prevents 

the vortex flow from completing its circuit. The flow at  x / D  = 8 is fairly uniform in the 

spanwise direction, as noted in the previous paragraphs. The lateral injection of the jet 

in the compound-angle case is apparent at x / D  = 1 and a vortex begins to form. The 



presence of the adjacent jet is not apparent until farther downstream at +ID = 3. The 

jet vortex is still clear at  this location. At z/ D = 8 two weaker vortices are visible on 

the graph. The spanwise flow is not as d o m  as it was for the spanwise-inclined jets, 

indicating the weaker jet-tejet interaction for this case. 

Overd  there are few merences between the mean velocity fields for the two streamwise- 

inclined jet cases ( L / D  = 8,4) as the velocity ratio changes. As R is inaeased the jets 

penetrate farther into the crossflow and the vortices which are formed becorne clearer. 

In the spanwise jet case the strong vortices which are present at R = 0.5 g o w  weaker 

and disappear downstream as R is increased. This is in contrast to the results found 

by Honami et al. (1994), as mentioned in the literature review, where the large vortex 

which was formed grew as R was increased. This dinerence is due to the ciifference in the 

jet-to-jet spacing, s / D .  In the present experiments the jets were s / D  = 3 apart while 

the experiments of Honami e t  al. (1994) were at s / D  = 5. Consequently the jet-to-jet 

interaction which becomes important in the present experiments does not occur and the 

large vortices may form. The compound-angle jets behave in a similar manner to the 

spanwise-inclined jets with a single vortex formed downstream of the jet exit, although 

the jet-to-jet interaction is not as significant at higher velocity ratios for this case. 



Figure 3.17: Streamwise (LI/&) velocity dong y/D = O, R = 1.5 for: a) streamwise 
L / D  = 8, b) streamwise LID = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.18: Streamwise (Cl/&) velocity dong y/D = -1, R = 1.5 for: a) streamwise 
L / D  = 8, b) streamwise LI D = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.19: Velocity vectors in spanwise y-z planes at R = 1.5 (V and W compo- 
nents) for a) Strearnwise (LID = 8), b) Streamwise ( L / D  = 4), c )  Spanwise, and d) 
Compound-angle jet S. 



3.6 Turbulence Data 

In this section, the turbulence fields for the various jet geometries and velocity ratios are 

presented. As was the case for the mean velocity data, for some of the plots, each axis 

and location are not labelled directly but rather given at the beginning and top of each 

row and column, respectively. Where possible, consistent symbols have been used for 

each geometry. The data presented include the turbulence kinetic energy, the turbulent 

Reynolds stresses, and an examination of the anisotropy of the turbulent normal stresses. 

Data obtained at R = 1.0 is not presented here since bounds of the jet behaviour are 

well represented by the data at R = 0.5 and R = 1.5. 

3.6.1 Jet Exit 

In this section the nomalized square root of the turbulence kinetic energy (Jkl~j) at 

the jet exit ( z / D  = 0) for each case is presented. For the figures shown, the edges of each 

jet orifice are indicated by the bounding rectangle and the area containhg the contours 

corresponds to the region where measurements were obtained. The view is down towards 

the wind tunnel floor with the crossflow in the positive x-direction from the bottom of 

the figures. 

3.6.1.1 N o  Crossflow 

The turbulence kinetic energy (A/&) at the jet exit plane (tlD = 0) for the two 

streamwise-inclined jet cases with no crossflow present is shown in Fig. 3.20. The overall 

turbulence levels are lower for the longer entry-length jet ( L / D  = 8) with &IV, 0.15 

over most of the exit plane. In the case of the L/ D = 4 jet the turbulence level reaches a 

maximum of f i l4  :. 0.25 towards the downstream side of the jet hole. The increased 

turbulence level in this region is due to the doser prommity of the shear layer formed due 



Figure 3.20: Jet exit plane ( r / D  = O )  contours of &/4, no crossflow. 

to the 'jetting effect ' mentioned previously. If the separated flow anticipated 60m the 

sharp-edged inlet to the jet hole had a moving reattachment point near the  exit plane 

t here would be a resulting increase in the measured, time-averaged turbulence level. 

3.6.1.2 Streamwise (L/D = 8) 

Figure 3.21 shows the contours of &/y at the jet exit plane for all three jet-to-crossflow 

velocity ratios (R). It is apparent that the turbulence levels are fairly constant over the 

jet exit plane at &/K zz 0.10 for R = 1.5,l.O and increasing to 0.15 for R = 0.5. The 

increase in the turbulence level at  R = 0.5 is due to the stronger deflection of the jet due 

to the crossflow. 



Figure 3.21: Streamwise ( L / D  = 8) jet exit contours. 

Figure 3.22: Streamwise ( L / D  = 4) jet exit contours. 



Contours of &/& at the jet exit plane for ail three velocity ratios for the short entry- 

length streamwise jet are shown in Fig. 3.22. In contrast to the contours for the LI D = 8 

geornetry, there is a significant variation in the turbulence kinetic energy over the z /D = O 

exit plane. The gradients in k tend to appear at the locations where the gradients in 

W/$ occur, as discussed previously in section 3.5.1.3 and shown in Fig. 3.9. The rise in 

A/& occurs near z / D  = O which increases from Jk/6 sz 0.15 towards the upstream 

(-2) side of the jet to &/& z 0.3 at all velocity ratios. The increased turbulence levels 

are likely caused by the shear layer which is formed due to the 'jetting effect ' from the 

sharp-edged enttance to the jet orifice. At R = 0.5 there is an increase in towards 

the upstream edge of the jet exit which would be caused by the resulting shear layer from 

the strong deflection of the jet by the crossflow. 

The I/?& contours for this case are found in Fig. 3.23 at all three velocity ratios. There 

is some resemblance between the contours for this case and those for the streamwise 

( L / D  = 4) case. The gradients in k occur mid-way aaoss the jet exit near y/ D = O 

and rise from fi/% zz 0.1 to &/4 z 0.3. Again, the shear layer produced at the 

sharpedged entrance to the jet hole is likely responsible for this change. At R = 0.5 

the gradient in fil5 at y/D = 0.5 corresponds to the strong gradient in W / Q  shown 

in Fig. 3.10 indicating turbulence generation due to shear. The peak turbulence level 

reaches &IV, = 0.35 at R = 0.5 as the crossflow deflects the jet strongly in this region. 



Figure 3.23: Spanwise jet exit contours. 



3.6.1.5 Compound-Angle 

In the case of the compound angle jets, shown in Fig. 3.24, the peak turbulence kinetic 

energy is slightly lower than that obtained for the other jet geometries with an entry 

length of L/ D = 4. In this case, the turbulence kinetic energy ranges fkom z 0.1 

to Jkl5 ri. 0.25. As R decreases to 0.5 the peak value of Jk/x does not change 

appreciably, nor does its location. The ove rd  turbulence level towards the upstream side 

of the jet exit increases slightly due to the interaction between the jet and the crossflow. 

Note that there are some odd contours a t  one edge of the jet, particularly noticeable a t  

R = 1.0. These are due to the plotting software and should not be interpreted as the 

actual experirnental data. 

r O -  1 0 -  

Figure 3.24: Compound-angle jet exit &/v, contours. 



3.6.2 Turbulence Kinetic Energy 

Plots of the turbulence kinetic energy along the same x-z planes used for the presentation 

of the streamwise velocity are discussed in this section. Note that the jet bulk velocity , 
5, has been used to nomalize Jk rather than the crossflow velocity, V, . Consequently, 

the turbulence levels shown appear to differ from those shown for the upstream boundary 

layers discussed in section 3.3. The values presented in the following sections may be 

converted for comparison by multiplying the 5-normalized value by R. The individual 

turbulent normal stresses, ut, v', and w' are not presented here as the profiles exhibit the 

same trends as the turbulence kinetic energy. 

3.6.2.1 Velocity Ratio R = 0.5 

A comparison of the normalized turbulence kinetic energy (&/K) along the y/D = O 

plane for the various geometries is shown in Fig. 3.25. There are few differences between 

the (&IF) profües for the LID = 8 and L / D  = 4 streamwise jet cases. Ln the near-jet 

region at x / D  = 1 , 2  the near-wall turbulence levels are higher for the L / D  = 4 case due 

to the increased turubulence level in the jet. Farther downstream the profiles become 

more similar as the strong crossflow dominates the flowfield. At x / D  = 8 the turbulence 

level at  z / D  = 2 is essentially unchanged fkom the freestream value indicating that 

the jets have not penetrated beyond the boundary layer. The turbulence levels for the 

spanwise jets are significantly higher than for the other jet geometries due to the much 

stronger interaction between the jet and the crossflow. The higher turbulence levels at  

the jet exit are apparent in the near-hole region with a maximum of (&/VJ z 0.44 

reached at z / D  = 1. Farther downstream the turbulence decays rather slowly, fuelled 

by the strong velocity gradients noted in Fig. 3.12. The lower turbulence level near 



the wall at x/D = 3,5 is likely due to the proximity of the tunnel floor and the lower- 

turbulence level fluid fiom the freestream being & a m  towards the floor. Even with 

the highly turbulent nature of this flow, the turbulence level at x / D  = 8, z / D  = 2 is 

only slightly above the fieestream value indicating that the jet 0ow is only beginning to 

penetrate beyond the boundary layer. The (415) profles for the compound-angle case 

are remarkably s h d a r  to those for the streamwise-inclined L / D  = 4 case. A slightly 

lower near-wall value for the compound-angle case at  x / D  = 3 is apparent, again due to 

the entrainment of lower-k fluid fiom the freestream which is drawn towards the wall, as 

suggested by the velocity profile in Fig. 3.12. The similarity is likely a consequence of the 

strong deflection of the compound-angle jet in the streamwise direction by the crossflow. 

Again, jet penetration beyond z / D  = 2 at x/D = 8 is not apparent. 

The turbulence kinetic energy along y / D  = -1 is plotted in Fig. 3.26. For the two 

streamwise cases the profiles are again quite similar. Evidence of the lateral spreading 

of the jet may be seen at x / D  = 2. The high turbulence levels noted for the spanwise 

jet along y /D = O are again present, reaehing a peak of (&IF) 0.55 at z / D  = 1. 

The magnitude of the turbulence level in this region tends to suggest some larger-scde 

unsteadiness in the flow. As the flow moves downstream the profiles begin to resemble 

those along y/D = O as the jet flow moves laterally across the tunnel. The influence of 

the compound-angle jet at x / D  = O is apparent at  z/ D = 1. The increased turbulence 

levels at x / D  = 1 are due to the transport of the turbulence fkom the jet exit into the 

crossflow. As the flow moves downstream it begins to resemble a boundary layer again, 

as observed fkom the velocity profiles of Fig. 3.13. In all these cases the flow does not 

appear to have penetrated beyond the boundary layer at x / D  = 8. 



Figure 3.25: Turbulence kinetic energy (415) dong y/D = O ,  R = 0.5 for: a) stream- 
wise LI D = 8, b) streamwise L / D  = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.26: Turbulence kinetie energy (&IF) dong y /D  = -1, R = 0.5 foi: a) 
streamwise LI D = 8, b) streamwise L/ D = 4, c )  spanwise, and d) compound-angle jets. 



3.6.2.2 Velocity Ratio R = 1.5 

Profiles of (&/y) dong the y / D  = O plane for each geometry are shown in Fig. 3.27. 

As was the case for the two streamwise jet cases at R = 0.5, there are few dinerences 

between the turbulence profles for the long and short entry lengths. Süghtly higher 

turbulence levels are apparent for the L / D  = 4 case at  z / D  = 1 due to the transport 

of the higher turbulence levels at the jet exit for this geometry. Ln both cases there is a 

strong jump in (41%) at z / D  = 1 for this location indicating the shear layer between 

the jet and the weaker crossflow. At this velocity ratio the streamwise jets appear to 

have penetrated beyond the boundary layer by z / D  = 5. The spanwise jet case is again 

characterized by the high turbulence levels in the near-hole region with ( J k l ~ )  z 0.4 

at  x / D  = O. The jump in the turbulence levels in this region correspond to the increase 

in streamwise velocity indicated in Fig. 3.17 and is due to the transport of the higher 

turbulence Ievels at the jet exit as well as the strong interaction between the jet and 

the crosslow. The jet appears to have penetrated to the edge of the boundary layer 

by z / D  = 1 and is dearly into the crossflow farther downstream. A t  z / D  = 2 there 

is a jump in (fi/&) at r / D  = 2.5 which appears contrary to the trend established by 

the surrounding data. The reason for this discrepancy is undear but the value cannot 

be discarded as an error as the same observation is made at  +/LI = 3, z / D  = 3.5. It 

is possible that it is a consequence of the presence of the adjacent jet which is seen in 

the vector plot in Fig. 3.19. Since the jets are not perf'ectly stationary, the increase in 

(&IV,) could be due to the motion of the edge of the jet through the rneasurernent 

volume. In the case of the compound-angle jet the inaease in (&/Q) due to the jet 

fluid is clear. The jet appears to have penetrated beyond the boundary layer by x / D  = 5. 

There appears to be a drop in the overd turbulence level within the jet at  z / D  = 3 

which increases again by z!D = 5. This change is due to the lateral motion of the jet in 



the -y-direction as it is not defiected as strongly by the crossflow at this velocity ratio. 

The increase at x / D  = 5 is sinply due to the presence of the adjacent jet. 

Along the y/ D = - 1 plane, shown in Fig. 3.28, the lateral spreading of the streamwise 

L / D  = 8 jet noted in section 3.5.4 is apparent. The LID = 8 jet also appears to have 

penetrated farther into the crossflow in the vertical ( z )  direction than the L / D  = 4 jet as 

well. In the spanwise jet case, the jumps in (&IF) noted at z / D  = 2 and z / D  = 3 along 

y/D = O in the previous paragraph also appear to be present at x / D  = 3 and z / D  = 5 

dong y/ D = -1. This obse r~ t ion  would be consistent with the lateral movement of the 

jet as the flow progresses downstream. The penetration of the jet beyond the boundary 

layer is clear at z /D  = 1. The behaviour of the compound-angle jet along this plane is 

similar to that described in the previous paragraph, without the drop in (fi/&). 



Figure 3.27: Turbulence kinetie energy (A/&) dong y/D = O, R = 1.5 for: a) stream- 
wise LID = 8, b) streamwise LID = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.28: Turbulence kinetic energy (615) dong y/D = -1, R = 1.5 for: a) 
streamwise LI D = 8, b) streamwise LI D = 4, c )  spanwise, and d) compound-angle jets. 



3.6.3 Anisotropy 

As mentioned in section 3.6.2 the profiles of the individual normal stresses are similar 

to the profles for the turbulence kinetic energy at the same locations. However, more 

information about the turbulent nature of the flow may be obtained by c o n s i d e ~ g  the 

relative magnitudes of the normal stresses. Many of the more common turbulence models 

used in computational modelling make use of the assumption of isotropic turbulence. The 

discussion in this section examines the deviation of this flow fiom isotropy. 

In order to compare the turbulent normal stress, two ratios of the r.m.s. normal 

stresses are defined. The first, called the &ratio, is d e h e d  as: 

and the second, called the w'-ratio, is defined as: 

A value of zero for both ratios indicates that the turbulence is isotropic. A value of, Say 

0.5, for the vt-ratio indicates that v' is 50% greater than ut. Only the results from the 

R = 1.5 case are presented as the devi~tion fkom isotropy is more evident. 

Contours of the ut-ratio for the various geometries at  R = 1.5 are shown in Fig. 3.29. 

For both of the streamwise injection cases a region of anisotropy occurs at  the upper 

edge of the jet dong the centreline (y/D = O )  where the vt-ratio reaches approximately 

-0.4. R e c d  fkom the velocity profles in Fig. 3.17 that t h u e  is a considerable streamwise 

velocity gradient (aU/Br) in this region. This velocity gradient contnbutes to the pro- 

duction of u' resulting in the relative deficit in u'. This observation is typical of a normal 

boundary layer flow where the au/& gradient is the only significant velocity gradient 



in the flow. Closer to the floor at  z / D  = 8 along the jet centreline the vt-ratio is close 

to zero corresponding to the small gradient in BU/& at this location. A similar trend is 

clear for the spanwise jets at z / D  = 3 where the vt-ratio again drops to approximately 

-0.3 at  y/D = 1, -2. Again, this corresponds to the velocity gradient BU/& which can 

be seen in the periodicity check of Fig. 3.5. A large au/& gradient may &O be found at 

x / D  = 1 dong the y/ D = O plane for the compound-angle jets near r /  D = 1. However, 

the ut-ratio is fairly high (z 0.4) in this region corresponding to the large W / a z  gradient 

which contributes to the production of v'. 

The wt-ratio contours for the R = 1.5 case are shown in Fig. 3.30 for the different 

geometries. Peak values of the wl-ratio are typically larger than those for the VI-ratio, 

unlike the usual boundary layer case where the reverse would be expected. This trend is 

likely due to the fact that contributions to the wt normal stress are fiom the gradients 

aW/ax and BW/Oy. As the jets enter the aossflow they are turned in the crossflow 

direction as they move downstream or, conversely, the crossflow is deflected by the jet. 

This results in a BW/âx gradient along the upper edge of the jets producing higher 

values of the wt-ratio in these regions. There is some discrepancy between the streamwise 

L / D  = 8 and L I D  = 4 cases at the downstream x / D  = 8 plane. In the C I D  = 8 case 

the w'-ratio drops to below -0.2 near z / D  = 2 while the wt-ratio is around 0.6 for the 

L / D  = 4 case at  the same location. It is unclear what the source of this discrepancy 

is. The primary difference between the two geometries is the stronger vertical velocity 

a t  the jet exit for the L / D  = 4 case which would result in a stronger O W / B x  gradient 

for this case. However, it would be reasonable to expect higher values of wt in the near- 

hole region if this was the case. Regions where the zut-ratio reaches 1.0 are apparent at  

x / D  = 1 for both the spanwise and compound-angle jets. These areas correspond to 

locations where strong vortices are present. The swirling flow of the vortices results in a 

relatively large B W/ay gradient which contnbutes to w1 in these regions. 



Figure 3.29: Contours of the ut-ratio at R = 1.5 for: a) streamwise L / D  = 8, b) 
streamwise L / D  = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.30: Contours of the w'-ratio at R = 1.5 for: a) streamwise L / D  = 8, b) 
streamwise L / D  = 4, c) spanwise, and d) compound-angle jets. 



3.6.4 Turbulent Shear Stresses 

The turbulent shear stresses are often tmmeasured and not reported due to the lack of 

a d a b l e  tools. However, wit h the three-component LDV system operating in coincidence 

mode used here it was possible to measure these quantities. The three turbulent shear 

stresses are presented as contour plots in spanwise y - z planes for the R = 0.5 and 

R = 1.5 velocity ratios. 

In the following discussion, reference is made to the production of the turbulent shear 

stresses from the velocity gradients in the flow field. For reference, the production terms 

from the Reynolds stress equations are provided as follows (White (1991)): 

- au a u  - au a v  - P= = 
dV 

- U ' U ~ - 2 1 ~ - - v Z ) W - - u ~ ~ ~ u w ~  - '11~~-  av 
8~ 8~ âr az a y  32: 

av av a v  P= = 
a w  -aw - -m- - 'UZU- - w2- - 2 / 2 1  - v2- 

a w  
- vw- az a~ az a2 OZ 

(3.18) 
a y  

3.6.4.1 Velocity Ratio R = 0.5 

Contours of m/F2 are shown in Fig. 3.31 for R = 0.5. The ?i?ü stress appears to 

correspond fairly closely with the gradients in BU/&, suggesting that the stress 

is produced primarily by the ~ B U / &  term in the production equation 3.17. For the 

streamwise jets at x/ D = 1, a region of positive ?iiü is observed near the top of the jet 

which corresponds to the negative au/& gradient in this region. Towards the sides of 
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the plots (y/ D < - 1) regions of negative ?iiü are clear which are due to the boundary- 

layer flow where the positive au/& gradient results in a negative Tiw stress. Fatther 

downstream at x / D  = 8 the top of the jet flow is characterized by a negative as 

the streamwise velocity profile retums to a more typical boundary layer flow. For the 

spanwise jet, the change in the sign of G at z / D  = 3, y / D  = O as t / D  increases 

corresponds closely to the change in the sign of au/&. A region of negative is 

apparent over the top of the jet as the 0ow moves downstreaxn, again corresponding to 

the boundary layer-type velocity profile produced as the higher-velocity crossflow moves 

over the jet. Note that the magnitude of the îiZ stress is much higher for the spanwise 

jets than it was for the streamwise jets due to the stronger interaction between the jet 

and the crossflow. The correspondhg -uui region over the top of the jet is clear for the 

compound-angle jet at x / D  = 8 as well, although the magnitude is closer to that for the 

streamwise jets. 

Contour plots of iiü/q2 at R = 0.5 are shown in Fig. 3.32. Along the plane of 

symmetry y/D = O for the streamwise inclined jets üü should be zero. While this is the 

case for most of the domain, there appear to be locations where Üij does not equal zero 

along the symmetry plane, such as at x / D  = 3, r / D  = 0.2 for both streamwise jet cases. 

The source of this discrepancy is unclear although it is possible that more data points are 

needed in this region to provide a better average due to the high turbulence bvels. The 

G shear stress is an indicator of the laterd turbulent mixing of the jet with the crossflow 

and some correlation should be expected along the edges of the jets. No clear trend 

is evident for the streamwise jets as the flow is dorninated by the crossflow turbulence. 

Near the floor at y/D = -1 a s m d  region where uV is negative can be seen at most of 

the x / D  locations. These are regions where W / a z  is typically large which contributes 

to the production of m. At x / D  = 8 iarger, crescent-shaped region of positive ~v is 



apparent. In this region, the lower streamwise velocity of the jet flow relative to the 

crossflow results in a negative au/& gradient (for y/ D < O),  adding to the production 

of positive iïü. For the spanwise jets, two regions of negative uV are apparent in the 

z/ D = 1 plane. These locations correspond to large 8U/& and BU/ay gradients which 

result in contributions to  -E. Farther downstream at x / D  = 3 regions of positive Uv 

may be observed. Near y/ D = -0.2 the sign of changes fiom negative to positive as 

r / D  increases away nom the wall. Near the wall there is a large positive aV/& gradient 

while iiiü is positive, resulting in a contribution to -=. Farther fkom the w d  W / a z  

is still positive but üiïj has changed sign so there is a contribution to +E. Note that 

over the same region the contribution to the production of ü?j fkom the aU/az  term is 

opposite in sign to that from the aV/& term indicating the importance of W / a z  to the 

production of W in this region. For the compound-angle jets a t  z / D  = 1 the sign of 

aV/& is positive over most of the plane and the sign of üü tends to correspond to the 

sign of E. For both the spanwise and compound-angle jets a t  x / D  = 8 the values of 

are smaller than a t  the upstream locations as the gradients become much smaller. 

Contour plots of at R = 0.5 are shown in Fig. 3.33. According to Andreopou- 

los and Rodi (1984), the V2u stress acts to damp out the secondary vortex motion in the 

flow. In a region wit h a clearly-developed vortex dow the velocity gradients aV/& and 

a W / a y  are the primary contributors to  the production of VU in Equation 3.18. However, 

for the streamwise jets a t  R = 0.5 no clear vortex motion develops. At x l  D = 1 a region 

of -= is apparent for both cases. For the LID = 8 case the BW/By gradient is s m d  

in this region so it is the positive aV/& term which generates the shear stress. For the 

L / D  = 4 case the region of -Vw is a t  a location where both gradients are present. The 

2 normal stress is larger in this location, suggesting that the W / a z  gradient is primariiy 

responsible for the generation of üïü. Farther downstream the magnitude of the üüj stress 



drops as no strong vortices develop and the gradients in BV/& and aW/ay are small. 

The magnitude of V2u is much larger for the spanwise jet case which corresponds to the 

strong vortex formation at  R = 0.5. At x / D  = 1 the region of negative vW near y/D = O 

corresponds to strong positive aV/& and aW/ay gradients. The region of positive Vw 

near y/D = 0.8 corresponds to strong negative W / B z  and aW/ay gradients. As the flow 

progresses downstream and the vortex weakens there is a corresponding drop in the mag- 

nitude of G. The same trends may be observed for the cornpound-angle case. Regions 

of positive Vw may be obsuved downstream for the compound-angle case corresponding 

to the negative 8 W/ay velocity gradient. 



Figure 3.31: Turbulent Shear Stress EE/?* at R = 0.5 for: a) streamwise LI D = 8, b) 
streamwise L / D  = 4, c)  spanwise, and d) compound-angle jets. 



II. 

Figure 3.32: Turbulent Shear Stress w / y 2  at R = 0.5 for: a) streamwise L J D  = 8, b)  
streamwise LID = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.33: Turbulent Shear Stress =/q2 at R = 0.5 for: a) streamwise L / D  = 8, b) 
streamwise L / D  = 4, c) spanwise, and d) compound-angle jets. 



3.6.4.2 Velocity Ratio R = 1.5 

Contour plots of =/y2 are shown in Fig. 3.34 for R = 1.5. As for the R = 0.5 velocity 

ratio, the Uw stress corresponds dosely with the gradients of BU/az. A large region 

of positive G over the top of the streamwise jets is clear at all downstream locations. 

Unlike the R = 0.5 case where the sign of the shear stress changes fiom positive to 

negative, the strong jet results in a negative W / a z  velocity gradient dong the upper 

edge of the jet. The greater lateral spread of the streamwise L / D  = 8 jet case is apparent 

from the plots. Along the underside of the streafllwise jets a region of negative exists 

due to the positive aU/az gradient as the jet penetrates beyond the boundary layer into 

the crossfiow. The large regions of negative G near the tunnel floor at the edges of the 

jet at  R = 0.5 are not present here due to the weaker velocity gradient in the boundary 

layer at the lower crossflow velocity. A large region of positive is clear a t  x / D  = 1 

for the spanwise jets and the d e c t  of the adjacent jet may be observed for y/D > O. At 

y / D  = - 1 the region of +GZ extends from near the floor to z / D  z 1.8 even though this 

is a region with a positive aU/& gradient which should result in a negative shear stress. 

It appears that the negative aW/ay gradient due to the vortex forming in this region is 

the principle source of uui. Immediately above the region of positive Uw is a region of 
- 

-uw. The W / a z  gradient is s m d  in this region so it appears that the -= stress is the 

result of the positive aW/ay gradient contribution. Note that üü is positive in this region 

as well so the sign of the contribution in Equation 3.17 does not change. The region of 

positive E over the upper edge of the jet is clear for the compound-angle jet case. At 

x / D  = 1 a s m d  region of -= is apparent immediately above the positive region for 

the same reasons explained in the spanwise jet case. At x / D  = 3 a region of -= due to 

the positive gradient is seen, similar to that observed for the streamwise jet cases. 

For both the spanwise and compound-angle jet cases the ZE values drop by x / D  = 8 as 



there are no strong velocity gradients present in the flow at this downstream location. 

Contours of ~v/v are shown in Fig. 3.35 for R = 1.5. The stronger laterd miang of 

the streamwise jets as compared to the R = 0.5 case is clear, particularly in the near-hole 

region. As was the case for the Uw stress, the sign of the üü stress does not change sign 

as the flow moves downstream due to the strong jet flow relative to the crossflow. This 

strong jet flow produces a positive aU/ay gradient at the edge of the jet resulting in a 

- 
-UV contribution. Towards the inside of the jet at z / D  = 8 for both streamwise cases 

a region of positive üü may be seen. This appears to be due to the negative aV/& 

gradient present in the b w  due to the vortex. The drop in towards the symmetry 

plane y/D = O is more clear at this higher velocity ratio. For the spanwise jets regions 

of negative E shear stress are clear over the upper edge of the jet at x / D  = 1. It 

appears that the positive W / 8 z  gradient is the primary source of uV in this region as 

the gradient aU/az is s m d .  The region of positive üü visible near y/D = O, z / D  = 1 

is again due to the positive aV/& contribution but the sign of is negative in this 

region. As was the case with the 7iG stress, the magnitude decreases quickly as the flow 

progresses downstream. Findy, in the case of the compound-angle jets the effect of the 

strong jet flow producing a positive aU/ay gradient at y/D = -1.2 may be observed at 

x / D  = 1. At y/D = 0.2 a region of positive .iiv is found near the floor, corresponding to 

the negative W / a y  gradient on the opposite side of the jet. Again, as the flow moves 

downstream the stress dissipates quickly. 

Contour plots of =/q2 at R = 1.5 are shown in Fig. 3.36. Due to the stronger 

vortex motion a t  this velocity ratio the magnitude of üiù is larger for the streamwise jets 

than at R = 0.5. Farther downstream, towards the floor the sign of Vw is positive due to 

the negative aV/& gradient. For the spanwise jet case, the regions of negative Vw near 

the upper edge of the jet are due to the positive W / a z  gradient at the top of the vortex 



which is forming. Towards the floor, BW/6y is negative, resulting in the positive VU 

observed in this region. The magnitude of the stress drops quiddy as the flow moves 

downstream due to the interaction between the adjacent jets which prevents the vortices 

from forming as they did in the R = 0.5 case. The contours for the compound-angle 

case are also characterized by the -= values dong the upper edges of the jet. The 

region of positive at y/D = O is due to the strong negative aW/ay gradient as the 

vortex begins to form at z / D  = 1. Again, the magnitude of Vw decreases as the vortex 

dissipates. 



Figure 3.34: Turbulent Shear Stress =/y2 at R = 1.5 for: a) streamwise L / D  = 8, b) 
streamwise LI D = 4, c) spanwise, and d) cornpound-angle jets. 



Figure 3.35: Turbulent Shear Stress wq2 aat R = 1.5 for: a) streamwise LID = 8, b)  
streamwise L / D  = 4, c) spanwise, and d) compound-angle jets. 



Figure 3.36: Turbulent Shear Stress =/q2 at R = 1.5 for: a) streamwise L / D  = 8, b) 
streamwise L / D  = 4, c) spanwise, and d) compound-angle jets. 



As was the case for the mean velocities, t here are few ditferences between the turbulence 

kinetic energy profiles for the two streamwise-indined jet cases. In the near-hole region 

the short entry length jets (LID = 4) tend to have higher values of A/? due to the 

nearer prommity of the shear layer within the jet hole fiom the 'jetting effect'. Overall, 

the spanwise jets exhibit the largest turbulence kinetic enagy values due to the much 

stronger interaction with the crossflow, as compared to the other geometries. 

The anisotropy of the turbulent normal stresses for all four geometries at  R = 1.5 is 

clear. The presence of strong local velocity gradients in all three coordinate directions 

at  various locations within the flow field tend to promote the production of a particular 

shear stress at a given location. For example, the higher values of the w' stress relative 

to the u' stress dong the sides of the streamwise inclined jets due to the aW/ay velocity 

gradient in t hese locations. 

The turbulent shear stresses exhibit similar behaviour to the normal stresses in that 

the mean velocity gradients tend to promote the production of a particular stress at a 

given location in the flow field. T y p i d y ,  the magnitude of the shear stresses are larger 

at the higher velocity ratio of R = 1.5, but due to the complexity of the flow it is not 

possible to make a general conclusion about the relationship between velocity ratio and 

shear stresses. In the case of the spanwise and compound-angle jets the magnitude of 

the turbulent shear stresses decreases as the flow moves downstream due to the weaker 

mean velocity gradients which are present. 

3.7 Scalar Transport 

The use of the FID system allowed for the measurement of the transport of the jet fluid 

mixed with a trace amount of propane. From this data, the film cooling effectiveness 



(FCE or qr)  may be inferred dong the tunnel floor and the penetration and spreading 

of the jet into the crossflow may be determined. As noted in the Introduction, most 

experimental studies which focus on the hydrodynamic flow field infer the jet penetration 

and spreading fkom differences between the local and free stream velocities or turbulence 

kinetic energies. The MLidity of this approach is examhed here. In their study of a 

single jet normal to the crossflow, Crabb et al. (1981) found large merences between 

the distributions of velocity and scalar concentration. Scalar transport measurements 

were not made for the streamwise LID = 8 case and the results presented here are for 

the remaining geometrîes. 

3.7.1 Jet Penetration and Spreading 

Contours of the jet fluid concentration at three spanwise y - r planes downstream of 

the jet exit are shown in the following sections. A value of one indicates that the flow 

consists of purely jet fluid at  that point, while a value of zero indicates crossflow fluid. 

The velocity vectors in these spanwise planes, also shown in Fig. 3.14, 3.16, and 3.19, are 

superimposed on the contours in order to better describe the flow behaviour. The region 

covered by the contours indicates the region where data were obtained with the upper 

z / D  edge at the height where concentration readings of less than 0.02 were obtained from 

alI the probes. In other words, the domain was not extended to include the zero values 

of concentration farther away from the wd. 

3.7.1.1 Velocity Ratio R = 0.5 

The jet concentration contours for this velocity ratio are shown in Fig. 3.37. The 

streamwise (LID = 4) jets do not penetrate very far into the crossflow, reaching a 

maximum of z / D  = 1.4 at x / D  = 8. Even though the velocity vectors indicate lateral 



(V-component) velocities, the spreading indicated by the contours is fairly s m d .  This 

is due to the high crossflow velocity (indicated by the reference vector) which transports 

the flow downstream rapidly. A clear jet core is visible at  z / D  = 8 centred at z / D  = 0.4 

fiom the Loor. In the case of the spanwise jets, the jet flow spans almost the entire 

width of the field, as expected hom the orientation of the jet which injects jet fluid in 

the negative y-direction. The jet has penetrated to z / D  = 1 at x / D  = 1 due to the high 

vertical velocities at the jet exit which are seen at y / D  = 0.25 in the figure. At x /  D = 3 

a jet core is clearly present slightly above the floor level. The peak jet concentration is 

much lower in this case than it was for the streamwise jets indicating much faster mWng 

with the crossflow in the near-hole region. This behaviour wodd be expected from the 

strong vortex which is apparent for the spanwise case. Along the floor there is a noticable 

variation in jet concentration. The region of higher concentration between y/ D = - 1 

and -2 is fiom the jet flow farther upstream. The region of lower concentration at 

y/D = O is from the crossflow between adjacent jets which has been trapped at the 

wd. Farther downstream at x / D  = 8 it is apparent that the jet has not penetrated 

beyond z / D  = 2. The vortex which is present appears to draw the lower concentration 

fluid fiom the crossflow down towards the wall. The compound-angle case appeats to 

be intermediate between the two other geometries. The penetration of the jet into the 

crossflow by x / D  = 1 is relatively high due to the strong vertical component of velocity 

at the jet exit. Farther downstream however, the jet penetration is more comparable to 

that for the streamwise case. The mixing between the jet and the crossflow is not as 

strong as in the spanwise case. The vortex which is formed in this case is clearly drawing 

the crossflow fluid down towards the wail, reducing the floor area covered by the jet flow. 

The presence of the adjacent jet is apparent at z / D  = 8. 



Figure 3.37: Concentration contours and velocity vectors in spanwise y - z planes for 
R = 0.5: a) streamwise LID = 4, b) spanwise, c)  compound-angle jets. 



3.7.1.2 Velocity Ratio R = 1.5 

Plots of jet concentration and velocity vectors in spanwise planes for the various geome- 

tries are shown in Fig. 3.38. Clearly the jet flow penetrates farther into the crossflow and 

spreads laterally to a p a t e r  extent for all the geometries than was evident a t  R = 0.5. 

In the case of the streamwise LID = 4 jets it appears that the jet h o s t  l a s  off from 

the floor at  x / D  = 3. The vortices which form draw the crossflow fluid towards the floor 

and towards y/D = O teaving only a narrow region of the floor surface covered by the 

jet flow. This effect becomes more pronounced farther domstream a t  z / D  = 8 where 

the vortices have lifted farther off the %oor and are stronger. A clear core region is still 

present although it is clear that more mixing between the jet and crossflow has occurred 

at R = 1.5 than was the case at R = 0.5. The flows fkom adjacent jets are just beginning 

to merge by this downstream location. The spanwise jet fluid almost penetrates beyond 

the 20-thick boundary layer as early as x/D = 1. The location of peak penetration has 

shifted from y / D  0.4 at R = 0.5 to y/D -1.2 due to the weaker crossflow in this 

case. A clear jet core is evident at  z/D = 3 and the presence of the adjacent jet is seen. 

Along the floor at z / D  = O a region of higher jet concentration is observed which is likely 

jet fluid from the adjacent jet that was moved towards the %oor by the start of a vortex 

similar to that seen at x/ D = 1. Similady, the regions of lower concentration are due 

to the crossflow fluid which was drawn towards the floor by the downward flow farther 

upstream. Farther downstream at x/D = Q the jet flow appears to have mixed fairly well 

with the crossflow and spread laterally to merge with the adjacent jet. Interestingly, the 

concentration immediately adjacent to the floor is lower than that observed in the rest of 

the 0ow below z/ D = 2. It appears that the crossflow fluid noted at  z/ D = 3 has become 

trapped at the floor. The concentration dong the floor farther downstream would likely 

increase as the flow miwed with the fluid farther fiom the wd. In the compound-angle 



jet case the vortex drawing crossflow fluid towards the floor at z / D  = 1 is clear. As 

the flow moves downstream a large region of the floor surface is exposed to the crossflow 

fluid. As in the streamwise case a clear jet core is still evident at x / D  = 8 and the jet 

has aImost Med off from the floor. 



Figure 3.38: Concentration contours and velocity vectors in spanwise y - z planes for 
R = 1.5: a) streamwise L / D  = 4, b) spanwise, c) compound-angle jets. 



3.7.2 Film Cooling Effectiveness 

The definition of the adiabatic film cooling dectiveness, r]f, fkom Equation (1.2) requires 

that the adiabatic wall temperature be measured which may be difficult to realize in 

practice. Alternatively, a heat/mass transfer analogy may be used, as discussed by 

Goldstein (1971). With this analogy it can be seen that the impermeable wall along 

the tunnel floor is quite accurately 'adiabatic'. The fiLn cooling effectiveness is then 

expressed as: 

where C is the mass concentration of the contaminant and the subscripts w, oo, and 2 

refer to the w d ,  fiet stream, and jet conditions respectively. In the present experiments, 

only the jet flow was contaminated making C, = O and r ) f  = Cw/C2. 

Contours of qf along the tunnel floor ( t / D  = 0) for the streamwise L / D  = 4 case are 

shown in Fig. 3.39. At all three velocity ratios a region of t)f = 1 is observed at  x / D  = 1 

corresponding to the downstream edge of the jet exit hole. At R = 0.5 the jet spreads 

laterally to y/D = f 1 which remains roughly constant as the flow moves downstream. 

The concentration remains high along the jet centreline (y/D = 0) due to the strong 

deflection of the jet towards the floor by the crossflow. At R = 1.0 the downstream 

spreading of the jet dong the floor is much less than at  R = 0.5 corresponding to the 

greater penetration of the jet into the crossflow. A s m d  region of higher qf is seen at  

x / D  = 5 along the jet centreline indicating possible reattachment of the jet flow with 

the floor. Finally, at  R = 1.5 where the jet penetrates strongiy into the crossflow, the 

region covered by the jet flow is narrow, approximately ID wide, leaving much of the 

floor exposed to the crossflow fluid. 



Figure 3.39: Contours of vf  along z / D  = O for the streamwise L / D  = 4 jet case. 

The contours of r)f for the spanwise injection case are shown in Fig. 3.40. The 

deflection of the jet in the streamwise direction is apparent at R = 0.5 with a small 

region of low film coverage at x / D  = 0.5, y/ D = - 1.8 due to the presence of the strong 

crossflow in the space between adjacent jets. Farther downstream at x /  D = 2 another 

region of low r ) ,  is apparent where the crossflow between adjacent jets has penetrated 

along the floor. The entire floor is covered by the jet flow although the typical qt  values 

are fairly low, around 0.2. At R = 1.0 the region where r ) f  > 0.3 is smaller as the jet 

penetrates farther into the crossflow. The presence of the adjacent jet is apparent at 

x / D  = 2. A s m d  region of lower rlf  is also clear at  Y / D  = -1. The stronger lateral 

movement of the jet is clear. The region where > 0.3 spreads across the entire width 

of the measurement plane at  R = 1.5. The region of lower qf noticed at R = 1.0 is 

also present at x / D  = 2. As noted in section 3.7.1.2, this is due to the crossflow fluid 



which is drawn towards the floor by the beginning of vortex formation farther upstream. 

Farther downstream the o v e r d  r ] f  is lower than a t  the other velocity ratios as the jet 

has penetrated into the crossflow to a greater extent. However, the lower concentration 

dong the floor a t  x /  D = 8 is contained in the thin layer shown in Fig. 3.38. 

Figure 3.40: Contours of rlf dong z / D  = O for the spanwise jet case. 

For the compound-angle geometry the contours of i)f are shown in Fig. 3.41. The 

deflection of the jet in the downstream direction is apparent at d three velocity ratios. 

At  R = 0.5 the region of i)f > 0.5 extends downstream to x / D  = 5, comparable to the 

streamwise L / D  = 4 jets. The region between adjacent jets where no film coverage is 

present is clear as the jets do not appear to merge dong the floor by x / D  = 8. As the 

velocity ratio is increased the region between adjacent jets becomes wider as the jets 

penetrate farther into the crossflow. At R = 1.0, as was the case for the streamwise jets, 

a s m d  region of higher r ] f  is present a t  x/ D = 5. 



Figure 3.41: Contours of q f  dong ;ID = O for the compound-angle jet case. 

Often the füm cooling effectiveness is reported as a spanwise average dong the floor. 

Plots of 5 at the various velocity ratios are shown in Fig. 3.42 as a function of 

downstream position. At R = 0.5, ij7 is comparable for all three geometries with the 

compound-angle case decaying less quickly than the other two cases. R e c d  that a t  this 

low blowing ratio none of the jet cases appeared to penetrate beyond the boundary layer. 

As the velocity ratio increases the value of iF for the streamwise jets drops rapidly as 

the flow moves downstream due to the large area of the loor which is exposed to the 

crossflow, as seen in Fig. 3.39. For the compound-angle jets the overall shape of the 

curve doesn't change as R increases but there is a downward shift in the values of at 

most downs tream locations. This trend seems reasonable considering the contour plots 

in Fig. 3.41 which exhibit the same behaviour a t  each velocity ratio. The trend in the 

curves for the spanwise-inclined jets differs from that observed for the  other jets in that 



there is no signxcant decrease in Tj7 as R increases. 

Figure 3.42: Spanwise-averaged FCE (v) vs. downstream distance 

Although 9, measurements were not made for the streamwise LID = 8 jets the 

behaviour observed in sections 3.5 and 3.6 may be used to comment on this geometry. 

Recall that the longer entry length jets appeared to spread laterally more quickly than 

the LI D = 4 streamwise jets a t  higher R-values. This would suggest that the d u e s  

would be higher for the L / D  = 8 case. However, particularly in gas turbine film cooling 

applications, long entry lengths are not possible. In addition, the quicker spreading rate 

may be indicative of more rapid mWng between the jet and crossflow, reducing the 

cooling effectiveness . 



3.7.3 Other Measures of Jet Penetration 

Comparisons between the jet penetration measured with the FID system and that inferred 

from the mean velocity and turbulence profiles are shown in Fig. 3.43 to 3.46 dong the 

y/ D = O plane for the various velocity ratios and geometries. The velocity or turbulence 

axis scde is indicated along the bottom of each graph and the jet concentration, C/Cj ,  

is indicated along the top. The FID data are indicated with hollow symbols. 

The comparisons between streamwise velocity, U / F ,  and jet concentration, C / C j  

for R = 1.5 are shown in Fig. 3.43. For this velocity ratio, where the streamwise 

component of the jet velocity is greater than the fiee stream velocity, the streamwise 

LID = 4 jet penetration is reasonably well predicted by the profile of U/V,. The strong 

streamwise component of velocity is not present in the case of the spanwise jet and the 

analogy between U / F  and C/Cj is not as clear. Since the jet flow obtains its streamwise 

momentum from the crossflow it rnakes sense that the velocity profile would approach 

the free stream values relatively quickly. Findy,  for the compound-angle jet case the 

jet penetration is well predicted a t  x/D = 1 but by z / D  = 2 the velocity profile looks 

like a boundary layer while there is a distinct variation in jet concentration a t  the same 

location. Farther downstream at x / D  = 5,8 the agreement improves again. At x / D  = 3 

it can be seen that the jet concentration is essentially zero. Cornparison with Fig. 3.38 

indicates that this location is between the adjacent jets. 

The turbulence kinetic energy, &/4, is compared with the jet concentration for 

R = 1.5 in Fig. 3.44. The agreement is reasonable for all three jet geometries, with the 

possible exception of the compound-angle case at x /  D = 3. In all of these cases the jets 

penetrate beyond the boundary layer with a resulting increase in the turbulence level 

above the free stream value. 
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Figure 3.43: Jet penetration cornparison with U / F  for R = 1.5 dong y/D = O: a) 
streamwise ( L / D  = 4), b) spanwise, and c) compound-angle jets. (Solid = LDV, Hollow 
= FID) 



Figure 3.44: Jet penetration cornparison with 416 for R = 1.5 almg y / D  = O: a) 
streamwise (LID = 4), b) spanwise, and c) compound-angle jets. (Solid = LDV, Hollow 
= FID) 



Figure 3.45: Jet penetration cornparison with U / 4  for R = 0.5 dong y / D  = O: a) 
streamwise ( L I D  = 4), b) spanwise, and s) compound-angle jets. (Solid = LDV, Hollow 
= FID) 



Figure 3.46: Jet penetration cornparison with Jk/4 for R = 0.5 dong y / D  = O: a) 
streamwise ( L / D  = 4), b) spanwise, and c) compound-angle jets. (Solid = LDV, Hollow 
= FID) 



At R = 0.5 the velocity deficit, (U, - U)/&, is compared with C / C j  dong y/D = O 

in Fig. 3.45. The extent of jet penetration is predicted fairly well in most cases for all 

three geometries. However, recall that at R = 0.5 none of the jets appeared to penetrate 

beyond the thickness of the upstream boundary layer. Consequently, much of the velocity 

deficit which is observed could be attributed the boundary layer, rather than the jet flow. 

Finally, the comparison of &/y with C/Cj at R = 0.5 is shown in Fig. 3.46. The 

M c u l t y  associated with interpreting the clifference between in the fieestrem 

and the turbulence within the boundary layer as being caused by the jet flow is clear. 

In the spanwise case, which penetrates to almost the entire boundary layer thickness 

by x / D  = 1, the agreement is good. For the streamwise LID = 4 and compound- 

angle cases the agreement only improves as the jets ac tudy penetrate farther into the 

boundary layer. It is difficult, as was the case for the velocity deficit discussed previously, 

to attribute a particular turbulence level to either the boundary layer or to the jet flow. 

From the preceeding discussion it can be seen that the use of the mean velocity or 

turbulence field as an estimator of jet penetration works best for situations where the 

jet is stronger than the crossflow. Perhaps at  low velocity ratios a comparison between 

the local velocity or turbulence field with the upstream profües would be more suitable. 

In either case, a disturbance from fiee stream conditions does not imply the presence of 

fluid fÎom the jet. The compound-angle jet case shown in Fig. 3.38 at  x / D  = 3 is a good 

case in point. There is clearly a weak vortex centred near z / D  = 2.5, y/D = -0.8 which 

is above the extent of jet penetration at  this location. 

3.7.4 Summary 

Measurements of jet penetration and spreading indicate t hat none of the jets penetrat e 

beyond the boundary layer a t  R = 0.5. Spanwise-averaged film cooling effectiveness is 



typically better at the lower blowing ratios due to better lateral spreading of the jet 

fluid along the floor. In the spanwise case the improvement in ijt as R decreases is less 

apparent than in the streamwise case due to the increased rnixing between the jet and the 

crossflow produced by the vortex which is formed. Eviàence that fluid fkom the aossflow 

is trapped between the floor and the jet flow in the spanwise case is found at R = 1.5 

resulting in a lower 9. 

While ri7 is typically better for the spanwise and compound-angle jets, as compared 

with the streamwise jets, the blockage to the aossflow is more significant, which has 

implications for turbine performance. The choice of an optimum geometry for a particular 

film cooling situation would have to consider both the aerodynamic losses and the blowing 

ratio in the region of interest. Near the leading edge of a turbine blade the local R values 

would be Iower than at locations farther downstream. As can be seen fiom the fiat 

plate data presented here, the compound-angle geometry performs better than the other 

geometries at R = 0.5 in the near-hole region. Farther downstream where R increases, 

better füm coverage may be obtained with spanwise jets. 

The cornparison of dinerent measures of jet penetration indicates that there is no 

general way to infer the jet fluid distribution fkom mean streamwise velocity or turbulence 

kinetic energy profiles. The streamwise jets show the best agreement between the jet 

concentration and the other measures of jet penetration and spreading since the jets are 

injected in the same direction as the crossflow and the cornparisons were made along 

the centre plane of the jet. For the spanwise and compound-angle cases it may make 

more sense to use the velocities in the plane of the jet centreline which curves as the 

flow is deflected downstream. However, locating the jet centreline is difficult without 

measurements of the jet concentration. At best, a sense of the degree to which the 

crossfiow is disturbed by the jets may be obtained with these alternate methods. 



Chapter 4 

Computational Methods 

One of the objectives of this study is the numerical prediction of the flow field and scalar 

transport f?om a row of inclined jets in a aossflow. It is intended that the flat-plate 

experimental data will be used to validate numerical simulations of this class of flows. 

In this chapter the governing equations used in the computations are indicated, the 

turbulence models are discussed, and the near-wall treatment, dong with the other 

boundary conditions, is reviewed. The discretization of these equations in curvilinear 

coordinates is shown. More details on the computational approach used here for general, 

curvilinear coordinate systems may be found in He and Salcudean (1994), and He (1995). 

4.1 Introduction 

Most fluid flow and heat transfer phenornena in engineering can be adequately described 

by a few, fundamental, physical laws describing the conservation of mass, momentum, 

and energy. For incompressible flow of a Newtonian fluid with constant properties and 

neglecting body forces, the equations are as follows: 



where O is called the dissipation function as it indicates the energy which is dissipated 

into heat. For low speed flows, O is usually negligible. Details of the derivation of these 

equations may be found in White (1991). Equations (4.1), (4.2), and (4.3) are assumed 

to be valid for both laminar and turbulent flows since the smallest s d e s  of turbulence 

are still large enough so that the fluid can be treated as a continuum. 

In theory, turbulent fluid flows can be predicted by numericdy solving the governing 

equations. However, direct numerical simulation of turbulent fiows requLes that the 

smallest scales of the turbulence are resolved. This reqnirement means that the grid size 

must be on the order of the Kolmogorov scale, 11 = ($)! for numerical simulation. As a 

consequence, only the larger supercornputers available today are capable of performing 

these computations for simple turbulent flows at low Reynolds numbers. Since most flows 

of engineering interest exceed the existing computational power, an alternative approach 

must be used. 

Following the approach proposed by Osborne Reynolds, we assume that the instan- 

taneous value of any variable in a turbulent flow can be decomposed into two parts: a 

mean and a fluctuating cornponent. Then, for a general variable O: 

and the tirne-averaged value, O, is defined as: 



where At is the averaging time which is larger than the largest time scde of the turbu- 

lence. The Reynolds-averaged equations, as t hey are known, in Cartesian t ensor notation 

are: 

where the Einstein summation convention is assumed for the subscripts i and j. Note 

that the transport equation for a general scalar, O, is given in (4.8) rather than the 

temperature, T, for generality and should not be confused with the dissipation hnction 

in Eq. (4.3). In these equations Ll' and u; are the mean and fluctuating velocities 

respectively, P is the mean static pressure, v is the kinematic viscosity, î is the scalar 

molecular diffusivity, and S is a source term. This system of equations contains unknown 

variables: the Reynolds stresses, uiuj, and the turbulent scalar flux, 3. In order to 

obtain a closed set of equations some assumptions must be made to relate the Reynolds 

stresses and the turbulent scalar flux to other existing variables through the process of 

turbulence modelling. 

4.2 Turbulence Modelling 

In basic terms the principle in turbulence modelling is to represent the unknown Reynolds 

stresses and turbulent scalar flux in t e m s  of known parameters. There are two main 



categories of modelling approaches. The f is t ,  known as turbulent-viscosity modelling, is 

based on the suggestion of Boussinesq (1877) that the Reynolds stresses are proportional 

to the mean strain rates. The approach is based on an analogy to the viscous stresses 

in larninar flows. The turbulent eddies were thought of as lumps of fluid which, like 

molecules, collide and exchange momentum. The second category, known as turbulent 

stress modelling, is based on the development of differential equations describing the 

transport of individual stresses (Launder and Spalding (1972)). Only the h s t  class of 

models will be discussed here. 

4.2.1 Eddy Viscosity and Diffusivity 

The turbulent, or eddy viscosity is d e h e d  by the following equation: 

where ut is the turbulent eddy viscosity, k(= fw) is the turbulent kinetic energy, and 

dij is the Kronecker delta. In contrast to the molecular viscosity v ,  the eddy viscosity 

is not a fluid property but depends strongly on the state of the turbulence and may 

vary significantly from point to point within a flow. Equation (4.9) only provides the 

framework for building a turbulence model and is not a model in itself. The distribution 

of vt must be determined for the flow. 

By analogy to the turbulent momentum transport, the turbulent scalar transport is 

often assumed to be related to the gradients of the transported quantity: 

where î, is the turbulent dithisivity of the scalar quantity. Again, rt is not ü praperty of 



the fluid but rather a property of the flow. The Reynolds analogy between heat or m a s  

transport and momentum transport suggests that ï t  is closely related to ut as follows: 

The new term, ut is the turbulent Prandtl or Schmidt number (for heat or mass transport 

respectively). Experiments have shown that ut does not vary significantly across most 

flows, as well as fiom flow to flow (Rodi (1984)). As such, many models make use of Eq. 

(4.11) with ut as a constant. 

The andogy between molecular motion and turbulent motion gives the general form 

of the eddy viscosity relationship. Shce the molecular viscosity is proportional to the 

average velocity and mean free path of the molecules, the eddy viscosity is assumed 

proportional to a velocity characterizhg the fluctuating turbulent motion and a typical 

length scale of this motion. If the turbulent velocity fluctuations are to be characterized 

by only one velocity scale, the most natural scale is & where k is the turbulence kinetic 

energy. Since most of the energy is contained in the large scales, f i  is a velocity scale for 

the large-scale turbulent motion. Noting the proportionality between the eddy viscosity 

and turbulent velocity and length scales mentioned above, the eddy viscosity relation 

becomes: 

where CL is an empirical constant and L is the turbulence length scale. Equation (4.12) is 

known as the Kolmogorov-Prandtl expression. Kolmogorov and Prandtl suggested that 

the distribution of k could be determined by solving a transport equation for k which 

can be derived from the Navier-Stokes equations. The result for high Reynolds numbers 



is (neglecting buoyancy ) : 

The exact equation is not used because new, rinknown correlations are present in the 

f~rmulation. The fbst term on the right-hand side is the diffusion of K. By analogy to 

the scalar diffusion of <P in Eq. (4.11), the clifhision flux of k is modelled as follows: 

where uk is an empirical a s i o n  constant. The second term on the right-hand side 

of Eq. (4.13) is the production of k by shear and is modelled using the eddy viscosity 

expression in Eq. (4.9). The final term is the viscous dissipation of k and is modelled by 

the expression: 

from dimensional analysis, where CD is another empirical constant. The modelled k- 

equation then becomes: 

For high turbulence Reynolds number flows (Ret = k 2 / v e  > 100), vt >> v, so v is often 

dropped fiom the expression. 

Although there are shortcomings in the underlying assumptions of the eddy viscos- 

ity concept the approach has been widely used since the velocity and length scales of 

the turbulent motion may be approximated reasonably well in many flows (typicall~ 



two-dimensional, thin shear layas). As can be seen from the preceeding discussion, 

the velocity scde is determined fkom the turbulence kinetic energy. The length s a l e  L 

which characterizes the size of the large, energy-containing eddies is subject to trans- 

port processes in a similar manner to the energy k .  Difficdties in finding widely-valid 

formulations for calculating or prescribing L stimdated the use of a transport equation 

for L. A length scale equation does not necessarily require the length scale itself as the 

dependent variable. Any combination of the form Z = kmLn will work since k  is known 

fÎom solving the k-equation (Rodi (1984)). In the following sections, two different foms 

of the length scale equation are shown which are used in the numerical simulations. 

4.2.2 The k-E Mode1 

The length scale equation used for this well-known turbulence model is based on the 

dissipation rate of turbulence kinetic energy, a(cc k 3 i 2 / ~ ) .  Combining Eq.  (4.12) and 

(4.15) the eddy viscosity is expressed as: 

where Cp(= c',cD) is an empiricd constant. An exact transport equation for c may be 

derived but, as with the exact transport equation for k, there are terms which must be 

modded. At high Reynolds numbers, where local isotropy of the turbulence is present, 

the two equations which form the k - c turbulence model are: 



for k, and: 

for e, where G is the generation rate of k given by: 

and uk, o,, 4, and C2 are constants. The usud values of the constants are given in 

Table 4.3 and were determined based on the experimental observations of grid-generated 

turbulence and near-wall turbulent flows. (Launder and Spalding (1 974) ) . 

0.09 1 1.44 1 1.92 ( 1.0 1 1.3 

Table 4.3: The k - e turbulence mode1 constants. 

Solutions of the two transport equations for k and e completely define the turbulence 

parameters which can subsequently be used to dose the Reynolds-averaged Navier-Stokes 

equations. Note that in the derivation of the k - e equations it assumed that the 

turbulence Reynolds number was high (Ret = k2/ue > 100). In regions near solid walls 

where viscous effects are important this high Reynolds number assumption is no longer 

valid and other methods must be used. These methods are discussed in section 4.2.5. 

4.2.3 The Baseline (BSL) Mode1 

As noted previously, the turbulence lengt h scale equation can take many different foms. 

The use of the turbulence frequency or specific dissipation rate w (oc k ' / * / ~ )  proposed 



by Kolmogorov and later advocated by Wilcox (1988) provides essentially the same in- 

formation for the eddy viscosity as the k - c model. In this case, the eddy viscosity is 

determined fiom: 

The original k - w model proposed by Wilcox (1988) is as follows for incompressible flow: 

D P ~  aui - p.& + - a [ (p  + u h ~ ~ ~ ) ~  
a x ,  ak 1 

for k where p* and u k l  are empirical constants. The transport equation for w is &en by: 

where y,, pl, and a,l are empirical constants. The Reynolds stresses are modelled using 

the eddy viscosity concept with a slightly modified form: 

The advantage of the Wilcox k - w model is that no special treatment is required in 

the near-wall region as is the case for the standard h - 6 model. However, it has been 

found that the k - w mode1 has a very strong sensitivity to the freestream values, w,, 

speciiied for w outside the boundary layer (Menter (1992)). The idea behind Menter's 

baseline (BSL) model (Menter (1994)) is to retain the good performance of the Wilcox 

k - w model in the near-wall region and take advantage of the freestream independence 

of the k - E mode1 in the outer part of the boundary layer. Towards this end, the k - e 



model is transformed into a k - w formulation as follows: 

for k where ,û* and ukz are empirical constants. The transformed c equation is given by: 

where y2, l j 2 ,  and a,* are empirical constants. It can be seen that an additional cross- 

ditfusion term appears in the w equation and that the modelling constants are different . 
A small additional diffusion term was &O neglected in the transformation as it was found 

to have virtudy no effect on the solutions (Menter (1992)). The original model is then 

multiplied by a h c t i o n  Fi and the transformed model by a function (1 - 4) and both 

are added together. The result is as foilows: 

The constants in the BSL mode1 are determined in the same marner as the equations. 

If dl is a constant in the original model (ukl ,  . . . ) , & is a constant in the transformed 

k - É model ( a k 2 ,  . . . ), and 4 is the co~esponding constant in the BSL model (ak, . . . ), 



then the relation between them is: 

The values of the constants are given in Table 4.4. The blending function is given by: 

fi 500v 4pcw2k 
argl = min max -- [ ( O . w W 3  ' K )  CDkwy'] 

where y is the distance to the nearest surface and CDh is the positive portion of the 

cross-diffusion term of Eq. (4.28): 

In the present code, the BSL model was implemented as a two-layer k - c model (Rodi 

(1991)) with the original k - w model in the sublayer and the k - E mode1 in the high 

Reynolds number region. This is achieved by changing the argument of FI for the BSL 

model from Eq. (4.31) to: 

500v 4poW2k 
y2w y CDhy2 

This modification ensures that FI is zero for y+ > 70. 
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Table 4.4: The BSL turbulence model constants. 

4.2.4 The Shear Stress 'Ikansport (SST) Model 

The SST model of Menter (1994) is also based on blending the k - w model near w d s  

with the standard k - E model away fiom the surface. However, rather than just using the 

k - w model in the sublayer, the SST model takes advantage of the superior performance 

of the k - w model in the logarithmic layer (Menter (1996)). The blending to the k - E 

model takes place in the wake portion of the boundary layer. In addition, the definition 

of the eddy viscosity is modXed in order to account for the effect of the transport of the 

principal turbulent shear stress in adverse pressure gradient boundary layers. Equations 

(4.27) and (4.28) are used for the SST model with the blending function Fi d e h e d  as 

in Eq. (4.30) and (4.31).The constants are changed to those shown in Table 4.5. The 

Following way: 

(= 0.31), 0 is the absolute value of the vorticity, and 

eddy viscosity is redefined in the 

where al is Bradshaw's constant 

F2 is a blending b c t i o n  that is equal to one for boundary layer flows and zero for free 

s hear layer s : 



argz = max 2-*- ( o.:, ' ") 

Table 4.5: The SST turbulence model constants. 

4.2.5 Near-Wall Treatment 

The standard k - é turbulence model described in section 4.2.2 cannot model the viscous 

effects which are important in the vicinity of solid boundaries. Close to a solid wall 

the local turbulence Reynolds number becomes s m d  and the viscous effects dominate 

over the turbulent effects. Two methods may be used in these near-wall regions in order 

to model the effect the w d  has on the main flow: the wall function method and low- 

Reynolds-number modelling. In the present work, only wall functions were used with the 

k - E model and will be discussed in the following paragraphs. 

The standard wall function (Launder and Spalding (1974)) provides the boundary 

conditions for a solid w d ,  such as the wall shear stress, rW, the turbulence kinetic energy, 

and the dissipation rate, by placing the first computational grid point at a location 

sufficiently remote from the wall (say, y+ = 30 -t 300 (y+ is defined below in Eq. 

(4.37))) where the fiow is fully turbulent. It is assumed that the flow in the vicinity 

of the wall behaves locally as a one-dimensional Couette flow and similar conditions to 

those of an equilibrium turbulent boundary Iayer flow prevail. The distance from the 

wall is non-dimensionalized as: 



where y, is the normal distance from the w d  to the point 'p' and u, is known as the 

friction velocity which is defined as: 

The velocity tangentid to the w d  at this point, Up, is expressed as: 

UP 1 - = -ln(EyC) for y+ > 11.36 
Ur 

whue r; is the von Karman constant (n = 0.41) and E is another empirical constant 

which is taken as 9.97 for a smooth wall. The wall shear stress may found iteratively 

fiom: 

The boundary conditions used for the kinetic energy and dissipation equations are: 

Detailed descriptions may be found in Launder and Spalding (1974) and He et d. (1997). 

It is recognized that the use of wall functions as the near-wd treatment may be 

inadequate in some regions of the flow investigated here. Previous work on perpendicular 

square jets (Zhou (1994)) has indicated that better predictions of the complicated, three- 

dimensional flow field are obtained with more refined near-wall treat ment S. However , 



the computations for inclined jets on curvilinear grids presented here are a preliminary 

study to identify the aspects of the flow which are of primary importance for numencd 

simulation. As such, the additional complexity of other near-wall treatments was avoided 

at this stage. The BSL model dows  for the use of the k - E model away from the w d  

with a more refined treatment of the near-wall flow fiom the k - w model. 

In the case of the blended tweeqiiation turbulence models the approach is similar 

but the w d  shear stress is calculated fiom: 

provided that y+ 5 3 for the nearest node to the wd. The boundary conditions for w 

and k at a solid surface are (Menter (1994)): 

6u 
w = 10- and k = O a Y; 

4.3 Solution in Curvilinear Coordinates 

In order to obtain a numerical solution to the governing equations presented in the 

previous sections, the equations are discretized using the finite volume method. The 

resulting system of algebraic equations is then solved iteratively. In the following sections 

the solution method on curvilinear grids is presented. More details on the computational 

approach used here for general, curvilinear coordinate systems may be found in He and 

Salcudean (1994), and He (1995). These methods have been implemented in a curvilinear, 

multigrid, finite volume code c d e d  CMGFD. 



4.3.1 Geometric Quantities for Curvilinear Finite Volumes 

In the CMGFD code, the physical geometric quantities for each control volume are used 

to formulate the numerical scheme, and are shown in Fig. 4.1. A uniform grid with mesh 

size A& = 1 is assumed in the transformed computational domain. The unit tangent 

vectors, ei(i = 1,2,3), are calculated at the centre of the corresponding control volume 

surface and are locally pardel to the coordinate lines &. The surface area vectors, 

Si(i = 1,2,3) ,  are defined a t  the same point as ei and are normal to the surface of the 

control volume. The magnitude of Si(I Si 1 )  is equal to the corresponding surface area. 

The volume of the cell is denoted as V. 

Figure 4.1: Physical geometric quantities for a control c d .  

The basic grid quantities ei, Si, and V are calculated directly using the discrete grid 

points. For convenience, two additional quantities are defined. The f is t  is the angle 



between the surface area vector Si and the tangential vector ei, which is denoted cr;. 

This angle is a measure of the non-orthogonality of the grid and is zero for orthogonal 

grids. The second quantity is a rescaled surface area vector defined as ei = I g i l ~ ~ s  . More 

details on the calculation of these quantities may be found in He and Salcudean (1994). 

4.3.2 Discretization 

The transport of a general quantity 4 is broken into orthogonal and non-orthogonal 

components. The orthogonal component of the flux has the same form as for a Cartesian 

ceordinate system and methods such as the hybrid scheme or the power-law scheme 

(Patankar (1980)) for repuiar geometries can be applied to these terms. A second-order- 

accurate scheme was developed for the non-orthogonal tems.  Again, more details may 

be found in He and Sdcudean (1994). 

4.3.3 Calculation of the Flow Field 

DifFerent sets of velocity unknowns may be chosen for the solution in curvilinear co- 

ordinates and a review of the various possibilites is given by Rodi e t  al. (1989). In the 

CMGFD code the physicd tangential velocity components are used as the dependent 

miables and are denoted as Ut i .  These variables are the coefficients resulting from the 

velocity expansion in the unit tangent basis vectors, ei: 

The tangential velocity components are uniquely determined by Eq. (4.45) and have the 

following expressions: 



It can be seen that the physical tangential velocity components are the volume flow rates 

normalized by the appropnate geometric quantities. 

A staggered grid arrangement is adopted in which the pressure is located at the 

geometric centre of the control volume and the tangential velocity components Ut' lie 

at the midpoints of the respective control volume surfaces. The use of the tangentid 

velocity components as dependent variables gives rise to additional curvature terms in 

the momentum equations. These curvature terms are not discretized directly since they 

involve second-order derivatives of the grid CO-ordinates which are d3icult to discretize 

accurately when the grids are not smooth. An algebraic manipulation of the discretira- 

tions for the Cartesian velocity components is used which avoids the direct disctretization 

of the curvature terms. A coupled equation solver is used in place of the complicated 

pressure correction equation associated with the grid non-orthogonality. 

4.4 Computational Domain 

The computationai domain consists of two main blocks or segments. The fbst block is 

the jet hole and the second is the main flow region. The extent of the domain and the 

grids used for each numerical simulation are desaibed in the following paragraphs. 

Due to the symmetry condition dong the planes down the centreline of the jet and 

between adjacent jets, the computationai domain for the streamwise inclined jet case 

included only half of the jet. The half-jet block consisted of 16 x 4 x 16 nodes in the x-, 

y-, and r-directions respectively. The main flow region was composed of 60 x 12 x 40 

nodes and extended from z / D  = -5 upstream to x / D  = 45 in the streamwise direction 

and from z / D  = O to z / D  = 30 fiom the floor. The main flow block was 1.5 D wide 

in the y-direction due to the symmetry condition. The grid is shown in Fig. 4.2. Note 

that the close-up view of the jet only shows the x - z plane. The view of the jet in the 



y - z plane is the same as that shown for the spanwise case in Fig. 4.3 (although only 

half as wide) since the same grid was used for both cases and rotated for the particular 

geometry. 

For the spanwise and compound-angle jets there were no symmetry planes which could 

be used to reduce the computational domain so the entire 3 0  span in the y-direction 

was used. The main flow region was otherwise the same in extent as the streamwise jets. 

For the spanwise jet case, the jet block consisted of 8 x 16 x 16 nodes and the main flow 

block consisted of 60 x 24 x 40 nodes in the z-, y-, and z-directions respectively. For the 

compound-angle jet case, the jet block consisted of 10 x 10 x 12 nodes and the main flow 

block consisted of 33 x 30 x 26 nodes in the x-, y-, and z-directions respectively. The grids 

for the spanwise and compound-angle cases are shown in Fig. 4.3 and 4.4 respectively. 

Note that in Fig. 4.4 for the compound-angle jets that the grid along the floor of the 

wind tunnel in the x - y plane is shown, rather than the end view of the y - z plane 

shown in the previous figures. Due to the complicated geometry for the compound-angle 

case it was difficult to obtain a more uniform grid and still maintain the ordered node 

arrangement required for a structured grid. The use of unstructured grids for this case 

would clearly be an advantage. 

4.4.1 Boundary Conditions 

The boundary conditions for the computations were the same for all three geometries with 

the exception of the sides of the domain in the streamwise case. As mentioned previously, 

the size of the computational domain was reduced due to the symmetry planes for the 

streamwise jet. The symmetry condition was enforced by setting a/ay = O and zero flux 

conditions along the sides of the main flow region and along the centreline of the jet hole. 

For the spanwise and compound-angle cases a periodic condition was set along the sides 



of the domain. At the entrance to the jet hole a * d o r m ,  vertical velocity was specified 

which gave a bulk jet velocity corresponding to the appropriate experimental case. 

At the upstream edge of the main flow region the experimental data were used to 

provide the bonndary conditions. Polynomial curves were fit to the profiles of streamwise 

velocity (U) and turbulence kinetic energy (k)  which were measured at  x / D  = -5. 

Since the flow was essentially a boundary layer at this upstream location a miuing- 

length approach was used to determine the turbulence dissipation rate (e). The damping 

function of van Driest was used to determine the mixing length (van Driest (1956)): 

where A rz 26 for lat-plate fiow, n = 0.41, z is the (dimensional) distance from the wd, 

and z+ is the non-dimensional distance from the w d  indicated in Eq. (4.37). 

The w d s  in the domain dong the tunnel floor and edges of the jet were treated with 

a no-slip condition while the upper boundary of the domain was treated with a free-slip, 

zero flux condition. Findy, the downstream edge of the domain was treated with a zero- 

gradient ( a / a x  = O )  condition. The boundary conditions are indicated on the figures 

showing the grids for the different geometries (4.2, 4.3, and 4.4). 



Figure 4.2: Computational grid for streamwise jet. 



Figure 4.3: Computationd grid for spanwise jet. 



Figure 4.4: Computational grid for compound-angle jet. 



C hapter 5 

Computational Results 

In this chapter the comparisons between the experimental data and the cornputational 

results are presented. Cornparisons between the numerical results using the standard 

k - E (SKE), Menter's basehe  (BSL), and Menter's shear stress transport (SST) models 

are made. The computational data are exploratory in nature and suggestions are made 

regarding modifications to aspects of the numerical modelling which would Likely result 

in the most significant improvements in the results. The computational data for the 

compound-angle geometry were provided by Dr. Ibrahim Hassan, a Postdoctoral Fellow 

currently working wit h the research group at UBC. 

5.1 Mean Velocity Field 

In this section, comparisons are made between the velocity fields obtained from the 

experiments and f?om the computations using the standard k - E (SKE) model. The 

experimental data are provided on the same graphs where possible. The jet exit velocity 

data from the experiments for the spanwise jet case are shown in Fig. 3.10 on page 62. 

For the velocity vectors in the spanwise y - z planes at  R = 0.5, the comparisons are 

made with the graphs of Fig. 3.14 on page 69. For the velocity vectors in the spanwise 

y - r planes at  R = 1.5, the comparisons are made with the graphs of Fig. 3.19 on page 

79. 



5.1.1 Jet Exit 

Only the spanwise case is presented here since the trend observed here m e r s  from the 

experimental observations. In the case of the streamwise and spanwise cases the com- 

puted velocity profiles are in reasonable agreement with the experiments, although the 

magnitudes differ slightly. 

Y# Y/D 

Figure 5.1: Computed spanwise jet exit W / F  contours 

The vertical velocity (WIV,) contours at the jet exit plane are shown for the spanwise 

jet case a t  R = 0.5 and R = 1.5 in Fig. 5.1. For both velocity ratios the region of peak 

vertical velocity is skewed towards the +y side of the jet exit. However, the experimental 

data indicate the location of peak W/V, at R = 1.5 to be centred near y/D = O and 

pushed farther towards the downstream edge of the jet than shown in the computations. 

In addition, as the velocity ratio decreased the region of peak velocity became more 

strongly skewed in the positive y-direction. Here, the region of peak W/V, is pushed 

towards the downstream edge of the jet, as expected, but the peak vertical velocity is 

much closer to the y/D = 1 edge of the jet exit. Since the other two jet cases tend to 

be in better o v e r d  agreement with the experimental trends it appears that the plenum 

region below the jet entrance has a more significant effect on the jet flow for the spanwise 

jet case, or that the interaction between the jet and crossflow at the jet exit is more 



significant for the spanwise case. 

5.1.2 Velocity Ratio R = 0.5 

Cornparisons between the streamwise (U) component of velocity fkom the experiments 

and from the cornputations at R = 0.5 using the standard k - e (SISE) model are 

shown dong the y /D  = O plane in Fig. 5.2. At z / D  = 1 it can be seen chat the 

strearnwise component of velocity in the jet flow near the w d  is not well predicted by 

the computations. As the flow progresses downstream the agreement improves due to 

the strong crossflow which retnrns the flow to a boundary layer profde relatively quickly. 

The higher velocity region near the floor in the spanwise jet case is not picked up until 

x / D  = 3. The velocity gradient in this region is not as strong as found in the experiments, 

as observed for the streamwise case. The compound-angle jet computations show some 

of the correct trends, particularly as the flow moves farther downstream, although the 

higher velocity near the floor is again underpredicted. As was the case for the streamwise 

jet, the injection of the jet is missed a t  x / D  = 1. 

The vector plots in Fig. 5.3 show the spanwise and vertical components of velocity 

a t  various x / D  planes, calculated from the SKE model. Clear vortices are apparent in 

the streamwise case as the flow moves downstream. Recall hom the discussion in section 

3.5.2 that only very weak vortices formed in the experimental measurements as the jet 

flow was deflected strongly towards the floor by the crossflow. It appears that the jets 

are penetrating farther into the crossflow in the computations and explains the poor 

prediction of the streamwise component of velocity dong the jet centreiine. In the case 

of the spanwise jets, the initial vortex formation at x / D  = 1 begins at y/D =z 1.0, rather 

than a t  y / D  z 0.5 ( s e  Fig. 3.14 for cornparison) and progresses la terdy more slowly 

than indicated by the experiments. The vortices tend to  be farther from the floor in the 
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Fi- 5.2: Streamwise velocity dong y/D = O at R = 0.5 from experiments (symbols) 
and the SISE model: a) streamwise (LID = 4, b) spanwise, c) compound-angle jets. 



Figure 5.3: Velocity vectors in spanwise y-z planes at R = 0.5 computed using the 
SKE mode1 ( V  and W components): a) streamwise (LID = 4), b) spanwise, c) com- 
pound-angle jets. 



cornputed results as compared with the experiments. The initial vortex formation in the 

case of the compound-angle jets is near the correct location at x / D  = 1. As the flow 

progresses downstream the location of the vortex in the computations remains close to the 

location indicated by the experiments, although the computed results predict a slightly 

greater lateral movement . The explanation for the higher streamwise velocities near the 

w d  dong y/D = O was that the vortex caused the higher-velocity crossfiow fluid to be 

drawn towards the floor. Since the vortex locations are different in the computed results, 

the disagreement between the streamwise velocity profiles along a particular streamwise 

plane are not unexpected. 

5.1.3 Velocity Ratio R = 1.5 

The experiments and computational results for the streamwise velocity at R = 1.5 using 

the SKE model are shown along the y / D  = O plane in Fig. 5.4. The presence of the 

strong streamwise injection is apparent for the computed results in the streamwise jet 

case although the magnitudes are underpredicted. Again, as the flow begins to return to a 

boundary layer flow the agreement between the experiments and computations improves. 

The agreement in the case of the spanwise jets is reasonable, although the peak streamwise 

velocities in the near-hole region are overpredicted. The computations in the compound- 

angle case again indicate the presence of the streamwise component of jet velocity at  

+ID = 1 although underpredicting the experimental values. The agreement at x / D  = 2,3 

is good as the region is between the adjacent jets and appears to be a boundary-layer flow. 

Farther downstream the influence of the adjacent jet is observed and the computations 

and experiments show some discrepancies. 

The vector plots in Fig. 5.5 show the spanwise and vertical components of velocity at  

various x / D  planes, calculated fiom the SKE model at  R = 1.5. Again, the clear vortices 
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Figure 5.4: Streamwise velocity dong y / D  = O at R = 1.5 from experiments (symbols) 
and the SKE model: a) streamwise (LID = 4), b) spanwise, c) compound-angle jets. 



Figure 5.5: Velocity vectors in spanwise y-z planes at R = 1.5 computed using the 
SKE mode1 (V and W components): a) streamwise ( L / D  = 4), b) spanwise, c) com- 
pound-angle jets. 



are apparent a t  x/D = 1 in the streamwise case which are more completely formed than 

indicated by the experimental data at  this location. The jets are penetrating farther 

into the crossflow which allows for the early formation of the vortices. Downstream at 

x / D  = 8 the vortex location is comparable to that found in the experiments. As was 

the case at R = 0.5, the spanwise jet computations show the vortex formation occming 

in a dinerent location than indicated by the experiments. The dinerences in the jet exit 

velocity profiles between the experiments and computations are likely the cause of this 

discrepancy. In the compound-angle jet case the vortex formation occurs farther from 

the tunnel floor than indicated by the experimental data. In both the spanwise and 

compound-angle jet cases the early vortex formation may dictate the mixing between the 

jet and the crossflow at the downstream locations. More details may be found in section 

5.3.2. 

5.2 Turbulence Kinetic Energy 

5.2.1 Velocity Ratio R = 0.5 

Cornparisons between the normalized turbulence kinetic energy (&IF) hem the exper- 

iments and from the computations at R = 0.5 using the standard k - e (SKE) mode1 are 

shown dong the y/D = O plane in Fig. 5.6. The trend in the turbulence kinetic energy 

is reasonably well predicted in the case of the streamwise jets dthough the magnitude 

is typically higher for the computed values. It appears that the turbulence generation 

within the upstream boundary layer is over-predicted by the turbulence mode1 since the 

boundary layer profile at  x /  D = -5 for the computations was matched to the experiments 

at this location. The greater jet penetration which is predicted by the computations also 

contributes to the higher k-values as compared to the experiments. Towards the floor at 

x / D  = 5,8 the increase in k is not picked up by the computations, likely due to the 



Figure 5.6: Turbulence kinetic energy dong y/D = O at R = 0.5 k o m  experiments (sym- 
bols) and the SKE model: a) streamwise ( L I D  = 4), b) spanwise, c) compound-angle 
jets. 



Figure 5.7: Turbulence kinetic energy dong y/D = O at R = 1.5 from experiments (sym- 
bols) and the SKE model: a) streamwise ( L / D  = 4), b) spanwise, c) compound-angle 
jets. 



use of wall functions in this region. For the spanwise jets, the turbulence kinetic energy 

is underpredicted at most locations. Again, as the flow moves downstream, the agree- 

ment between the cornputations and experiments improves. The agreement between the 

computations and experiments for the compound-angle jets appears to be slightly better 

than was the case for the two previous geometries close to the jet exit. However, the 

near-wall values of &/K show a decrease for the computations rather than the increase 

found with the experiments at z / D  = 1,2, similar to the streamwise jets. 

5.2.2 Velocity Ratio R = 1.5 

At the hi& velocity ratio the turbulence kinetic energy is typically underpredicted by 

the computations, as seen in Fig. 5.7. In the case of the streamwise jets the initial 

injection of the jet at a/ D = 1 is predicted fairly well, but the computed results drop 

below the experimental values quickly. Recall fkom the profdes of the streamwise velocity 

profiles for this case that the gradients in U were smaller for the computed results than 

for the experimental data which may partially account for the discrepancy. A similar 

trend exists for the spanwise jets where the high levels of are not well predicted. 

The agreement in the compound-angle case is reasonable, although the near-wall 415 
values are underpredicted at x/ D = 1,2. 

5.3 Scalar Tkansport 

Cornparisons between the experimental data and computational results using the SKE 

mode1 are made in this section. Experimenta. data is presented with the computations 

where possible. For the concentration contours in the spanwise y - r planes at R = 0.5, 

the comparisons are made with the graphs of Fig. 3.37 on page 114. For the concentration 

contours in the spanwise y - z planes at R = 1.5, the comparisons are made with the 



graphs of Fig. 3.38 on page 117. 

5.3.1 Velocity Ratio R = 0.5 

Contours of the jet concentration in spanwise y - z planes are shown in Fig. 5.8. In the 

case of the streamwise jets at x / D  = 1 the computations predict jet penetration to z /  D = 

1.2 which is greater than the penetration to z / D  = 0.8 fkom the experiments at this 

location. Farther downstream the agreement between the expetiments and computations 

improves with the computations and experiments indicating penetration to r /  D = 1.5 

and r / D  = 1.4 respectively. It appears that the computations under-predict the rate 

at which the jets continue to penetrate into the crossflow. The lateral spread of the 

jet fluid is reasonably well predicted by the computations, although consistently lower 

than the experiments indicate for this geometry. For the spanwise jets the extent of 

the penetration into the crossflow is underpredicted in the computational results at the 

downstream locations indicated in Fig. 5.8. The distribution of the jet fluid within 

the jet is in reasonable agreement however, with a peak concentration at  x / D  = 3 of 

between 0.3 and 0.4 for the experiments and between 0.5 and 0.6 for the computations. 

At x / D  = 8 the jet fluid concentration along the floor is higher in the computed results 

as compared wit h the experiments. As noted in the discussion on the mean velocity field, 

the location of the jet in the compound-angle computations is in reasonable agreement 

with the experimental data. In addition, the distribution within the jet is comparable to 

t be experimental results. 

A cornparison of the experimental and computational data for the spanwise distribu- 

tion of jet fluid at  R = 0.5 along the tunnel floor is shown in Fig. 5.9. The agreement 

for the streamwise jets is reasonable with the computations slightly underpredicting the 

lateral spread of the jet along the floor. The spanwise jet computations are in reasonable 



Figure 5.8: Concentration contours in spanwise y-z planes at R = 0.5 computed using 
the SKE model: a) streamwise (LI  D = 4), b) spanwise, c) compound-angle jets. 



Figure 5.9: Cornparison of spanwise distribution of jet fluid at R = 0.5, z/ D = O f'iom 
experiments (syrnbols) and the SKE model: a) streamwise ( L / D  = 4), b) spanwise, c) 
compound-angle jets. 



agreement with the experimental data although there is a significant dinerence between 

the peak concentration a t  x / D  = 3. The concentration dong the floor is typically 

over-predicted by the computations for the spanwise jets. For the compound-angle jets, 

as the flow progresses downstream the trend in the distribution of jet fluid is captured 

reasonably well, but difference in the lateral location of the jet dong the floor is apparent. 

+ 
Streamwise ( b 4 )  

Figure 5.10: Cornparison of spanwise-averaged film cooling effectiveness at R = 0.5, 
z / D  = O from experiments (symbols) and the SKE model. 

The spanwise-averaged film cooling effectiveness (v) a t  R = 0.5 is shown in Fig. 5.10. 

The agreement at XI D = 1 for the streamwise case is good, as would be expected bom 

the spanwise distribution from Fig. 5.9. However, the rapid &op in ij7 observed in the 

experiments is not picked up by the computations. As the flow progresses downstream 

the predicted drops below the experimental values as the lateral spreading of the jet 



is underpredicted by the computational results. The spanwise jet case is overpredicted 

by the computations as the spanwistaveraged cooling effectiveness is always higher than 

the ewpuimental data indicate which is consistent with the spanwise distribution of jet 

fluid noted in Fig. 5.9. Although the extent of jet penetration into the crossflow is 

comparable for the experiments and computations the average concentration is higher 

for the computations. It appears that the extent to which the ctossflow fluid is drawn 

towards the %oor by the strong vortex which is formed at R = 0.5 is underpredicted in the 

computations. Conversely, iv is consistently underpredicted by the computations in the 

compound-angle jet case over most of the domain, although the agreement downstream 

at x/D = 8 is good. 

5.3.2 Velocity Ratio R = 1.5 

Contours of the jet concentration in spanwise y - z planes are shown in Fig. 5.11. The 

computed resdts show the same trend found at R = 0.5 as the initial penetration of the 

jets in the near-hole region is greater for the computations but the agreement improves as 

the flow moves downstream. Again, it appears that the computations under-predict the 

rate at which the jets continue to penetrate into the crossflow. The overall shape of the 

concentration contours for the spanwise jet computations is in reasonable agreement with 

the experimental data. The distribution of the jet fluid cliffers significantly, however, with 

much higher concentrations in the near-wall region. R e d  from the experimental data 

that a region of lower jet concentration was present near the w d  a t  x/D = 8 while the 

computations predict the highest concentration in the near-wall region. The agreement 

at x/D = 1 for the compound-angle jets is quite good as the penetration and generd 

shape of the jet %uid region matches the experimental data. Farther downstream the 

lateral spreading of the jet is overpredicted by the computations and the space between 



Figure 5.11: Concentration contours in spanwise y-z planes at R = 1.5 computed using 
the SKE model: a) streamwise ( L I D  = 4), b) spanwise, c)  compound-angle jets. 



the fluid from adjacent jets disappears. As noted in the discussion on the mean velocity 

fields in the spanwise and compound-angle cases the formation and location of the vortices 

for these cases differs &om the experimental data. For the spanwise jets the computations 

predict vortex formation farther from the wall than found in the experiments. These 

differences may result in the more even distribution of jet fluid as a vortex does not draw 

the crossflow fluid down towards the floor for b e t t a  mWng with the jet fluid. A similar 

trend is observed for the compound-angle jet computations, as the vortex forms farther 

fkom the floor than the experiments indicate which again contributes to the more even 

spread of the jets and higher jet concentration doser to the wd. 

The spanwise distribution of jet fluid along the fioor at  R = 1.5, comparing the 

experhental and computational results, is shown in Fig. 5.12. Again, the agreement for 

the streamwise jets is good, with the lateral spreading of the jet underpredicted by the 

computations. The ditferences in the jet fluid distribution for the spanwise jet case are 

clear as the concentration of jet fluid is much higher dong the floor as the mixing wit h the 

crossflow is underpredicted. As noted in the discussion of the jet fluid distribution shown 

in Fig. 5.11 the computed initial distribution of jet fluid along the floor at  x / D  = 1 is in 

reasonable agreement with the experimentd data for the compound-angle jets, although 

the location of the peak concentration is offset. The greater lateral spread of the jet 

fluid along the floor is clear at x / D  = 3 where the experiments indicate a clear jet 

region between y/D = -1 and y/D = -2. The computational results show a more even 

distribution of jet fluid in this region and, as in the spanwise case, the concentration of 

jet fluid is higher at the downstream locations. 



Figure 5.12: Cornparison of spanwise distribution of jet fluid at R = 1.5, r / D  = O fkom 
experiments (symbols) and the SKE model: a) streamwise ( L / D  = 4),  b) spanwise, c) 
compound-angle jets. 



Figure 5.13: Cornparison of spanwise-averaged film cooling effectiveness at  R = 1.5, 
z / D  = O from experiments (symbols) and the SKE model. 

The spanwise-averaged film cooling efTectiveness (v) at R = 1.5 is shown in Fig. 

5.13. The same trend observed for the streamwise jets at  R = 0.5 is also apparent here, 

although more pronounced. The initial agreement at +ID = 1 is good but the sudden 

drop in i i j  which is found in the experiments is rnissed by the computations. Farther 

downstream the predicted again drops below the experimental values as the lateral 

spreading of the jet is underpredicted by the computations. The overpredicted iv for the 

spanwise jet case is again much more pronounced at  R = 1.5 than at R = 0.5. However, 

in light of the clifferences in the distribution of the jet fluid between the experiments and 

computations noted in the previous paragraphs at this velocity ratio the diffaences are 

not unexpected. The compound-angle jet computations indicate a gradua1 increase in 5 



as the flow progresses downstream and the jet fluid spreads across the floor. The increase 

in 5 is not unreasonable as the same trend is observed in the experimental data for both 

the spanwise and compound-angle jets between z / D  = 5 and z / D  = 8. 

5.4 Cornparison of 'liirbulence Models 

For the purposes of this comparison, only the compound-angle geometry will be presented. 

The computational results using the SKE, BSL, and SST turbulence models are compared 

with the experimental data. 

5.4.1 Velocity Ratio R=0.5 

In Fig. 5.14 the streamwise ( U / F )  velocity and turbulence kinetic energy (415) along 

the y/D = O plane at R = 0.5 are shown. None of the models pick up the streamwise 

component of velocity from the jet at x / D  = 1. Farther downstream the blended models 

(BSL and SST) are slightly closer to the experimental data but all three models show the 

same trend and underpredict the streamwise velocity in the jet-dected region. For the 

normalized turbulence kinetic energy (&II.;.) the trends are similm for all three models 

away from the wall. Closer to the wall the BSL and SST models appear to give a better 

representation of the kinetic energy profles near the jet exit where 6 is higher near the 

wall. Farther downstream, however, the SKE model appears to be in better agreement 

with the experimental data in the near-wall region. 

A comparison of the predicted spanwise distribution of jet fluid along the floor is 

shown in Fig. 5.15. In the near-hole region the BSL and SST models predict a slightly 

wider region of jet coverage than the SKE model. Farther downstream a t  x /  D = 8 the 

SKE model typically predicts lower values of concentration than the other models. The 

location of the peak concentration is c a p t w d  best by the SST model in this case. 



Findy, the spanwise-averaged f î  cooling effectiveness is compared in Fig. 5.16. 

In the near-hole region the SST mode1 appears to have the best agreement with the 

experiments. However, the rate of decay of is underpredicted as the flow progresses 

downstream. 

Figure 5.14: Cornparison of SKE (biue), BSL (red), and SST (greenj turbulence mod- 
els with experiments (O) dong y/D = O at R = 0.5 for the compound-angle jets: a) 
streamwise velocity ( U / F ) ,  b) turbulence kinetic enagy (Jkl5) .  



Figure 5.15: Comparison of spanwise jet distribution dong z / D  = O fiom SKE (blue), 
BSL(red), and SST (green) turbulence models with experiments ( O )  at R = 0.5 for the 
compound-angle jet S. 

Figure 5.16: Comparison of spanwise-averaged film cooling effectiveness at R = 0.5, 
z / D  = O fiom SKE, BSL, and SST turbulence models and experiments for the com- 
pound-angle jets. 



5.4.2 Velocity Ratio R=1.5 

In Fig. 5.17 the streamwise (U/Q) velocity and turbulence kinetie energy (414) dong 

the y / D  = O plane at R = 1.5 are shown. The predicted velocity profiles are almost 

identical for the three turbulence models as the flow behaves essentidy as a boundary 

layer. The predicted profiles are typically better for the BSL and SST models, 

particularly in the near-hole region. Overd, the BSL mode1 is closest to the experimental 

data but, other than at x / D  = 3, the turbulence levels are underpredicted. 
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Figure 5.17: Cornparison of SKE (blue), BSL (red), and SST (green) turbulence mod- 
els with expuiments (e) almg y/D = O at R = 1.5 for the compound-angle jets: a) 
streamwise velocity (U/I;-) , b) turbulence kinetic energy (fi/ 4 ) . 



Figure 5.18: Cornparison of spanwise jet distribution along z / D  = O fcom SKE (blue), 
BSL (red), and SST (green) turbulence models with experiments (a)  at R = 1.5 for the 
compound-angle jet S. 

A cornparison of the predicted spanwise distribution of jet fluid along the floor is 

shown in Fig. 5.18. As was the case at R = 0.5, the BSL and SST models predict a 

slightly greater spread of the jet in the near hole region than the SKE model. Overd ,  

the BSL and SST models are nearly identical for the prediction of jet fluid dong the 

floor. The predicted values are typicdy higher than those indicated by the SKE model 

but the same trends are observed for all three rnodels. 

Findy, the spanwiscaveraged füm cooling effectiveness is compared in Fig. 5.19. As 

expected from the similarity of the spanwise distribtions in Fig. 5.18, the predicted iif 

is nearly the same for the BSL and SST models. Again, all the models overpredict as 

the flow moves downstream due to the greater lateral spread of jet Luid predicted by the 

models . 
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Figure 5.19: Cornparison of spanwise-averaged film cooling effectiveness a t  R = 1.5, 
z / D  = O from SKE, BSL, and SST turbulence models and experiments for the com- 
pound-angle jets. 

The cornparisons between the experimental and computational results have shown some 

common trends among the various cases examined. At the high, R = 1.5, velocity ratio 

the turbulence levels are consistently underpredicted in the computations. This is due 

to the assumption of local equilibrium of the production and dissipation of turbulence 

kinetic energy. For jets in a crossflow at high R the turbulence production and dissipation 

can vary widely in space. This non-equilibrium turbulence caxmot be resolved by the 

equilibrium eddy viscosity concept assumed in the models here, which use a single time 



scale to desmbe both the turbulent transport and dissipation of the turbulence kinetic 

energy. Zhou (1994) fonnd considerable improvement in the predictions of turbulence 

kinetic energy for a 2 0  slot at  R = 0.4 by using a multiple-tirne-scale turbulence model 

(Kim and Chen (1989)) rather than the SKE model, indicating the importance of the 

non-equilibrium turbulence assump tion. 

Another assumption in the eddy viscosity formulation used here is that of turbulence 

isotropy. R e c d  from the discussion in section 3.6.3 that the turbulent normal stresses 

can be quite anisotropic dong the edges of the jets. In addition, the contribution of 

certain velocity gradients to the production of the turbulent shear stresses is ignored by 

the usual eddy viscosity relationship. For example, the üü shear stress is expressed as: 

in the eddy viscosity relationship from Eq. (4.9). However, fkom the discussion in 

section 3.6.4 it is apparent that the aV/& gradient makes a significant contribution to 

the production of fi, particularly in the case of the spanwise jets. Since the stress is 

an indicator of the lateral turbulent mixing, the omission of the contribution to ü?j by the 

W / a z  gradient rnay result in the underprediction of the lateral spreading of the jets. In 

the case of the spanwise and compound-angle jets at R = 1.5 it was noted that the lateral 

spreading of the jet was overpredicted by the numerical models. In these cases it was 

noted that the location of vortex formation dinered from the experiments and was likely 

the source of the discrepancy between the two results in the nez-hole region. A test case 

with a diaerent jet hole entry velocity direction produced the same flat distribution of 

jet fluid concentration dong the floor at  R = 1.5 for the far downstream locations which 

indicates that not all of the discrepancies may be attributed to disagreement between 

the experiments and computations at  the jet exit. 



The cornparisons between the SKE, BSL, and SST turbulence models indicates that 

none of the methods clearly perform better than the others. The turbulence kinetic 

energy profies near the wall are typically better for the blended (BSL and SST) models 

which do not use wall hc t ions .  However, the predicted concentration of jet fluid near 

the wall from the BSL and SST models is consistently higher than both the ekperiments 

and SKE data. 

It should be noted that the turbulence models are not the only source of errors 

in the computational results. In the current version of the CMGFD code the numericd 

scheme is based on the power-law approach of Patankar (1980). When the computational 

grid is not aligned with the flow the phenornenon known as 'false diffusion' can result 

in less accurate solutions. This diEculty is particularly relevant for the spanwise jet 

computations where the jet flow is highly skewed to the grid, particularly in the near- 

hole region. Another, perhaps more diflicult problem Lies in the unsteady nature of the 

flow. As noted in the discussion of the experimental results, higher values of k were 

found near the edges of the jets since the jets are not perfectly stationary in space. The 

motion of the shear layer through the LDV measurement volume will result in a higher 

measured turbulence level. In addition, unsteady vorticity £rom the upstream edge of 

the jet is transported downstream dong the upper edge of the jet (Haven and Kurosaka 

(1997)), further complicating the flow field. It is not clear that higher-order turbulence 

closures wodd be able to resolve this effect. 



Chapter 6 

Conclusions and Recommendations 

An investigation into the characteristics of the complex flow from a row of inclined square 

jets on a flat plate in a crossflow has been conducted. Four different geometries were 

studied: 1) streamwise inclined jets with a long (LID = 8) entry length, 2) streamwise 

inclined jets with a short (LID = 4) entry length, 3) spanwise inclined jets ( L I D  = 4), 

and 4) compound-angle inclined jets (LID  = 4). In ail cases the jets were inclined at 

a 30' angle to the wind tunnel floor. Velocity ratios of R = 0.5, 1.0, and 1.5, which 

are of interest for gas turbine film cooling applications, were examined. Mean velocity 

and turbulence measurements were made using a three-component LDV system oper- 

ating in coincidence mode to ailow the turbulent Reynolds stresses to be determined. 

Jet penetration, spreading, and film cooling effectiveness were measured using a flame 

ionization detector after the jet flow was seeded by trace amounts of propane. The jet 

Reynolds number was fixed at approximately 5000 for d cases. Numerical simulations 

were performed for the short entry length cases using three ditferent turbulence models: 

the standard k - E model, Menter's basehe blended k - e / k  - w model, and Menter's 

shear stress transport model. 

6.1 Conclusions 

The detailed rneasurements of the mean flow and turbulence fields, as well as the scalar 

transport data, has provided additional insight into the complex flow produced by inclined 

jets in a crossflow. At R = 0.5 none of the jets penetrate beyond the boundary layer 



as the strong crossflow deflects the jets strongly towards the floor. As the velocity ratio 

is increased to R = 1.5 the jets eventually penetrate beyond the boundary layer and 

the blockage to the aossflow is increased. The strong deflection of the jets at R = 0.5 

results in higher spanwise-averaged film cooling effectiveness (F)  than at R = 1.5 as 

the jet fluid remains attached to the floor. The formation of strong vortices at R = 0.5 

for the spanwise jets results in a less significant change in as compared with the 

other geometries. The compound-angle jets appear to provide the best 5 in the near- 

hole region at R = 0.5 while the spanwise jets provide the best coverage at higher R. 

Considerations of aerodynamic performance and local variations in R over the surface of 

an actud turbine blade must be taken into account in determinhg the optimal geometry. 

The flow at the jet exit is strongly iduenced by the crossflow, as well as by the 

inlet conditions at the entrance to the jet orifice. Diff'ences in the entry length for the 

streamwise inclined jets result in different exit profiles of vertical velocity components 

and turbulence kinetic energy. The differences are attnbuted to the proximity of the 

shear layer produced by the 'jetting effect' within the hole due to the inclination of the 

jet orifice. In contrast to the velocity profles for the streamwise jets which become more 

uniform as R decreases (crossflow speed increases), the velocity profdes at the jet exit for 

the spanwise geometry become more skewed at the lower velocity ratios and differ from 

the assumed profiles used in earlier numerical studies. 

The turbulence field has been shown to be highly anisotropic, particularly at the 

high velocity ratio. The turbulent shear stresses exhibit similar behaviour to the normal 

stresses in that the mean velocity gradients tend to promote the production of a particular 

stress at a given location in the flow field. Typically, the magnitude of the shear stresses 

are larger at the higher velocity ratio of R = 1.5, but due to the complexity of the flow it 

is not possible to make a general conclusion about the relationship between velocity ratio 



and shear stresses. In the case of the spanwise and compound-angle jets the magnitude 

of the turbulent shear stresses decreases as the flow moves downstream due to the weaker 

mean velocity gradients which are present . 
The combination of mean velocity, turbulent Reynolds stress, and jet concentration 

measurements has provided a good data set for validation of turbulence models and 

numerical methods for this class of flows. The preliminary computational investigation 

has shown that the flow field produced by inclined jets in a crossflow is a challenging test 

for numerical rnodelling. Three eddy-viscosity models were used in the computations: 

the standard k - c (SISE) model, Menter's blended baseline (BSL) model, and Menter's 

blended shear stress transport (SST) model. 

Agreement between experimental and computational results tends to deteriorate as 

R inmeases due to the increased anisotropy and unsteadiness of the flow. The standard 

eddy-viscosity model used in these computations is unable to account for the turbulence 

anisotropy and generation of turbulent shear stresses by velocity gradients which are not 

found in the standard model. The assnmption of e q ~ i l i b r i ~  turbulence which is used 

tends to result in lower predicted turbulence kinetic energy and weaker velocity gradients 

than observed in the experiments. Of the three turbulence models tested, there is no 

consistent improvement in the accuracy of the predictions for any particular model. As 

noted earlier, the highly t hree-dimensional nature of the flow provides a challenging test 

for turbulence models which have largely been calibrated using two-dimensional data. 

6.2 Recommendations 

The recommendations for future work are primarily directed towards the numerical mod- 

eUng of the flow field produced by inclined jets in a crossflow. However, some experiments 

in key areas would help complete the bridge between the particular configuration used 



here and the conditions in an actual gas turbine engine. The experimental recommenda- 

tions are as follows: 

1. Experimental measurements of the heat transfer coefficents for the configurations 

studied here wodd cornplete the study of the 'three-temperature' problem desmbed 

in the Introduction. 

2. An investigation of the characteristics of round, spanwise inclined jets would be of 

interest. This study would help determine the near-hole diaerences in mixing and 

vortex formation between round and square jets in a crossflow. 

3. The introduction of density clifferences between the jet and crossflow would assist 

in determinhg the extent to which the results ptesented here may be applied to 

flows with simila mass flux or momentum flux ratios but with diRering density 

ratios. The use of a foreign gas, such as CO2, would likely be impracticd due to 

the length of tirne required to obtain the LDV data and the flow rate required from 

the jets. A low-temperature jet flow may provide the appropriate density ratios. 

The computationd recommendations are as follows: 

1. The use of higher-order dinerencing schemes should be investigated. The power-law 

scheme used in the present computations is based on an assumption of quasi-one- 

dimensional flow. While the effects of false diffusion are minimized on a fine grid, 

the number of ceUs required for the computations could be reduced. 

2. Improved near-wall models should be implemented. The use of wall functions in a 

highly three-dimensional flow field is clearly not adequate for detailed simulations. 

In particdar, the use of low-Re or twdayer models which do not restrict the near- 

wall cell size and d o w  accurate capture of the near wall jet flow at the higher 

velocity ratios should be investigated. 



3. Turbulence models which accurately represent anisotropic turbulence wiIl likely be 

required to resolve the downstream characteristics of the jet flow. The assump 

tion of equilibrium turbulence should also be investigated in the analysis of the 

turbulence models. A comparison between an anisotropic and a non-equilibrium 

turbulence mode1 would lend some insight into the relative importance of these 

two effects in the behaviour of the flow. The use of the experimental jet exit data 

as a boundary condition for the main flow region may assist in determining the 

influence of the turbulence models on the prediction of the flodeld, separate from 

any discrepancies which may be introduced by the jet hole inlet conditions. 

4. The computational domain should be extended into the plenum region for the 

spanwise jet computations, and possibly for the compound-angle jet case as well. 

It was noted that poor agreement between the experiments and the cornputations 

at  the jet exit resulted in marked differences in the downstream flow field. The use 

of a higher-order differencing scheme noted above should d o w  for the use of more 

computational cells in the plenum region if memory limitations are a problem. 

5. The use of unstructured grids should be investigated, particularly for the compound- 

angle jet case. Due to the geometric complexity of this case it is difficult to obtain 

a smoothly-varying grid with a standard structured grid. 

6 .  A parametric study of the jet orientation should be undertaken to determine if 

there is a compound-angle geometry which could provide the good film coverage of 

the spanwise jets at  high velocity ratios wit hout the corresponding high crossflow 

blockage. 

7. Once reasonable agreement between the experiments and computations for the flat 

plate has been obtained, the techniques should be extended to the simulation of 



more realistic, curved turbine bkde geometries. 



Angular Alignment Measurement s 

In order to determine the angles of alignment of the probes with respect to the tunnel 

coordinate system (Fig. 2.1) 10 measurements of each angle at various locations in the 

tunnel were made. The angles about the x-, y-, and z-axes are referred to as a, B, and 

y respectively, as shown in Fig. 2.4. The blue/green probe is refmed to by a subscript 

"1" and the violet probe by a subscript "2". The measurement of the angle ai will be 

described. The measurement of the angles and a2 is similar. A different method was 

needed to measure pz, which will be presented, and a similar approach is used for n. 
The angle 7 2  was not measured as it was not required. 

To determine ai a rnachinist's square was placed on the floor of the wind tunnel. Using 

the unshifted component of the green beam pair initidy, the y-traverse was adjusted until 

the beam intersected a mark on the arm of the square which was perpendicular to the 

floor. The position of the y-traverse at this location was recorded as yi. The y-traverse 

was then adjusted which resulted in the point of beam intersection moving dong the 

square until another reference mark was reached. The separation of the two marks, Ar, 

was known and the new position of the y-traverse was recorded as y2. The value of a for 

the unshifted green beam was calculated fiom: 

Qi,uruhi f ted = ac tan  ("i..;"') 
The procedure was then repeated for the fiequency-shifted cornponent of the green beam 



pair, which contacted the opposite side of the square, to determine a l , , h i f ~ .  The final 

d u e  of al was calculated as an average of a l , U N & f ~ d  and at, ,hiftcd 

To determine rl the pinhole block was used. The shifted green (or blue) beam was 

positioned over the pinhole and the positions of the traverse mechanism were recorded 

(xl ,  Y I ) .  The traverse was then adjusted in the x- and y-directions until the unshifted 

green (or blue) component was centred over the pinhole where x2 and y, were recorded. 

The angle was calculated fkom: 

The angle y l , d e  is not the true angle of aügnment as there may be an error from the 

traverse it self if the traverse directions are not perfectly parde l  to the corresponding 

tunnel directions. To mesure this angle, the y-traverse (in the case of the green beam 

pair) was moved over a known distance (from the traverse), Ay, along a line pardel  to 

the y-axis in the wind tunnel. The x-traverse was adjusted at  the end of the traverse, if 

necessary, to bring the beam back in line with the y-axis. The locations at  the beginning 

and end (xl  and x2) of the traverse were recorded and the traverse angle was calculated 

fkom: 

The measured angles of aügnment are shown in Table A.6. 
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1 l Angle of Alignment [O] 

Geometry (Standard Deviation y]) 

Streamwise ( L I D  = 
0.314 -0.553 

8, 1) (06:::9P599) 1 10.38881 1 10.10401 
r .  . . 

Streamwise ( L I D  = 4) 
6.828 0.134 -0.577 

(0.013) (0.009) (0.094) 
- - -  - - - -  

Y panwise 11 (0.008) 1 (0.010) 1 (0.104) 

Compound- Angle 
1 3.853 1 -3.667 1 0.029 

(0.029) (0.016) (0.047) 

Table A.6: Aiignment Angles 

Once the angles of alignment have been detennined, the measured velocities can be 

transformed to velocity cornponents pardel ta the tunnel axes through a coordinate 

rotation. The inverted transformation matrices fiom Equation (2.4) for the various ge- 

ometries and angles fiom Table A.6 are as follows: 

S panwise 



While the matrix C can be inverted numerically in order to determine the trans- 

formed velocity components, the evaluation of the error requires the actual symbolic 

transformation (see section 3.2.1). The inverted transformation matrix is as follows: 

The notation s0 = sin 6 and CO = cos O has been used for brevity. 
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