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Abstract 
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I O N  r 1 w gaine of Cops and Robber. int roduced bj- Soniikon-ski and \\Ïlikler [IO]. and 
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Chapter 1 

Introduction 

Iii t \lis t liesis. sonie \\-el1 kxiown searching games are esamined: in particular t he dame 

of Cops ancl Robber is consiclered. These games have traditiorially been d~iarnic .  111 

Copsmd Robber. the opponeiits are able to move from vertes to vertes as the cops 

at tcnipt to apprehend the robber. A ganie knon-n as searcliing is usually forrniilated in 

tcrrris of clearing an àrea of certain airborne contaminants. or altern~itely. searching 

for an irifiiiitely fast intruder. 11-e will think of this game as a variation of Cops 

; t r i c l  Robbcr in n-hicli the cops take on the roIe of the searchers. Botli sides niove 

coritiniioiisly. The \\'Lttch~rian ProbIeni requires t hat the i-ertices of the rincitrlying 

graph G' bc moilitoreci rather than scarchcd: that is. for cvcry 1-ertes r .  of G'. r or 

oiic of i t s  riciglibors m u t  be visitecl. In acidition. a time period is iritrodiiced. The 

v c ~ t i c ~ s  of G niiist be inonitorecl oricc every k iinits of time. k > O. 

111 this first chapter. WC look at the liistorical devclopment of tliese gamcs. and 

~~i-c..;ciit soiric ki1on.n rcsults. 111 the process of giving results regarcling t lie out coiiies 

o f  tlicsc p i i e s .  WC look at soine strategies that can be uscci by u particular side to 

giiwixritcc a fa\-orable out corne. In so doing. we notice tliat t hc ci>-naniic natiirc of the 

pliij-ers is riot always utilizecl in n-inning st rat egies. This realizat ion lcd ils to alter the 

r~iles of t hc gaines. and investigate the use of static objects in place of the dynariiic 

c.ops. This is especially c\-iderit in the third chaprer where we propose replacing the 

cops by a single cop n-ith a finite nurnber of -traps' at  his disposal. If the robber 



rrioves onto ci vertes with a trap. he is detained and a \vin for the cops resiilts. 

-A S C C O I ~ C ~  t henie that rulis through t his thesis is the a~nount of inforinat ion avail- 

able to the opponents about each other. In the game of Cops and Robber. both sides 

liiive perfect information. Each side is always aware of the position of the ot her. The 

scz-trcliing game. however. is on the opposite end of the spectrurn. The cops have 

iio iiiformiitioii regiirdirig the position of the robber: in fact. the cops are not even 

wrt wiri t liat t hcre is il robber. il-e propose some variations of t hcsc gunlcs that fa11 

c;oriicn-here in betweeri. The second chapte; considers the use of special siir~eillance 

ecli~iprne~it. The 0111~. information the cops have about the robber is that n-hich can 

be obtaiiieci iising this ecliiipmerit. Ifé present two variations. t lie first being the iise 

of plioto r a c k .  If the robber nio\.es usiiig an edge equippecl with photo radar. the 

c ~ p s  n-il1 bc iiware of the movement regardlesis of t heir positions. The second is the 

iise of sur\-eillcirice carneras on a grid. This s~irveillance makes the cops an-are of the 

p s i t i o ~ i  of the robber if lie is located on it grid line covered bj- a caniera. Othenvise. 

the tops hm-e no iriforrnutiori regarding the robber. 

Iri tlic fiiial chapter, the problems are formiilated in terins of searchcrs. and lost 

rlogs arid slecpiiig babies. Dogs and babies are used to indicate the aiilount of nianeii- 

1-crii hilit!- of t hc -searclice'. \\é could have cboseri t O present t hesc problcrris in t erriis 

of cops arici rot~bers i r i  keeping with the othcr chaptcrs. Ho\wvcr in these Sanies. 

iirilikc t h s c  corisiclerecl iip to tliis stage. the piayer being searched for is unan-are of 

the wct ions of the rcarckicrs. Siniilarly. the searchers do not knon- t lie position of t h  

player aiid arc. iiriable to iriflucrice his movenlents. althoiigh the searchers are ahle 

to ckiiicc t titi probability that the lost dog or baby is locatccl on a particiilar vertes 

t i r  ail? gi\-eri tirrie. This information is iised to deterniirie the vertes on which t hc 

scarcli shoirlcl begin in orcler to rniriimize the espectcd time reqiiirecl foi- the search. 

-4 varititioii of the lost dog problern is theii introdiiced. The searchers are able to 

lise static traps. Orice the ciog mol-es ont0 a vertes n-ith a triip. it is detained. the 

sciirclicrs arc aware of its position and the garne is over. Probabilities are calculated 

aiid espectccl tirrics are rninimized for this \.ersion of the gaule as well. 



These probability problems can also be modeled in terms of a search and rescue at 

sca. The searchers are in a boat rather than on foot. and are searching for a missing 

pcrsori. Insteaci of traps. the searchers have a niimber of lifeboats à t  their disposal. 

T h  searchers are able t o  monitor the lifeboats so that if t he  missing person is able 

to board such a boat. the search is cornplete. 

1.1 Cops and Robber 

1.1.1 RulesoftheGame 

T h  gaine of Cops aiid Robber is a ptirsuit ganie played on  a grsiph G. This gamc 

was i r i t  rodiiccd tc- So~vakoivski ancl illnkler [IO] aiid independent ly b ~ -  Qtiilliot [l'Z]. 

The gaine is played by two opposing sides: the cop side is composed of a set of A- > O 

cwps and the robber side is composed of a single robber. Both sides ph>- n-ith perfect 

i~iforincttiol~: that is. each side knows the n-hereaboiits of the other at al1 times. The 

riilcs rcqitirr t h  the cops begin the garne by each choosing a vertes to occupy. 

Tliesc. 1-ertices do riot have to be distinct. The robber must then also choose a \-ertes 

t c ~  occiip>: The opponents niove alteriiiitel>-. It should be iioted that a player cari 

c.iioo>e ro p a s  aiid remiiin d i c r e  he is diiririg a tiirn. Herice during the cops' turn. 

it is iillon?ihlc for only a siibset of the k cops ro niove. T h  cops \vin if at lcast onc 

of r hcni occiipics the sanie vertes as the robber after a finite nuriiber of rnoves. The 

robt~cr n-iiis if tliis situation can be avoided forever. llé note tha t  in this ganle. tirilike 

sciirc.hiiig. t h  p l a ~ w s  are aln-ays assunied to be located on vertices. 

Thc version of thc gcinie described here allon-s both sides to pass during a tiiril if 

tlic!- so tlcsire. This is knoim as the passive gamc. 111 the active gàme. the robber 

aiid it riorienipty sirbset of the cops miist niovc during their respective tiirns. It has 

I>ceii slionii by Seiifeld [SI that  if k cops have a ivinning strategy on a g a p h  G in 

the passive gaine. theri the number of cops. k' needed in the active game rniist satisfy 

k' < - k < - k' i 1. If the game is played on a reflexive graph. a graph iv-ith a loop at 

c1-er~- vcrtes. the passive and active versions are ecluindent. 



1.1.2 Characterization of Copwin Graphs 

\\-lien the garne n.as originally proposed. it \vas pl-ed with a single cop and a robber. 

, h y  grapli coilld be characterized as eit her copwin or robber-\vin depending on the 

oritcoiiie of t lie garne. Copwin graphs were completely characterized in [IO] and [12]. 

Exainple: Each member of the set {T ,  : T, is a finire tree) is copn-in. To see this. 

consider the vertes occilpied b -  the cop at  any stage, The robber is ilriable to move 

past the cop becairse there is just a single path joiriing an>- two vertices. Herice the 

rrce is partitioned into two parts by the cop. and the robber is restricted to mo\-ing 

wit i i i r i  one of t hose parts. As t lie cop rnoves toward the robber. t hat part of the graph 

r Iiat  is inaccessible to the robber strict ly increases as the robber's portion becornes 

siriallcr. Herice after a firiite number of moves. the robber is apprehended. 

Example: Let C be the fairiily of cycles of lerigth greater than three. Each meniber 

of t h  fariiily is robber-n-in since the robber can al~vays s t q -  at hast two vertices 

i\\\-tly fi-01x1 t lie cop. 

Definition 1.1 Let G nrld H be refienre graphs. -4 rnappiny f : CW(C) - IV( H )  rs 

s u ~ d  to De edge preserving ~f t t  presemes adjacerrcies: that 1s. ~f there 1s an  edge 

JOLrl /ri9 t ~ o  ~.crtrces 7n G. fhere  nzllst be an  edge (possibly a loop) joinrrlg the lrnages 

of these rer-trces rrr H .  

Definition 1.2 Let G be a reflexzve graph and  let H be an  induced subgraph of G.  It 

1.s scrrtl tliut H is n retrnct of G if there LS a n  edge preseming rnap f from G tu H 

sach that  the restnctron o_f f to H is the iderrtit!] map o n  H .  

Tlieorem 1.1 (Nowakowski and Winkler (101) .4ng retrnct H of u copmrn grapli 

G' rs a1.w cr c o p ~ ~ n  grctph. 

Proof. Let G bc a copwin graph and let H be a retract of G.  Fiirther let f be a 

rcrraction map from G to H .  Since G is copn-in. the cop Ilas a n-inning s t r a t e s  on 

G. This s t r a t e s  c m  be rnoclified and iised on t lie subgrapli H. The cop sirnply plays 



the image uncler f of his n-inni~ig strategy on G. Using this s t ra tes .  the cop captures 

t lie i~iiage of the robber on H. Since the robber is act iii-illy plqing on H and f is the 

idc~itity map on H .  the robber's image coincides \vit h his actual position. Hence the 

robber is apprehended on H and therefore. H is a copwiri graph. a 

Definition 1.3 Let G be a graph and let L. E CV(G). The neighborhood of L . .  denoted 

. \ - (1 . ) .  is the set of rer-tices adjacent to c in G. The closed neighborhood of r .  denoted 

1 . . is defined as 9 ( r )  U { Y ) .  

Definition 1.4 -4 vertes d of a graph G is said to dominate another certex L.  i f d  

r..i adjucent to each of the uertices in the closed neiyhborftood of c .  

Suppose a given g a p h  G is copn-in. To deterniine the properties that cliaractcrize 

3irc.h a gaph .  it is usefiil to consider the last move made by the robber before he 

is apprclrendeci. Let the position of the robber before this l a s  move bc clenoted r .  

Tlicrc are t h e e  options open to the robber. He ciin choose to pass and remai11 on 

vcrtcs L,. he can move onto the vertes occupied by t tic cop. or he can niove to a vertes 

acljiic-ent to  the cop's position. Since al1 of these options n iu t  lead to the capture of 

rlic robbcr. it niiist be true that the vertes rr occupiecl by the cop is acljaccnt to (. aiid 

al50 to ever>- vertes tliat is adjacent to L*:  that is. LL dominirites r v .  The 1-ertes r .  n-il1 

rcfci-rd to as a corner since the robber has rio riiems of escape once he is forced 

to 11iu1-c onto t liis 1-ertcs- 

Clcar1~- a gapI i  witlioiit a corner canriot be cop~viri. Suppose a graph G has r i  

c-orricr. Tlic robbcr n-il1 only niove ont0 the corner if lie is forced to do so. Hence the 

<~iici;tioii 1~cc.onies wiictlier or not the cop cari force the robbcr orito the corricr. This 

m ~ i  t)e clcteriiiiriccl b ~ -  renioving the corner iind cleterrnining if tlie resulting graph 

ic; copn-in. Intiiiti\-el>-. tlie siiccessive removal of corners from a copwiii g a p h  n-il1 

r i ~ i t l i  iii a siiigle vertes. This is the iclea iisecl by Sow~ko~vski and \\-inkler [IO] to 

chu-act crize copn-i~i graphs. 

Tlieorem 1.2 (Nowakowski and Winkler [ IO] )  Let G 6e a graph and let c be a 

cor-rrer- of G. Let Gf = G \ { c ) .  Then G is coprcin if and only if Gf is copwin. 



Proof. Let G be a graph and let c be a corner of G. Let G' = G \ { c } .  Further let 

d Ilc a vertes that doniinates the coriier c. \\é wish to show that G is copwin if and 

only if G" is copn-in. 

Suppose G is copn-in. Sou- G' is a retract of G with a retractioii rnap f defined 

as follon-s: f (c) = d and Vc E t.*(G'). f ( r ) = c. Thiis by Theorem 1.1. G' is cop~vin. 

Coin-crsc1y suppose G' is copn-in. Let f be the retraction map from G to G'. Since 

Gr is copwin. the cop has a nlnning srrates- on Gr. If the gamc is actually bcing 

plii~wf oli G'. the wiririiiig s t r a t e s  on G' can be t hought of as catching t hc image 

of tlic robber. Xow suppose this image is caiight on i-ertes u. If u # d. then the 

robbcr's image on Gr corresponds to his actiial position on G. This is becausc f is 

t lie irleiit ity rnap on G'. Hence the robber is apprehended. 0ther-n-ise. the robber's 

iiiiage is apprehc~ided on vertes d. Since it is knon-n that f (c) = f ( d )  = d. the  robber 

is on vcrtcs c or vertes d in tlic graph G. If he is on d. his actiial position corresponds 

t o  tiis iiiiitgc and hc is çairght. If Iie is oii c t hen he n-il1 be caiight on the nest more. 

This ià because the cop is oii 1-ertes cl und it is hou-ti  that ci dominates c. G 

.At t his stage sonie rieedecl definit ions i d  be iritroduced. 

Definition 1.5 Let G be cr gr-uph and let r* E Z,-(G). Suppose there exists a rertex 

il E I '(G) s u c h  that .\-[r] C .\-[ii]. Then 1. is said to be irreducible. T h e  certex r.  Is 

c ~ l s o  krlou:n as u corner o r  p/tfnll. 

Definition 1.6 -4 p p h  G is said Co be dismantlable if there is an o r d e r ~ n g  {r l .  r-,. 

. . . . (.,) of the rér-tices of G S ( L C ~  that for- each i < n. c, t.s ir-redt~cibk in the  subgr-nph 

l n d ~ l r f d  hg { r l .  L B L - , .  - - - . r " } .  

\\i. are rion- rcacly to givc the t hc rniiiii t heoreni in t his section. 

T beorem 1.3 (Nowakowski and Winkler [IO]) -4 finite graph is coplctri if und 

o t i l g  ~f it rs  disnlarztlable- 

Tlic orderirig of thc verticcs of the g a p h  G referred to in the previoiis definition 

is kiion-ri as a copwin ordering. 



Example: This esample refers to Fi,gure 1.1. The circled vertices represent corners 

at cach of the stages. -\ho. at each stage. it does not matter in n-hich ordcr the 

corriers are removeci. The original graph is copu-in by Theorem 1.3. 

T h e  are copwin graphs that are iiot finitc. So Son-akowski and \\'inkler [IO] es- 

teiidcci Theore~n 1.3 to obtain a complete characterization of copn-in graphs. Hoivever. 

we n-il1 iiot be consideririg infinite gruphs and therefore omit this proof. 

Sou- ttiat copivin graphs have been characterized. a property of such graphs n-il1 be 

es  plorccl. \Ive begin ivit h sorne definit ions. 

Definition 1.7 The  stmng product of a set of graphs {G, : i = 1. '2. . . . . k) i.s 

fl ic gmph Bl=,G, whose vertex set is the Cartesian product of the sets {V(G, )  : i = 
- 

1.2.. . . . k ) .  and thêre i s  a n  edge b e t u w n  Er = (a1. a?. . . . . n k )  and  b = ( h l .  b 2 . .  . . . b k )  

~f rirtd oril!j i f  n,  rs adjacent or- equal to b, for al1 i = 1. '2.. . . . kL.. 

Definition 1.8 -4 var iety  of yraphs 1s a class of yraphs u:hicti is closed under- finde 

p l - o d i ~ r t . 5  crrici  r.ctr~~ct.s. 

Theorem 1.1 (Nowakowski and Winkler [IO]) Let {G, : i = 1 .2 . .  . . . k }  6~ a 

f7111tr ~011cc t~on of C O ~ L L ' I R  graphs. The  strong product of these graphs is also cnprclrt. 

Proof. Let {G, : i = 1.2. . . . . A-) he a finitc collection of copwin graphs. Let 

G = iZ.lt='=,G, he  the srrong product of tliese graplis. \\ë ivisli to  show trliat G is 

copn-in. 

Tlierc is an edge-preservirig projection of G oiito eacli of the graphs G,. Herlce the 

top iirirl robber c m  be projected onto each of the original grciphs and u game cari take 

place t Iierc. Consicier one such projection ont0 the graph G,. SOK G, is copwin. aiid 

5 0  t h  cop has a winning strategj- and is able to  apprehend the robber. In terms of the 



Figiire 1.1: An illustration of dismantlirig. The original g ü p h  i i  copwiii. 



largcr graph G. the cop has apprehended the projection of the robber on G,. The cop 

';ta>-s wit h this projection for the remainder of the game as he siniilarly captures the 

otlier projections of the robber on the graphs Ci.. . - . G,-l.G,,l.. . . . Gk. Since the 

collection of graphs is finite. the robber will be apprehended on each of the projections 

after a finite riumber of moves. At ttiis time. the robber is apprehended on G. It 

siioiiltl he riotecl that the cop has playeci the compositiou of his winnirig strategies on 

cadi of the graphs G,. a 

Example: The previous t heoreni tells us t hat the product of a finite collection of c o p  

n-iri graplis is copnin. This esaniple iiliistrates n-hy the t heorern caririot be estended 

t o iiifinit e collections of copwin graphs. 

Dcfiiie P, = (0. 1.2. . . . . n - 1). Sow P, is copwin. Consider the product of an  

iiifiiiitc collection of such paths Pt. This graph is not copn-in since the vertices 

(0.0.0..  . . ) aiid (0. 1 . 2 . .  . . ) are not connected by a finite path. 

Tlir iiest tlieorem can be foiirid in papers b>- .-\igner and Fromine [Il. and b- 
Sowakon-ski aiid \\7iikIer [lu]. It follows iiiimediately frorii Tlieoreni 1.1 and Theorem 

1.4. 

Tlieorem 1.5 (Aigner and F'romme [l] and Nowakowski and Winkler [IO]) 

The c1n.u.s of copirin grnphs rs a roriety.  

1.1.4 Bridged Graphs 

Bridgcri graptis; arid their relationship to copn-in graphs n-il1 non- be considcrect. 

Definition 1.9 Let G be CL gruph and let H be a subgraph of G. The gmph H is said 

to hc isometn'c if the distance between a n y  pair of certices in H is the same as thut 

In G'. 

C'learly au isometric siibgraph of a g a p h  G must bc an  irrducecl. subgraph. 



Figiirç. 1.2: The p a p h  H is ail isometric subgraph of G but not of 1. 

Definition 1.10 Let G be a g r a p h  and let r. 9 E I -(G'). Let C be a cycle of Eength 

ut Ir-(1st four  / r i  G that contains the certices 1 und 11. If &(x. y) > dG(.c. y) then the 

qrnph C; ~s .<nid fo be br-idged. 

Example: Sec Figure 1.2 for esamples of these graphs. The grapli H is an isometric 

siit)grapii of Ci biit riot of 1. The graph I is bridged. 

t r i  c f f ~ t .  t liis clefiriition says that if C' is a r c  cycle n-ith lengt h greater than three 

i i i  ;i 1)riclgoci grapli G. then there is a i s h ~ r t ~ u t '  between a pair of \-ertices on the  

<.'.&. 
hiisrec i i i i ~ l  Farber [2! p~iblished a paper co~icernirig bridged graphs ancl copwiii 

~ r i i l , t i~ .  T h  Ixiprr bcgins bi- pros-ing ci reuiilt that tells us every rioritrivial bridged . , 
griipli corit;iiiis a corrier. The  paper goes on  to prove the nest t heorein. 

Theoreni 1.6 (Anstee and Farber [2]) Let C: hr u hridqed gruplr. Tlicrr exists n 

r f  r-tex r~ f \ -(G) .S ILC/I  that G \ i l  1s hndged .  

Proof. Let G hc a bridged s a p h .  Choose r i  pair of L-ertices u.  r .  E 1,-(G) sudi tliat 

[ I  c 1 Siicli a pair is kiion-n ro esist [ 2 ] .  Sou- let P IIP a shortest path in G 

r h t  c011tains II but in d i i c h  u is not a Ieaf. Sot\- u cari be replaceci by r .  in this patli. 

Hciicct G \ i l  is an isonietric subgraph of G. It is noted that  a cycle C is isometric in 

G' \ 11 if üiitl only if it is isometric in G. Therefore. G \ u is also a bridged graph. 



Iii the proof of the theorem. the vertes u r a s  taken to be a corner. Hence the 

tiiwrcrii actiially tells ils that the remord of a corner from a bridged graph results in 

ailot lier bridgeci graph. 

Lcr '5 coIlect the information given us through several theoreins. First. it is kr1on.n 

tliiit rvcry hridgeci graph contains a corner. and that its rernoval results in ünother 

i)riclgrct graph. It is also known that w copn-in g a p h  is one in n-hich the successive 

riw0\.~:1 of corners remlts in a single vertes. Hence w e  are able to concliide. as :Xnstee 

i i ~ 1  Fiirbcr did. t hat every bridged graph is copn-in. This result is stàteci as a theoreni- 

Tlieoreni 1.7 (Anstee and Farber [2]) Let G be a br-idyed y ~ a p h .  Then G is 

(Y//) U ' I  r / .  

.-hi iilgoritliiiiic proof of this theoreni lias been given by Chepoi [A]. He lias shon-n 

t l i i i r  cl\-c.r>- ordering of tlie vertices of a bridged g a p h  produceci by a hreadth-kat 

~ t t i i ~ c . t i  is w c.opwiri ordering as definecl by Son-&on-ski and \\bkier. 

1.1.5 Strategy for a Copwin Graph 

Si i~ )~>os (~  {.rl. A.?. . . . . .r,) is it cupn-in orcleririg of the vertices of a graph G'. \\ë kiion- 

t l i i i t  r l i t '  c~3p riiust Iiavc a n-iriiiirig strates- oii G. But this strategy lias not been 

11!;i(1(~ t~splicit. Thc &():il of rhis section is t o  describe a stratesy. diicli appears to be 

ii(ln-. r liitt c m  be iiscd by the cop ro \vin. and to pro\-e t h t  this strcitegy is effect il-e 

i i i  c.;ipturirig tlic robber. This strategy n-il1 be ver>- usefiil in Cliapter 3.  

Copwin St  rate,^. Let {xI.  x2. . . . . zn) Be a copn-in ordcring of tlic vcrt ices of a 

griip1i G. Defiiie the inciuced subgrapits G', = G,- \ ( J , - ~ )  n-lierc Gi  = G. and let 

f, : G', - G',, 1 be thc retractiori map froni G, to G,,l. The robber is aln-ctys t hoight 

to hl plityirig ori the graph G. Hon-ever, the cop initially mo\-es on tlic siibgraph G,. 

Tlic cop begiris on \-ertcs 1,. the vertes on n-hich the cop's position coincides n'it 11 the 

rol~bcr's iriirige iirider the rnapping fn -, fn -? . . . J3 f2 f  i. SOIV SUPPOSC t lie cop is occu- 

pyi~ig the robber's: iniage in the subgraph G, under the rnapping f i - ,  f ,  -- . . . f z f 2 f  I 



The cop is abIe to move ont0 the image of the robber in G,- *. Xfter at most n moves. 

t h  rohber is apprehended. 

Proof. Thc robber begins the game on sonle vertes of G. and the cop begins the 

gmic iii the siibgrapli G, on vertes x,. Sotv consider the image or shadon- of the 

robber iirider the niapping f n - i  f,-? . . . f3f- f i. This mapping takes al1 vertices in G to 

.r,, . Heiicc the cop's position coincides n-ith the robber's image under this niapping. 

Suppose the cop is playing in thc siibgraph G,. and is occiipying the robber's 

sliadon- iincIer the niappirig f,-i f,--, . . f3 f2 f l .  i1-e n-ish to show that the cop is abIe 

to riiovc onto the robber's shadon. in G,-l under f,-? f,-:l.. . f3 fJ1. Consider the 

rricippirig f , - l  : G,- - G,. \\ë kriow that I , , ~  is a corner in GZd1. Let d be a vertes 

t hat doininatei r,- 1 u-here d E {I,. +,;i. . . . . x, }. The mapping f,- 1 is defined as 

fullon-s: f , - l  (r,-l) = cl and V r  E V ( G L ) -  f ,- l(r)  = r.. 

Siiicc the cop has captirred the shadow of the robber in G,. the cop m u t  have 

a n-iriiiirig stratcgy on  this siibgraph. Suppose the robber's shaclo~v is capturecl on 

\-wtex 11. ii E (1',. J.,,I.. - .  . x,). If u + d. therl the robber's shadon- on G, iinder 

fI - f2 - ?  . . . fJ2 f i  corresponds to his shadow ou G,- ii~ider _ f , - 2 _ f , - 3  . . . f3 f2f1 since 
'-4 
/ I I  = . I . , - ,  . _f,- ( L I )  = 11. He~ice the  robber's shadon- is capturcci on G,- Othcrn-ise. 

t lie roblwr's sliiidon- is apprehended on vertes cl. Rtcall f, - 1 (L- ,  - ) = f, - ( c l )  = cl. and 

so t h  robbcr's sliaclon- is on vertes ..r,-~ or vertcs d iri rhr graph G,-i. If it is 011 d. 

Ili..; .;linclon- ori G',- corresporids to his shadon- 011 G', . and so his shadon- or1 G, - has 

b c ~ n  apprcliclidcd. If his shadon- is on X , - I  i r i  the graph G',-1. it will be captiired on 

t h  ricst ~rtol-c. This is becausc the cop is on vertes d and d dominates 1,- 

Siiicc tlicrc arc oril>- a firiite riuniber of graphs G,. the robbcr's shadon- n-il1 coiricide 

with liis actiial position after a finite ~iiimber of mol-es. He~ice the strategy presented 

Iicrc u-il1 resiilt in a n-in for the cop. a 

It lias beeii shon-n that if the cop is plqing ir i  the subgraph Cl.  und is occupying 

tlic robber's shadon- under the rnapping f,-lf,-2 . . . f:3&21i. thcn the cop is able to 

t~im-c orito tiic robber's shadon- in Cl-1 under f,-? fi-> . - . f3fZ f l -  -4s a consequence. if 

thc cop is playing i r i  the subgraph G,. the robber can never move to a vertes in this 



;iit)grapli n-ithout being apprehended bl- the cop. Ecpivdently. the robber cannot 

mm-c u i i r ~  vert ices iised prcvioiisly b ~ -  the cop. This is stated as the nest theorern. 

Tlieoreni 1.8 S u p p o s e  the o p  ts playrng the C o p w z n  S tra tegy  tn the subyraph  G,. and 

t . ~  ~ ) r . r ~ p y / r ~ g  t h e  r-obber. '-5 .shadou under the rnappzng f,_ f,_? . . . f3fll f i .  The mbber 

w r ,  n r - l v  I -  mare to a c.cr-tex of G, ullthout the COP mrned ia te l y  lnnding  on the same  

1 . f  1.t t 1. 

Proof. Stipposc t 1:e cop i-; playing in the  subgrapli G,. and is occiipying the robber's 

~ l l i t ( l ( j \ ~  uncicr the riiiipping f , - l f , -2  . . . f3fi f i -  The  cop is able to  move so as to stay 

n - i r  t i  t lu. shitcion- of the robbcr on t h  subgraph- Son- the niapping fl- f , - l ,  . . . f:$ f2 f 1 

i  t i i t  1 1  G '  Herice if the robber nioves to a vertes of G,. his shatlow will 

(-oi.i .(~s~)i~~iil  to his iict iial position and he n-il1 be appreltended. a 

1.1.6 Cops and Robber with k Cops 

Defiiiitiori 1-11 L e t  C; hr ri yraph. The rntnlrnunr number of cops needed to apprc-  

Irt n r i  (1 ~ u b h r -  o r r  th!..; g m p h  r s  knoicrr as  the copnumber of G und 1s derroted c (G) .  

Shortly itftclr the i~itrocliiction of the gaine by Souakon-ski aiid \\-inkler. Aigricr 

aiid Froinm~ [ I I  publislid results important to fitrther sttid~-. It \-as they wlio first 

i r i t  rocliiccd t lie notion of copniirnber. d o n g  n i t  li scverd int erest ing results. 

Aigncr and Froriime werc able to  pr0X.e that  t h e  esists an  TI-regiilar g a p h  n*it hoiit 

3- or 4-cj-c-lcs for every ricit tira1 n~unber  n. Usirig t his result. the'. shon-ed t hat t here 

arc graplis n-hich require a n  a rb i t ray  riumber of cops us atcited in the nest theoreni. 

Theorem 1.9 (Aigner and Fromme [l] ) L e t  G lie a g r u p h  rclth rntnmcirrc degree 

d(G) > 11 u-hich h a s  no .l- or 4-cycles. Then c(G) 2 n .  



The iriost interesting result presented here im-olws planar graphs. \lé have al- 

~ c i i d ~  seeri in Tlieorem 1.9 that  there are graphs n-hich reqiùre an arbitrary number 

of c-ops to apprehend a robber. The  nest theorem addresses ari opposing question. 

It is clcciritble ro identify a class of graphs for which a bound can b e  placed on the 

~op~iiiiriber. It is knowti that a 3-CJ-cle or a &cycle is contained in e\.er>- planar graph 

n-liosc ~ i i i ~ i i r l i ~ r r r i  degree is greater than or eqiial to five. Tliis relation led Aigner 

m d  Fro~nrne [ 11 to conjecrure the rejult srated in r hc ucst t heoreni which t bel- have 

~)so\-cIl. 

Theoreni 1.10 (Aigner and Romme [l]) Let G be a plariar g m p h .  Then c (G)  5 
:5. 

Exa~i-iple: This esaniplc refers t o  Figure 1.3. The g a p h  G d1own has minimuni 

clcy-cc t i ( G )  = 3. The sniallest c>-cle contained in G is of Iength 5. Hence this grapli 

'arisfic.-; the cmlditions of Theorem 1.9 and c(G)  3 3. Since G is a planar graph. 

(.( C;i 5 3 hy Theorerri 1.10. Herice c(G) = 3. 

Figure 1.3: -\ri illustration of Theorenis 1.9 and 1.10. 

Copiiiiiiil>rrs of grüphs lia\-e also beeri considered by Beradiicci and  Intrigila [3] 

iiiririg retracts. The first resrilt is similar to  Theorem 1.1. 

Theorem 1.11 (Beraducci and Intrigila [3]) Let G be n graph and let H be a 

wtruct of G. Then c ( H )  < c (G) .  



Proof. Let H be a retract of the  g a p h  G. and let f be a retraction map fi-om G 

oiito H. SON- c(Gj cops have a n-inning strategy on G. Through the rnap f. the cops 

iirc able to trariditte tliis n-inning strate= ont0 H .  Hence the copniimber of H is üt 

111o.;t r(G'). 0 

Btmitf wci micl Iiit rigila pursued the idea used in the previous r heorem. and pro\*ed 

r 110 riost t tieoreni alorig n-ith a corollz-tp. 

Tlieoreni 1.12 (Beraducci and Intrigila [3]) Let G be a ymph aird let  H be a 

r r  tr-clrt of G. Suppose c ( H )  cops  are playing o n  H .  -4 fter a f in~te  nurnber of  mores. 

thr . i f  m p . ~  rarr .say iritfl certcrirrty tha t  the r-obber ud1 be apprehertded l l  he m o r e s  ortto 

H . 

Proof. S~ippost: c ( H )  cops are p l q i n g  on a retriict H of the graph G. Through t h e  

i-vr I-;ict ion tIi i i I> f. t lic cops can consider the robber's movements on G as being made 

011 H .  --lfrcr a firiitc niilriber of mol-es. the c ( H )  cops arc able t o  capture the robber's 

iiriiigc. oii H .  Oiicbc this lias bceri acconiplished. one of the cops moves so as to atay 

n-irli t l i c h  iiiiiigc o f  rhc robber. Siricc f is the identity f~rnction or1 H. should the robber 

c i w i c l ~ ~  r c i rriovc uiito H .  lie n-orilcl be irli~riediatel~. apprehencied. 17 

Corollary 1.1 (Beraducci and lntrigila [3]) Let G be a graph and let H be u 

~r f m r t  0/ G'. Thcn r(G) 5 I T I C I S { C ( H ) .  c (G \ H )  +- 1). 

Proof. Siipposc the robhcr's; image has beeri appreheiitled on H as  disc-rissed i r i  the 

proof of Tliclorcirl 1 -12  One cop is neccicd to stay n'ith this image and therefore to 

prcl\rrrit t lie robt~cr from riioving onto H. T h  reniaining c ( H )  - 1 cops cari rrioi-e 

oiito G \ H ancl aid in capriiring the robber t here. ?;on- if c( H) - 1 > c(G \ H) rtien 

r ( H )  cops are able to capture the  robber on G. Otherwise. c ( G  \ H) are ncccled to 

c.;iptiirc tlic robber on G \ H urid one more cop is necded to stay n-ith the robber-s 

i~iiage on H for a total of c(G \ H) + 1. Since c(G \ H) > c ( H )  - 1 or cquivaleiitly 

c(G' \ H) + 1 2 c ( H ) .  this iiumber of cops is also able to apprehend the image of the 

rothcr on H .  Hence the copnurnber of G is a t  most miis{c(H). c(G \ H )  + 1}. 



Ir lias beeti shon-n in Theoreni 1.4 that the strong prodiict of a finite collection 

of copwiii graphs is also copwin. An analogous result for the copnumbers of graphs 

duc t o Seiifclcl aiid Sowakowski [9] is included next . It bouiids the copnumber of the 

strong prodiict of tn-O graphs in terms of the individual copnumbers of these graphs. 

Tlieorem 1.13 (Neufeld and Nowakowski [9]) Let G and H  be yraphs. Shen 

c f G '  23 H )  5 c(G) + c ( H )  - I. 

Proof. Let C; m-id H be g a p h s  and consider t lie stroiig product G IXI H. Let h be t lie 

projcctioii niap froin G m H  onto {x) H.  the subgaph of G a  H whose first coordinate 

is -1- E G. aiicI let g be the projection map frorn GR H ont0 G. Sote that {r} - H can 

lie thoiiglit of as a copy of H in the product. Sou- c ( H )  cops are iieeded to capture 

the i~iiagc of the robber on {x) H .  One of these cops is tlieti needed to remain n-ith 

t !ic image of the robber. This is known as shadowing the robber. The remainiiig 

r ( H )  - 1 cops. dong with one additional cop. are available to capture the image of 

t h  rot1t16.r ariothcr tirne. This process is repeated riritil c(G) cops. (sl. 5 2 . -  . - s , , ~ ~ } .  

arc rliacIon.i~ig t lie robber. In addition to these c(G)  cops. there are c ( H )  - 1 other 

c - o p - i  n-ho have beeii ph>-itig. Tllcsc c ( H )  - 1 cops have participatcd in capturing the 

i-ol>l)cr r.(G') tiines. So\v t liese c(G) t c ( H )  - I cops have a tviiiriing strategy ori the 

.-;t roiicg prodiict . The cops s 1 .  s-. . . . . .s,(c, shadon- the robber and pla!- rheir n-inning 

- t g  1 1  G' Heiice c(G C3 H) 5 c(G) + c ( H )  - 1. 

1.2 Searching 

I I  lias bccri iiotecl previous1'- t h t  iii the game of Cops aiid Robber. both sides lia\-e 

pc'rfcct iiiforniat ion. Suppose t lie ganle is inociified so that the cops have no infornia- 

r ion atmrit the position of the robber. This version of the ganie is knon-n as searching 

aiid wu iiitrodiiced b- T. D. Parsons [ll]. This ganie is usually foririulated ili tcrins 

of iipprrlicriding ail irifinitely fast robber. or clearitig an area (graph) of airborne con- 

taniiiiants. In keeping with the remainder of the thesis. n-e \vil1 think of this game 



iii tcrms of the robber. To differentiate tliis infinitel" fast robber from the robber 

tve Ilai-e becn considering up to  now. this robber wi11 be referred to as an f-robber. 

Il? note t hat t lie f-robber can be located ori edges of the graph. This is because the 

origiiiiil iciea of the game n-as t o  search for people in ca\-erns. 

C;ivcii c i  p i  ph G. the main objective arising out of t hc searchirig game is to be able 

ru  tlcterrriiiie the minimum number of searchers required to apprehend the f-robber. 

This iiiiiiiber \vil1 be referred to as the search number of G and is denoted s(G). 

Suppos s(G) = k .  The k searchers have an efficient strate= or wiy of searching the 

gntpii for the f-robber. Define searcher i's s t r a t e 3  as the path he follo~vs on the graph 

Ci. It n-il1 be iiseful to think of this strate= as a contiiiuous fiinction f ,  : [O. x )  - G 

n l i c w  / , ( I )  is the position of the ith searcher at  time t .  The set {jz : 1 5 i 5 k} 

is t lie collective strategy of the k cops. Similarly, define the f-robber's position at 

t i i i iv  f iis r ( f  ). Clearlj- the search is over ivhen f,(to) = e ( f o )  for sonie i E (1.2. . . . . k )  

alid 3oiiic. t o  f [O. x). Here the search niimber cari be though: of au the rninimuni 

citrcliiiitlity of 2\11 such collective strategies. 

\\> Iwgirl n-ith an intuitive and iisefiil result that boiinds the search iiumber of a 

.-;iit~,qrapli in ternis of the search niimber of the larger graph. 

Theorein 1.14 (Parsons [Il]) Let G be a graph and  l e t  H be a subgraph o f  G. 

Fur-tlrer. let H be connected. Then s ( H )  5 s(G).  

Proof. Let G bc a grapli. Tlie s (G)  searchers have a strategy for searchirig G. This 

~t i - i l t~g>-  C ~ I I ~  be riioclifiecl ancl rised to search H by s(G) searchers. The searcliers 

follon-  th<^ strcitegy for G escept that t hcy disregarcl t hose parts of the stratcgy tliat 

iiidicatc tlicy move oirrsicle of K .  Ir1 terms of f~mctions. let the striireg?. iised to searc11 

G Iw gi\wi b>- { f, : 1 5 i 5 .s(G)}. Define continuous functions hl : [O. x) - H siicli 

tiiiit t l f i ( t )  E H .  h , ( t )  = j l ( t ) .  The fiiriction h , ( t )  is sirnp1'- the restriction of f , ( t )  to 

1-dircs of t for idiich f , ( t )  is in H .  Siich fuictioris are desirable because the graph H 

is h i n g  mirclleci rather t hari t hc g a p h  G. Son- h, ( t )  is the strategy irsed on H by 

tlic itli cop. and so { h ,  : 1 < i 5 s(G)} defines the desired s t r a t e 3  on H used b!- 

s ( G )  cops. Heiice s ( G )  cops have a stratcgy for searching H. and so s ( H )  5 s(G). ,-J 



IIé ilote that t his relationship does not hold for copnumbers: that iç. if G is a 

$1-apti aiid H is a subgraph of G. it is not triie t hat c ( H )  5 c(Gf . To see t his. consider 

the grapfis G and H shown in Figure 1.1. The g a p h  G has copriiimber 1 since the 

iiiitftfle vertes is adjacent to al1 of the other 1-ertices. The graph H has copriumber 2. 

Heiicc c( H) $ c(G).  

G H 

Figure 1.4: 2 = c ( H )  $ c(G) = 1. 

I t i.-; s t  raight for\\-ard t O obt ain au upper bouiid for t hc recluired niimber of searchers 

of itIiy gi-apli. Suppose the graph G, has n vertices. Then n searchers can position 

tl~ll i ic;cl \-CS on the vertices of G,. one sccirchcr to a vertes. One additional searcher 

i-: i i c ~ t l c c l  to r;c.itrch t fie edgcs of G,. Heiice s(G, ) 5 rz i- 1. 

Son- let ir be ii vertes of a tree G. ..A branch of G is defiriet! to be a niaximal 

siibt rec. siicli that rr has degree one in the siibtree. This definition is ~ieedcd in the 

ricst csaniple. 

Example: Lorisider the grapfi. G 5  dion-n in Figure 1.5. 

Clciirly tn-O cops arc silfficierit to seiirch t his graph. One cop rcrnaiiis st ationary ori 

t tic mot (iriclicated by a double circle) wIiile the second searclies each of the branches 

of the trce. The stationary cop prcvents the f-robber from mol-ing into a previously 

sciirclicd arca. The iipper boilnd obtaiiied previousk gives s(G2,) 5 26. Clcarly it 

ic; oftcn possible to clo niucfi better t lia11 that wt-hicfi is suggested by t his part icular 

lippcr t~oiiiid 

.Ut lioiigh part icular searcliing st ra t egies are not considerecl in dept h here. it shoiild 



1 ) ~  riotctl tiiat this esii~nple cari help provide insight into the kiiids of strategies that 

; i n A  I ~ C C ~ I C C I  1)'- the scar-chers. The csample indicates that the searcti number of a 

,qi-iipli ~l(~pcxic1s iipon the searchers being able to  prevent the f-robber from riioving 

iiito ;in urca r h t  bas a1read~- been searched. In terms of airborne contaminants. 

i.rhc.c~ritaiiiiri;ittiori must be prel-ented. 

Ir is clcar t tiat it is clesirable to improve ripon the frst  upper boiirid on the search 

i i i i ~ r i l ) ~ ~ : .  of  ;i grapli t hat lias becri presenteci Iiere. The definitions preserittd iiest n-il1 

; t i c  1 in iiiipro\-i~ig t his iipper borind. 

Definition 1.12 Let G' bc- cr grnph.  -4 linear layout of G rs the yr-aph G drawn so 

f h c ~ t  1111 of ~ f s  r c r V ~ c . c - . ;  ire /ri n 5trcrrght lirrc. This l ine  rs assurlecl to bc horizontal. 

C'oiisiclci- a liricar layoilt of a g a p h  G. arid imagine a vertical Iine clividirig the 

l i i ~ o ~ l t  irito tn-O pieces. Therc 11-il1 bc ii nurriber (possibly zero) of vertices on the left 

sidc of t h i s  liric n-hich are adjacent to vcrticcs on the ri&. This idea is neectcd for 

the riest rlefiiiit ion. 

Definition 1.13 Let L = (.ri- .r2. . . . . r n )  he a Linear lnyoirt of a graph G. Let r i ,  

fie the niimber- of  crrticcs /n {rl.r2.. . . .r,) ahtch are adjacent to some certex  in 

{.L-,-~. . I- ,+~. . . . . . r , } .  The rertex separatron riurnber of L rs L.s(G. L )  = rnnx(n, : i = 

1.2. . . . . TI - 1 }. The  vertex sepamtion number of G is c.s(G. L )  = rnin { rs(G. L )  : 

L 1s a l ~ n e a r  iayout of G). 



The vertes separation number of a g a p h  G is used to place a boiind on the search 

iitmit~cr of a graph as indicated in the next theorem. The proof of the theorem does 

iiot rriakc fiil1 use of the d:-namic nature of the searchers. The technique used ~ - i l l  

appetir a @ ~ i  in the proof of Theorem 3.5 with the cops replaced b>- static objects 

k~ion-11 as rrtips. 

Tlieorem 1.15 (Ellis, Sudborough, and Turner [ 5 ] )  Let G be a gmph  mith sear-ch 

rr rrrrjher- .s(G) n r d  1-edex separation rzurnber t*.s(G). Then s(G)  < r4G)  + 1. 

Proof. Suppose the gcitne is taking place 0x1 a graph G and the f-robber is plciying 

iigai~ist c.s(C;) + 1 cops. \ lé will show tthat these cops have a n-iiining strates- .  

Let's rq)rcscnt G as a lincar i ~ o u t  on n-hidi cs(G) is realized. Further. let-s 

iriiagiric. ii \-crtictil line n-hich will niove across the Iayout from the left. 

Son- t..-(C;) caps position t liernselves on verticcs to the left of the vertical line in 

3 1 i c . h  ;i n-a'- thtir rio iiiiocciipieci 1-ertes to the left of this line is adjacent to  a vertes 

0 1 1  t l i c b  rigiit. This ia possible by the definition of vertes separation nunlber. 

T h  rc111;iiiiirig cop positions himself on the vertes irnmediately to the right of the 

~-ci-tic.iil liiic. Son- suppose that the Iine niovcs to the right. passing on1~- one vertes. 

Tlicl [..\(Ci) 1 C O ~ S  aïe non- al1 positioned to  t h  left of the linc. 

Coiisiclc.r a vertes L. t o  the right of the line. und siippose this 1-ertes is adjaceiit 

r o  orle or iiiort vertices on the left. These 1-ertices adjacent to  L. rnust be occilpied 

1)'- c o p .  This is becaiisc L* can onl>- bc. adj~icerlt to  the vertes that n.as prm-iously 

iiiirriccliiitcly to  the right of the line (and is non- imniediately to the left) n-hicli is 

occiipied by a cop. or a vertes to the left of both the present and previoirs vertical 

Iirics. Thcsc 1-erticcs are al1 occirpied b- cops. 

Thcre ~ i r c  c..s(G) + 1 cops positioned to the left of thc line. but oiily cs (G)  are 

riccdcd to prevcrit t h  f-robber froni crossing t his line. So one of the cops is estraneous. 

tind cari iiiove ancl position hiniself immediatcly to  the right of the nen- vertical line. 

This proces rcpeats unt il t hc 1-erticaI line irn~nediatei>- preceeds t hc ri& most vertes. 

This is the vertes on n-hich the f-robber niiist be located. Illien the estraneous cop 

crusses t lie liue. the f-robber n-il1 be apprehended. 



He~ice L's(G) + 1 is an iipper bound for the number of cops needed to apprehend 

the f-robber. 0 

,At this tirlie. it should be uoted t hat this result also places a bound on the c o p  

iiii~iiber of a grüph G. This is because the ganies of Cops and Robber and searching 

(liffer in t lie anioiint of information alciilable to the cops- S~irelJ- cops n-ith inforrna- 

rioii conccrning the robber's position n-il1 be able to apprehend the robber iit least as 

cfficicritly as copc; -A-ith no information. and t lierefoïe c (G)  5 s(G). Kence. c.s(G) + 1 

is al50 an iipper bound for the copnurnber of a graph. This resuit is stiited as a 

corollary. 

Corollary 1.2 Let G be a yraph with copnumber c (G)  and ver tes  sepuratron nurnber 

I..G(G). Then c(G) 5 L..S(G) + 1. 

The reniainiiig two theorems that are presented in this section are diic to T. D. Par- 

i . The first places a lo~ver bound on t lie searcli numbers of trees. The latter 

cw;it>lcs ils to cliarricterize trees n-ith search nuInber r i  for al1 n .  n-liich is in sharp 

corir rast t O t lie c-oprliilriber for t rees. 

Tlieoreni 1.16 (Parsons [Il]) Let rc be positire arid let G be a i r e .  Then s(G) 2 

r l f  1 ~f c r r i d  orrlg if G has  t-1 rer-tex u where there are a t  least three branches. BL. B-. B3 
.safr.sJi/ing iiE,) > ri for j = 1.2.3. 

Tlic charucterization meritioried prcvioiisly invol~es i-1 recursion of sets Tl .  f i .  . . . 
o f  trccls. Let Ti be composed of t\-O vertices joined b ~ -  an edge. Suppose T, h a  been 

dcfincd. Tlie cotist riict ion preserited belon- don-s  iis to define T,, Oiic rrieiiiber froni 

~ ; i d i  of the isornarpliisrri classes of trees resultixig froni the construction is incliided. 

To begiii the corist ruct ion. t hree trees miist be chosen frorn T, 11-llich has already 

becii defiricd. These trees will be denoted Tl. T2. T3. Thesc trees shoiild be disjoint 

iil t holigh 110t necessarily dist inct in t lie sense of isomorphism. 

Son. a 1-crtes shoiild be chosen frorn each of the three t rees. A chosen vertes must 

bc one of tn-O tj-pes. If a vertes of degree one is not chosen. then the vertes should 



~lot  be adjacent to a vertes of degree one. Let the vertes chosen from T, be denoted 

11,. 

Sest .  a fourth vertes miist be chosen. This vertes in+-  not be a member of the 

vertes set of either TI .  &. or This vertes is denoted L?. 

Fiiially. ii neu- tree is coiistriicted. The vertes r n-il1 be the root of this tree- If 

t ree. 

Ot lien\-ke. ut is joinetl to t1 by an edge. 

\\k proceeci \vit h an esample. 

Example: 

vtwcs ut  Ilas clegree one in T, then this vertes beconles vertes L- in the rien- 

mxt thec 

lie first tiiree sets. 

iwracterizat ion iisirig t his const ri m i o n  is made prccise in the ne 

Tlieoreni 1.17 (Parsons [Il]) Let n 2 2 and k t  G be a trec. Then s(G) 

3ïe111. 

- - TI  

/f rrrid orrlg if G hrrs n subfree horneonzorphic to a t r w  in T,,. but  hns no .subtree 

horrrr-omorph~c to a tree in Tndi. 

\\é iiit rocliicc a \*ariat ion of t his ganic involving the iise of photo radar in t hc nest 

c-hptcr .  

1.3 Watchman Problem 

t r i  t tiis firial section of the cliapter. a problern sirnilar to tliose presciiied so  h r  is 

c.oiisidcrcc1. This problem is knonm as the \iatclirnan Probleni. and Kas iiitroduced 

In- Harrriell. Rall. and \L*hitcliead [il. 



Suppose a cornpan>- is providing seciirit~- for a business. Important locations on 

tlic property caii be thought of as vertices in a graph. and the security company rnrist 

iiioriitor t tiese vertices. -4 vertes c is corisidered to  be monitored if a watchniari either 

\ -ki ts  L- or a neighbor of L. from ivhich L. can be lien-ed. 

The first definition presented here is an estension of the idea of a dorninatixig 

\.crtes as ciefined in Section 1.1.2. 

Definition 1.14 Let G be a grnph. -4 set  D of certices of G is suid tu  be u domi- 

nating set  i j V r  f C,.(G) \ D. 3d E D .YUCIZ that c and ci are adjacent. 

-4 walk IIr is said to be a dominating walk if its vertices cire a doiniiiating set of 

C;. A n-alk IL-ith minirniim length is saicl to be an optimal watchman's walk. The 

lo~igr I i  of siich a \~illk is denoted I IWl (G). 

Siipposc 0111'- a single watch~nan is available. This u-atchrnan n-il1 \vant to mini- 

iiiizc t h  riurribcr of steps recluired to monitor the verrices of G. the underlying graph. 

Eqrrivaleiit1~-. the \vatchniari n-ould like to deterniine a closed walk of nii~iirnirtri length 

n-Iic~.-;c vertes set dominat es G: t hat is. lie n-orild like to  det ermine an optimal n-atcli- 

t~lali-5 n-alk. 

Exarnple: Consicter the grilph G shown belon-. The vertices of G are iiiimbered to 

iriclic;-irc aii optiinal n.atchrriari*s walk. 

6 

4 

Figure 1.7: An optimal watchman's wilk of length 6. 

Suppose the business for n-hich seciirity is being pro\-ided reqiiires that  every 

1-crtcs is nioriitored at least once el-ery k units of time. n-here k has been previoudy 



agreeci iipon. The security Company %il1 n-ant to  minimize the number of tt-atdiinen 

it proviclcs. It must also determine the n-alks follon-cd by these watchmen as thcy 

riiake their rounds. 

Exarriple: Consider the g a p h  G shown in Figure 1-7. TIVO watchmen are able to 

inorlitor the vertices of G every three seconds. One ivatchmari begins at the vertes 

lnbclcd 1 and follows the verticcs in the order indicated by the labels. Once i-ertes G 

io; visitecl. the i~-atchmitn returiis to vertes 1 aiid contiriircs to visit the verticcs in the 

o r c h  iriclicatcd by the labels. Similad>-. the secorid n-atchnian begins at the vertes 

1at)elcci 3 and follon-s the vertices in the order indicateci by the labels. Vertes 1 follows 

1-crtcs Ci. In t his way. each of the vertices is monitored once cvery three seconds. 

Coiisirfer a graph G. Hartnell. Rall. and IIhitehead (private coinniunication. 1999) 

hiil-c proveri that if I l - l (G')  = k .  then two cops are able to reduce the tinie needed to 

iiioriiror the vertices of G only by half (escept in certain special cases wheri the tirne 

<.i t i i  bc rcdiiced b;- orle adclitional unit). As shon-n in the previoiis esample. orle of 

the. ~iitr.Ii~rieri follon-s an optimal watchman's n-alk. Let the ith \-ertes visited by the 

1vatcli1iiiiri ori this n-alk be denoted i. The secorid n-atchniari follon-s the same 11-idk 

a.: r lic tirsr. but begiris or1 i-ertes rkl-21. In tliis way. t h  vcrtices of G are nionitorccl 

ot1c.o cvcry rk,/21 iiriits of tinie. 

Hart iiell. Rall. arid \\liitcheari ['il have showri tliat if ive are gimn a graph G titicl 

i i  p x i t  i\-c iritcgcr p. t lie pro1,lcni of detcrniining if I 1-1 (G) 5 p is SP-cornpletc siricc 

i t  c ~ i i i  he rcdirced to the Hariiiltonian ci-clc probler-ii, 

1.4 Open Question 

Ir io; krion-ri froni the Cap-in Strates- that at rnost n rrioves are recpired to  catch a 

rol)l>tr oii a11 n vertes copn-in graph. How rnaiq. cops are recpired to catch the robbcr 

ir i  tiiiic T'I (There n-ould be il statute of lirnitationç or some Lxed resource. such as 

bas. for the chase.) In general. n.e would Iike to anslver this question for an arbitrary 

gr?qAl G'. 



Chapter 2 

Special Photo Surveillance 

I l i  t liis c-liapter. several similarly thenied ~liriatioxis of the game of Cops and Rob- 

\wr arc  iiirrodiiced. 111 the original version of the game. the opponents have perfect 

iiit;)i-iiiilr ion. In the versions iritroduced here. it is proposed t hat the cops cari orily 

gtlt iriforrriatiori about the robber's position throiigti the use of special photo sur~ei l -  

1,iiic-rb cqiiipiiierir. .As in the original ganie. it is assiinied that the robber hus perfect 

inîi ) n i i ; i ~  ion- 

2.1 Photo Radar 

Tlic firi;t ~ t r i a t i o n  of Cops m ~ 1  Robhcr that will be introduced is the use of photo 

i-;i(lai- tlic tops. Suppose the game is being p l ~ c d  on a g a p h  G. Photo radar 

iiriit.; arct pliicecl on the eciges of G. These units alert the cops if the robber xiiol-es 

;iloiig 2111 cdge cqiiipped 11-irh a photo radar nnit. The units also indicate the direction 

iri n-hich t h  robber is mol-ing. The minimum riirniber of photo radar uriits recliiired 

hj- ii sirigle cop to giiararitee the capture of the robber on a graph G will be referred 

to a.- t h  photo radar number of G. and \vil1 be derlotcd pr(G) .  

Lemma 2.1 Giccn a sirlyle cop and a finite number rr of photo radar zmits. there 

e~xst.5 u star- on wlrich the cop cannot guarantee the capture of the robber using only 



Proof. Corlaider the star TO shon- that no bound can be placecl on the nuniber 

of photo radar iiiiits iieeded. it will suffice to show that k - 3 photo radar units 11-ili 

iiot ciisiirc t liat the robber is caiight . 

Srippxe k - 3 photo radar units are placed on the edges of the star described 

r i 1 > 0 ~ ( ' .  OIW pllot O radar unit pcr edge. This leaves t h e e  edges n-it h no srneillance. 

t i i i (1  it  ir possible for the robber to eracte the cop. To see this. suppose the cop is 

i i  r t lic cciitcr of the star and the robber is located on a leaf incident \vit h an edge 

r l i i i t  11as 110 photo radar. (Othen-ise. the cop n-il1 move to the center during his nest 

t iirii. ) T h  probability of tlie cop choosing the correct leaf at this tinie depends on 

r i iv l t ~ t f  fi-01x1 n-kiich lie lias jiisr conie. If he has jtist moved from orle of the leaves 

iiic.icirrit with i i r i  eclge n-ith no photo radar. he knows the robber must be located 

011 O I ~ C  o f  I hc rcrriairiiiig tu-O siich leaves. Therefore. the probability of catching the 

l-c)td)c~ 011 the iiext niove is 1/2. Otherwise. the robber is located iit one of three 

i,osil,lc \-crticcs tirid so the probabilig- of catchirig him is 1/3. Sou- n-hile the cop is 

iii\-c+r igat in=; a ~~articiilcu- lcaf (n-P iissuriie this is not the leiif or1 n-hich the robber is 

hicliiig) r 1ic ri~bl>cr- is able to rricn-e ro the center. By the tinie the cop is able to retrirn 

ru 1 1 i ~  c.cwt~r. flic rothcr lias beeii able to riiove to cr leaf. Since the cop know the 

1-ob1)cr 111ttst btl Locat~cl 011 orle of the tn-O leaves he did riot check. liis probability of 

cxtcr-hiiig t h  robbcr diiririg the iiest mol-e is 1/2. There is a nonzero probability that 

t hir; ~ ~ O C ' W C -  \vil1 cont iniie iildefinitcly n-it h the resiilt t har t lie robber is riot caiight 

i i ~ i t i  n-iiis tlic garne. 

Hc!ricuc k - 3 photo radar units n-il1 not ensure that the robber is caught. Therefore 

n.c c a i ~  sa? that no absolute boiirid C i l I l  be placed on the niimber of photo radar uriits 

iiccdcrl to catch tlic robber for rnernbers of the family of stars. 0 

Theorern 2.1 Gimn a single cop and  a finite n u d e r  ri of photo rndar units.  there 

ê ~ r s t s  n tr-eê on uhich thé cap cnnr~ot guarantee the capture of the robber- using only 

l h t s e  rt > 1 units. 



Proof. To prove t his theoreni. u-e n-il1 show that playing t his dame on a tree can be 

rediiccd to pla~.irig on a star. the situation esamiried in the previous lemrnû. 

Suppose the game is being played on a tree. T .  The robber's initial position cari 

l x  tliought of as a vertes of a subgraph S of T. tvhere S is a star. Son- if botli the 

cop aiid tlie robber niove only u-itbin S. ive are done. Otherwise. suppose the cop 

~iiol-es oiitsiclc of S. The  robber passes on each of his riioves unt il the cop enters S. 

Xote that if  the cop previoiidy madc a niow 11-ithin S. then the cop must return to 

S hi- the sarric vertes frorn n-hich he left . This is because of the acyclic nature of 

trecs Heiicc the cop's nioves outside of S have no irripact on the game. and so we 

caii co~isider the giime as if it u w e  on l~*  being plzq-ecl on the \-ertices of S. 

Herice 11)- the prel-ious lernma. if we coiisider merribers of the famil>- of trees and 

o~i ly  one cop is al-ailable. then no boirricl can be placecl on the number of photo radar 

riiiits recliiired to catch the robber. O 

This s i t~~wt io~ i  ic ver?- similar to that of searching a tree. 

Corisicler i.1 rree T, 11-ith 11 vertices. It is iiseful to h o u -  lion- miich informatioii 

rcg:irdi~ig the rvbber is; needeci to  ensiire hic; capture on this tree. Son- pr(Tn)  5 n - 1 

sii1c.e tlic plioro radar iinits c m  be plricecl one to  an edgc. If the robber doesn't niove. 

t lic gr~ai~ic is eqiiil-dent t o  tlic searchiiig probleni. If the robber nioves. the  gariie is 

cclrii\-alrrit to C'op and Kobbcr. In eit her casc. the cop is able to  apprehend t lie robber. 

Hericc ri  - 1 photo radar iinits giiarantec t lie capture of the robber on Tn by a siriglc 

cop. The riest tkicoreiri places a lori-cr bound on the iiurnbcr of photo radar iiriits 

ricwicd. \\-CL co~ijccturc that the inequiilit>- in this theorcm is actually a11 ecluality. 

Theoreni 2.2 Let T be ci tree. and let k De the nrininzunr numher of edges of T uhose 

TI- m o r d  ler~~.e.s no certices of dqree  2 3. T h e n  p r ( T )  3 k .  

Proof. Let A. bc the niinimiirn niimber of edges of T n-hose reinoval leaves rio vertices 

of degrci: 2 3. Suppose only k' photo radar n i t s  arc available. k' < k .  Tlieri there is 

i t t  Iciist oric 1-crtes in T incident n-it h at least t hree edges wit hoiit photo radar. Frorn 

t lie proof of Lcrrirna 2.1. n-e know that the robber is abIe to evade the  cop. Therefore. 

p r ( T )  3 k .  



It secilis t hat photo radar units arc not powerful in the sense that a large nimber 

of iinits are riccctecl by a cop to guarantee the robber's capture. In the thirtf chapter. 

a rriore powerfiil aide is rnade available to the cop: that is. the cop is able to use traps 

i r i  his scarch for the robber. 

2.2 Streets and Avenues 

I i i  the t-crsiori of the game Cops and Robber introduced in this section. it is proposed 

rliar the cop only kno~vs the position of the robber if the robber appears 011 a line 

of the gricl that is iinder surveilla~ice. The sumeillance allon-s the cop to inonitor 

i t l l  of the t-ertices dong the grid line that is equipped 11-ith the surveillance. Sote 

tliiit vertical grid liries xi11 be referred to as avenues. 11-hile horizontal grici lines 

\\-il1 bc rcferred to as streets. To begin. several of tiic strategies that 11-il1 be usect 

t hroiighoiit t his section are described in det ail. These strategies are a conibiriat ion 

o f  stratcgies iiscci in Cops and Robber and scarching. The>- are dcscribed under the 

i i ~ ~ i r i ~ i p t  ion t hat al1 st reets and avenues arc under siirl-cillance: t liat is. the cops lia\-e 

pcrfcct i~iforniat ion. To show that these strategies n-il1 result in the capture of t lie 

i-olhcr. sonic measure is rieeded to indicate that. aftcr a finite riiiilibcr of moves. a 

col) n-iIl arrive at the vertes occiipieci by the robber. In the strategies t h  fo l lo~~.  

t h  iiiciisiïïe \vil1 be the vertical and horizontal distances betn-een the cop(s) and the 

i-obhr.  Oricc 110th distmces have been dccreased to zero. the robbcr is apprehended. 

T l i ~  liiglilights of the strategies are presenteci in italics. 

St rategy: Blocking (One Cop) 

Consider a rcctaiigiilar grid and assume that both the cop and the robber lime 

pcrfwr iiiforiiittt ion. The s t rates-  described here prevcnt s the robber froni riioving 

in  orle of tlie four possible directions. Tlie case ~vhere the robber is prcventccl frorn 

niut-iiig ripwcircls to crnothcr street on the grid is described ir-i detail. The 0 t h  three 

c.wics itïc siriiilar. 

Fi7:stly. thc cop rnoces alony an avenue until he is positioned one street abore the 



1-obber-: thnt is. he mores d o n g  an avenue until the certical distance is one. This is 

possible. as esplaiuecl belon.. because there are only a finite number of streets. If 

the robber diooaes to niove dong  a street or to p a s .  the cop is able to decrease the 

verticil1 clista~ice between himself and the robber. If the robber chooses to move dong 

ail a\-eriiie. lie n-il1 el-ent ually reach the top (bottoni) of the grid. At t his point. he can 

cfioosc to iiiove dong this street or he can reverse direction and begin rnoving donm 

(up)  an avenue. In both cases. the  cop ni11 be able to decrcasc t h  vertical distance 

betn-cwi the~ri. ,Aiter a finite number number of moves. the  cop d l  be esactli- one 

Street above tlie robber. (There is one problematic case. If the robber has reached 

t fie topinosr st reet and decides not to  mo\-e cto~vriu-iard but rat her to n1oL.e dong t his 

.;t rcet . t lie cop n-il1 riot be able to move above him. Hon-evcr the cop n-il1 also reach 

t l i i s  strcet alid will be able to apprehend the robber. This is becaiise the robber has 

clioscw ~iot  to leirive this Street and the vertical distance h i i ~  been dccreased to zero. 

T h  strcet lias orily u finite number of vertices md so. after at rnost n - 1 nloves. the 

cop is iiblc to tlecrease the horizontal clistance to zero as well.) 

I t  shoizlti bc iioted herc that once the cop lias attained liis position ori the street 

iibol-c t f i t  robber. lie is riiiable to drop don-n to the sanie street as the robber as this 

n-orilcl givc the robbcr the opportunity to rxio\.c up one strect. Also. the cop miist 

riiove clon-xi oric strcet dienever the robber chooses to  do so. This preveiits the robber 

froi~i iiicrcasiiig t lie vert ical distance. 

Sécondl!j. th E m p  rn u t  more  so that he is either positiorzed directlg ocer the r-ohber. 

or- f lc  1s p o s ~ t ~ o n e d  diayoncrllg oppositc: to  the robber across one of the t u o  b1ock.s in 

w f l / r f ~  t l ~ c  posrtinrl o/ thé robber 1s one  of the bottorn corners as shon-n in Figure 2.1. 

Figure '2.1: Tlie robber is indicated by mi S. The shacied circIes iridicate the t h e e  
po,isible positions of the cop idiich prel-ent t he robber froin nia\-ing ripn-ard one street. 



Agiiiri tliis is possible. as esplained in the rernainder of the paragaph. becaiisc there 

oiil~- a finite niunber of avenues. If the robber moves dong the street to~vard the 

cop. the liorizorita1 distance is decreased. If the robber only moves dong the street 

away frorn the cop. he n-il1 event ually reach the edge and t lien the cop will decrease 

the horizontal distance. If the robber moves ont0 the same street. again the cop can 

clec.rciisc the horizontal distance. l\?ien the robber finally nioves off the :itreet . so 

tliat the vertical d i t ance  is again one, the cop rrtoves 50 as to  reduce t h  horizoutal 

rIi,.;ruricc by a fiirther one. and then moves to maintain the vertical distance of one. 

Oric of t hese sit iiat ions miist occiir at least el-ev- n t rn - 1 moves. 

\\i. caii astirne tlmt eventually this posit ioning of the cop prevents the robber 

fi-oril rriovirig iipn-ad. Otherwise. tcun the board around. If the robber did attenipt 

ro tiio\-e up u street. he woirld niove ont0 a vertes either occiipiect b ~ -  or adjacent to 

a c'op rcdt i i ig  in ii \-in for the cop. 

St rategy: Blocking (TKO Cops) 

-\gairi. co~isider a rectiingiiliir grid and assurne that both the cop ancl thc robber 

lia\.(. pcrfec.r iriforination. This strategl- resiilts in the robber beirig backed into a 

-cwricr'. arid liciicc a \vin for t hc cops. (It shoiild be notecl t hat this is not tlie siinle 

cSoriicr iia n-as clescribed iii Scctiori 1.1.2.) 

The cops euch follow the blocking strcrtegg for a single cop. one ioither- clbo~,e or 

r',c lorr thé r-ohber. the othêr to  the left or nght  o j  the robtrer. It slioultf bc noted t hat 

r h  prcsc1ic.c of two tops restricts the robber's mol-crnciits even beforc the cops conie 

n - i t  hiri oiie strect or civentle of the robber. This is bccui~se the robbcr wil1 riot \varit 

ro ticu-case t hc horizontiil distance bctu-een liiniself and the cop to Iiis left or right. 

;iritl lie n-il1 iiot wiirit t O clecrease the \-ert ical distance betn-ecn liimself iincf t lie cop 

ahove or belon- hiin. T h e  robber- wzll be forced mto  one of the four- corners deperlding 

0 1 2  t h  1ocntlon.s of the t ~ o  COPS.  Hencc a win for the cops n-il1 result. 

Strategy: Blockading (Two Cops) 

The cop.5 initinlly ignore the rnocerner~ts of the robber untd theg are posztioned o n  



Figure 2.2: The tliree possible n-ays the robber is forced into the iipper left 'corner'. 
Bot 11 the 1-erticiil a i c i  horizontal distances between the cops alici the robber have been 
( l t ~ - i - c ; i c ; c ~ l  to  oric. The cops n-in on the nest move, 

1 1 r l J c l c . c  I I I  I ' (  rt/rr-.$ of the rr1 x T I  y- id.  In the description of the blockading striitegj- 

t h r  follon-5. the cops arc applying the s t r a t e s  from above the robber. Herice it is 

i t > > ~ l ~ l l t ' < f  t h i t  the C O ~ S  are located on adjacent vert ices of the sanie street. anci t hat 

t l r i ?  ~ t r w t  ir aI,o\-e rhc orle on n-hich the robber is located. Hon-e\-er. this s t r a t e s -  

( x i i  i)cx ;ippliecl regardlcss of the initial positions of the cops and the robber. 

Thc c ~ ~ p . s  procc-td t o  more touard the robbisr alorzg the .street on tch~ch the9 arc 

lot (1 t c  d. Bwaiisc t hcrc arc ii finite nuniber of avenues before the edge. the cops are 

, i l ) I o  ro clccwaw ttic iiorizontal distance and pos l t~on  thenrselres on this st7-eet su thut 

o r ) !  m p  /.< 0 1 1 ~ r t l ! j  at)oi '~ f h ~  robber. T h e  secorrd rop LS adjacent tn the fir-st. Son- it 

1- t o  r lw ;iclvn~it~ig~ of tiic cops if the robber clioos,ec; to rrio\.e towtrd the cops alid 

( i 1 ~ . 1 - ~ 4 ( ~  t lit' \ w t  ical ( l i r ; ~ a ~ l c ~ '  h tu -wr i  t hem. Siiriiliirl-. r f the robber- chooses to  pcr.5.5. 

tlrl t 'op-  c ~ r r  nblr to rn0L.r rlosrsr to  hlm h y  one strcet- If the robber mores  dou.nu.ard 

ciiorrg crrr c ~ c c - r i i ~ c .  thc cop.. cllso drop d o u n  to the rrczt .street t o  prevent the verticd 

i 1 1  I -  i i i  LI %err the robber nroLte.s hor-rzorltallg ulorrg a street. tire cops 

rl~lr..t rriot-e so thut orle of the cops 1s on  the snme arenue as the rohber- a r ~ d  the othel- 

rop / $  adjor' TI!  to  tirc fir-st. It shoiild bc noted that both cops remairi ori the sarrie 

srrccr. . \ fn /nta/n~ng thr..w pnsrtmns relatrre to  fhe  robher as the robber nLow.s nlorlg 

cr qtreet sonret/nw.s forr.e.s the c0p.s to  more fior-zzontnllg d o n g  the street irr the snme 

d/rr.c.t/on rrs thr- robh~r .  ffouterer. sometzmes no  horizontal morement  rs rieeded b!g 

thr  cripi; u n d  they are ahle to use t hew  moue to  drop down n stmet and dêcmcrse the 

r~r - t / ra l  di.star~cc betuwrr themselces und the rohber. To see this. suppose one cop is 

oii t he  sitiiie avenue as the robber and the other cop is t o  the right of the first. If r lie 

robl~er mol-es to the left . the cops m u t  dso move to t be Ieft. Howcver. if the  robber 



rrioves to t 11e right . the second cop is t hen on the same avenue as the robber and the 

first is to the lcft of the second. Hence no horizontal rnovement is needed by the cops. 

m d  the'- take the opportunity to more don- one street. 

Sincc the grid is finite. the cer-tzcal distance between the  cops and the robber will 

crentually be decreased to  one street. (This is because the robber 11-il1 eventua1Iy reach 

t tic I~ottorn of the grid. He is forced to &op do\-ri one street at  least once e\.ery n - 1 

nta-es. Once the robber ha5 reitchcd the bot ton1 of the grid. he cannot increase the 

vertical distmice ben-eeri himself and the cops and can only maintain the cur-reiit 

ciistiirice by nioving horizontall~ Hon-evcr after e\-ery n - 1 mo\-es. he n-il1 be forced 

to c l~ r igc  clircct ion and the cops are able to decrease the  ~'ertical distaiice by one.} 

.-lt thrs t m e .  the moz'enents  of the robber are further restricted. It is known t h t  0n.e 

cnp 1s dlrrctly aboce the robber. It cil1 be as.sumed for the purpose of discussion that 

f h c  scconci rop is t o  the right of the Jirst. The other case is similar. ,bu* Ln nddltrorl 

t o  br t r u g  urrahk to more  upgard o r  pass. the robber I S  unable to more to the ngflt .  If 

lie clid. thc second cop ~voiilcl capture hini on the cops' nest rnove. 

Figiirc 2.3: Blockr-iding stratcgy. The robbcr is indicated by an s and the cops are 
iiictic.atctf 1,'- shacied circles. The robber cannot niovc upn-arci or to the riglit arid 
;i\-oi(l capt Lire. 

He7rt.c  th^; robber ~s fo~recl to more doumuard or to  the k f t .  -4s the robber mores. 

tlrc rops more so as to mnrr~tatrr their positiorts directly above the robber. a n d  ding- 

on(111!) opposlte and  to  the nght  of the robber. This forces the robber to coiitiiiiie t o  

iiioi-r. clon-invard and to  t lie Mt.  Since the grid is finite. the  \-ert ical anci lioïizontcil 



distarices n-il1 decrease to one. and th.e robber will be trnpped in the bottom left corner 

of t f le  yrad after n finite number of moues. H e  will be uppreherided by the cops on 

T hc nest  rriove. 

Strategy: Blockading (k Cops. k > 2) 

BloclItding on a reçtangular rn x ri grid with k cops is siriiilar to blockading as 

prm-ious1'- clcscribed with tn-O cops. In this case. the robber will be forced onto one of 

f f r  c. .5trwt.< or R L'E nues that fi1712 the pc-rimeter of the g7zd where he rcill be npprehended. 

Ir shoiilcl t)c iioted t h  blockciding frorn the right d l  be described here. The 0 t h  

C ~ S C Y  are si~nilcn-. 

Thr rops ultgn themselues on  k consecutzce üertices along an arenue to the right 

of the robber-. They  ~ 1 1 1 1  not begin n~ocing hori,-ontallg touard the robber until one of 

f l i c  cop .~  1.5 locntcd on  the same street as the robber. 

IJ the r-obber- chooses to pass or moue to the nght. the cops are able to dccrcase 

f l r t  /!or-I,-orltul distance between thernselces and the robber. If he chooses to more 

!O t h t  ic ft. then the cops uvll al.so more to  the left. The>- will riot let the robber 

ir ic  rckisc 111s liorizontal clistance fsoni t hem. I f  the robber chooses to rn0i.e upumd 

(doirrl u w r ~ i )  alorry an al.eri ire and the uppermost (1ou~ernro.st) cop ~s o n  the same s t r e ~ t  

(1. thr rnhbcr.. t he  cops wdl I L U L ' F  to more rertically in the sanre dir-ertton a s  the robber-. 

O t h (  r-w/.vf. thri cops nrore touar-d the robber. In t his \\-K. t hc cops arc. able to dccrc-ase 

r l w  lic>rizoritiil distarice by k - I ei-erj- rn - 1 inoves. 

Siiicc t h e  are a finite iiui-riber of a~-e~iues before the edge. the cops will be able 

to dfcr-ecrsc the distance betlreeri thernselces and the robber to orle acerzue. -4lso. t k  

1-obbr:r. 11.111 he forced onto the k f tmost  arenue a_fter a jinrte nrrmber of rnozles. If therc 

(LI.(- c0p.5 both on  the street uboce the robber and on the street below the robber. the  

rops u*/ll u*tn on the next niocc. Othewzse.  the upper or  Lo~~'errrrost top LS o n  the 

scrrrre .s.t r w t  a s  the robber. Suppose it is the uppermost cop. The  other case is siinilcir. 

Tf l c  robber. is able to  moce trpward. The cops also more upuwrd. Since the number of 

strcets is finite. thc robber wzll be forced into the vpper lep corner after at most m - k 

rnotw.  The cops will capture hini on their nest move. 



I t  shorifd be noted that capture occiirs faster n-ith blockctciing tvhen there are k 

c.op rat lier t han tn-o. This is because the k cops are able to decrease the distance 

htn-eeii t hernselves and the robber more qiiickly. 

Theorenl 2.3 If k consecutire streets are not under suri-edlance. then k cops are 

1ir.cr.s.ia7.y and .sriffic~ent t o  capture the robber. 

k 
streets I I  I I 

I I  I I I I I  

Figure 2.4: ,A grid with k conseciiti\-e streets riot irrider surveillance. 

Proof. Siipposc k coriseciiti\-e strcets are riot iinder sun-cilla~ice. \\ë n-ish to show 

t h;1t X' C O ~ S  are neccsar>- anci sufficient to capture t I re  robbtr on such a grid. 

Stippuw t hc r o b h  docs iiot appear on the su\-eillance: t h t  is. the robber is 

iiidiris in t h  group of iin~ratehed streets. Sirice t herc arc us nian>- cops as strcets. 

tlitx>. aligri tlicnisclves iit one end. s+* the right. of the groiip of iinwatclied strccts. 

oiic to ii strcet. Each cop mores along one of the iiiiinarkccl streets. The k cops are 

aln-a!-s locatcci on the sitrne tirenue. Since there is a cop for cvcrJ- Street. the robber 

c.iiriIiot slip 1)'- t lie caps as they are s-eeping this section of streets. 

If tlic robLcr is riot appreherided dirring this sweeping. lie is forced to niove ont0 

a st rtlet that is under siir~eillance. This strcet will be eithcr ctircctl~. abm-e or belon- 

t lic ii~in-wtclierl streets- Since the cops are sweeping froin the ïight. the robbcr iriust 

appear to t lit? lcft of the cops. 

Tlw cops each make a inove dong the avenue in the direction of the robber. 

The in-eriue i~ the oiic on n-hich they are located d ie i i  the robber appears on the 



aiir~eillaiice. Tliey theri adopt the blockading strate=. Sirice the robber is at most 

o~ ic  strcct above or belou- the group of cops. be is unable to slip behind theni into 

thc prcvioiisly searclied portion of the group of iinn-atched streets. Hence if the 

robbcr mo\-es back ont0 this g o u p  of unwatched streets. tlie cops resurne the sweeping 

striitcgy. .Ifter a finite niimber of moves. the robber is apprekiended. Hence if k 

C . O N ~ C C U ~  il-e st reet s are riot under surveilltrnce. t heri k cops n-il1 suffice t O apprehend 

the robber. 

Suppose t here are onl!. k - 1 cops availuble for tiie search. There esist k paths 

h t \vcc~i  -4 ittid B as shon-ti in Figure 2.4. The k - 1 searchers caii only occiipy k - 1 

of tlierri. This leaves one path on which the robber can move and e ~ i d e  the cops. 

Hcricc if k consccntive streets are not under surveillance. then k cops are iiecessary 

ro irpprclieiicl t tie robber. a 

Tlieorem 2.4 If tu70 norrconsecuttce streets and one acenuco are not under sumeil- 

larrre. t h ~ n  tuw  cops are necessarg and s l~ f i c i en t  to catch the robber-. 

Proof. Suppose the robber cioes not appear on the siirveillance. The strate= used 

1,'- t h  r-011s is to scarch the tree forrried the streets and the a\-eriiie that arc rior 

iiiiticr siirvcillancc. Cop 2 1-erriains at the iriterscctiorr of the aveliiie arid t hc uppcr 

st rwt n-hile cop 1 inoves tipwarcl dong t hc a\-enue in the areu Iabeled 1 in Figure 2.5 .  

Cop 1 r l i i a r i  rctiirris alo~ig the sirnie path until reaching cop 2 aricl the iritcrsection. 

Siiiiiltirl~-. cop 2 remairis at the  iritersection ivhile cop 1 searclies iirca 2 mcl t1ic.n arcs 

:3. Bot I i  c-ops thcri procccci dowi the avenue urit il t hey reach t hc iiiterscct ion of t lie 

a\-cniic u-ith t lie seconci street. -4s before. cop 2 rernains at the interscctiori ri-Iiilc cop 

1 ~ciirc.lic> areas 5. 6. arid 7 iii iricreasing order. 

Son. .ciippoic t hat the robbcr appears ahead of the cops: t hat is. Lic appcars beIon- 

t licrii or1 t h  s i c l .  Thc cops do not cliarige thcir strategT iirit il one of tlierii arrives 

:it T lir snliic street as the robber. Thcy t heti switch to the blockading s t ra tes .  The 

tops iiiovc iii frorri the avenue ~vi th  no sur\-eillancc forcing the  robbcr to inove a w q  

froni t Iiis aycniie. If the robber rnoves onto a street with no sur\-eillance. the  cops 

c m  rlctliicc thüt he is either passing or moving aiva? frorn theni alorig that street. 



Avenues 

Streets 

Figiire 2.5: Two streets and one avenue not under sur~eillance. 

I l i  eit hcr c-ase. t lie>- cont iiriie t O move horizo~itally alva>- frorii the avenue \vit Ii no 

sur\-cillance. So vertical rnovements are needcd by the cops sitxe the robbcr cannot 

iiioi-c vert ic;illy \vit hout reappearing on the siirveillance. Hence the cops are able 

ro <.oritiriiie tlic blockacling s t r a t e s -  even t hoiigh the robber is not appearing oii the 

siin-cillaricc. Tliis blockacling strategy decreases the distances between the cops ancl 

t h  rohhr .  aiid n-il1 result in the robber being forced into a corner of the grid lvhere 

I i c l  n-iIl bc iipprcherdecl. 

Suppose iiistcaci that the robber appears 0x1 the grid above the cops. Ir shoiild be 

iior ed t liat 1 liis c m  only occur \\-hile a portion of one of t hc strccts \vit hoiit siirveillance 

is twiiig scarrliccl. and ttiat the robber ciin only appear oric street abow the cops. This 

is t~ccatisc~ if  t h  robber is t o  uppcar sudùeri1~- on t h  siirx-cillancc. h e  miist mol-e ont0 

t l i f b  sm~ci l la~ice  frorn one of the tinn-atched streets or from t hc un\i-atchcd avcriiie. 

Ont-c port ions of t hc streets or a\-eniie have bcen searcheci. t hc robber carinot appear 

0x1 iitrc~ts or avexl~es adjacent to t hese searclicd portions. Tlic cops theii adopt the 

blockiiig 2t ratcgy. Silice the cop Iocuted at the intersection is exact 1'- orle street an-a? 

fro~ri tlic rothcr. tliis cop cm1 prevent the robber from ~noving onto the avenue with 

iio siin-cillancc. This effect ivelj- cuts the grid dong the avenue. and reduces the area 

a\-ailable for ph>- in 'half'. 



\j-itlioirt the avenue n-ith no sweillance to consider. the streets with no surveil- 

liiiicc are the only remaining troublesome places for the cops. If the robber moves 

orito ii strcet n-ith no s~uveillance. the second cop also moves onto t iiis street on the 

ricst iiiovc. If t hc robber continues along this st reet. the cop c m  s t q -  at most one 

iiiovc behiiid hiin- Since there are a finite nuniber of vertices dong the street. the 

robbcr riiiist ei-entual1~- niove off of the street to avoid capture by the secorid cop. 

The first top is able to monitor the robber's position while he is on the strcct with IIO 

siirveilIcrncc. This is because the robber can orilj- move in orle direction (alva>- froin 

the second cop) and cannot pass and avoid capture. Hence. the blocking strate= 

continues d i e n  the robber reappears. After a finite number of nioves. the cop \vil1 

be forcecl into one of the upper corners. (The corner depends on which -half' of the 

gricl is bcirig irsecl for play.) The robber is then apprehended. Herice two cops are 

siifficiciit to apprehend the robber. 

Clc~ii-ly two cops are necessary to apprehend the robber. This is becarise one cop 

witli perftct infnrniation woirld be unable to capture a robber on a grid. O 

This rcsiilt is generalized in the follou-ing theoreni. 

Theorem 2.5 If k streets. no two of w h ~ c h  are consecutice. and one acenue are r ~ o t  

irr~dcr .si~ri.crllarice. then  tuio cops are necessaq  and svfficlerlt to  catch the robber. 

Proof. The proof of tliis theorcm is near1'- idcritical to that of t hc prex-ious tiieoreiii. 

If t h  roblxr lias not uppeared on the siin-eillance. the cops searcii t lie tree forinect 

1)'- the strccts: iirid avenue with no surveillance. The search procceds; as indicated in 

Figure '2.6. If t lie robber appears belou- tlie çops on the grid. the cops adopt t Iic 

bloc-kiicling strate= once one of the cops reaches the  sarne street as the robber. If 

t lie rothcr appcars above the cops on the siirveillance. the cops aclopt the blocking 

sti-wtc,--. Iii aiiy case. the robbcr tri11 be appreheiided, Hence two cops are sirfficient 

to wptirrc the robber. 

Clearl~. two cops are necessary to captiire the robber. This is because one cop 

witli perfect information 1-oiild be unable to capture a robber on a grid. 



Figiirc 2.6: A grid n-ith k streets. no tn-O of lvhich are consecutive, and one avenue 
riot iiiidcr survciliance (i~idicatect b>- clashcd lines). 

Tlieorem 2.6 If k con.secrrtit.*é streets a n d  one nr-enue are rzot under  surreillance. 

tir( 11 X e  i 1 coys nr-e necessnrg and srrficient to catch the robber. 

Proof. Siippose k conseciitivc strects aiid one averiiie are riot ilrider siirveiilaiicc b>- 

r lic copc;. It \\-il1 bc slion-11 t hat k -t 1 cops have a n-inning strategy. To bcgin- k of t hc 

c-ops aligii t licniscl\-cs d o n g  the rightrnost avenue. one cop on eadi of t lie streets n-itli 

rio siirvcillaiice. Thc (k i 1)st cop n-aits at the intersection of the iipperrnost street 

n-ir li no siin-eillaiice aiid t lie aveiiue tvit h no surveillance. The k c o p  mo\-c n101ig the  

strct ts  on n-hich the>- begm. The k cops are aIn-ays iocated on tlie same avenue. It  

shoiild bc iioted that k cops are recluired for this sn-eeping to pre\-cnt the robber froin 

slippirig by t hc cops into iiii area t hat has previousiy been searclied. 

01irc t hc cops reacli t lie avenue wit h no surveillance. t hcy stop and wait while t hc 

( X .  + 1)st cop searches t hat part of the averiue above the uriu-atched streets and then 

t lie part belon- the iiriu-atched streets. The ( k  + 1)st cop then positions hirnself at 



t1ic iiiterscction of this avenue n-ith the ion-ermost street n-ith no surveillance. The 

o t h  k cops resiinie sweeping the iinwatched streets. This sweepiiig of the untvatched 

strccts n-il1 force the robber to move orito a street or avenue n-ith surveillance after a 

tirlitil iiuriilm- of Inovcs. 

k consecutive 
streets 

Fi~iirc 2.7: -4 gaine n-ith k corisecutivc streets and one avenue not under siir~eillance. 
Tlul sIiac1ed 1-erticcs iricticatc the initial positions of the cops. 

Son. siipposv t h  robbcr appeiirs belon. the cops o n  the gricl. The cops bcgin 

111o\-i1ig (lr3u-11 rhr at-~riut on n-hich they xere located n-hen the robber appeared. 

t ) i i ( .v r lic ion-erriiost cop reaclics t lie street or1 n-hidt thc robber is located. the cops 

~i~lopt  t h .  hloc.kachg stratcg~-. If the robber disppears. tlie cops are able to nmve 

ii~ni-arcl i i ~ i t f  ~-wcIi t hc iriimirked streets before the robber can slip into an area tliiit 

n-,i> prv\-ioirs1~- searclied. This is becairse the upperniost cop never mol-ea belon- the 

ro1)I)clr during r lic blockiidiiig srategy. The cops resiirric the scurching st rat cgy luit il 

r i i t l  rotA)tlr rcitppcars. Sirice the robber can ne\-er slip behixid t lie cops. t his strat egy 

1c;icls to t lie c'iipt iirc of t lie robber. The casc n-heri the robber appears above the cops 

i i  siiiii1:ir csccpt tliat the cops ~nust move uprvard before beginning the blockciding 

strtitcgy. Hericc k +- I cops arc sufficient to capture the robber. 

Suppose therc are onlj- k cops available for tlie search. There esist k coriseciitive 

strccrs withoiit surveillance. If the k searchers occiipy al1 k of theni. tliere n-il1 be 

iio cop available to search the iinn-atched avenue. Otlicrwise. there is a strect t hiit is 

riot occiipiccf bj- a searcher on n-hich the robber cari movc and e v d e  the cops. Hencc 

X. + 1 rops are necessq- to capture tlie robber. a 

Theorem 2.7 If two noncomecutiüe streets and two nonconsecutire azenues are not 



under. SU~L-e i l la~ tce .  then three cops are necessary and su f ic ien t  to catch the robber-. 

Proof. The cops begin by searching the t ree formed by the unn-atched streets and 

ii\.ciiiies. The search proceeds in the order indicated in Figiire '2.8. 

Figiirc '2.8: Tivo nonconsecutive streets and tu-O nonconsecutive al-enues not iinder 
s~ir~-cillance- 

011s cop reriiains at the vertes rcpresenting the intersectiori of the upper street and 

r h l  lcft avenue while a secorid cop searches areas 1 and 2. The cop on the intersection 

iriii..;t rsrriairi there for the rcst of the search to prcvent the robber from mol-iiig orito 

.t prc\-io~lsiy searcheci area. The second cop proceeds to seiirch area 3 and theri nia\-e 

t o  t hl iritersection of the upper street with the right avenue. ,A t hird cop searches 

i t ~ ~ k i ~  4 and 5. These latter tn'o cops theri move d o i n  to the interscctiori of the lower 

sr rwr wrld the right iivcriiie. One stzq-s on the intersection n-hiIe the ot hcr scarclics 

ai-W.; 7 îi1ic1 S. The? tiieri both move to t tie last intersection. Again. one of the cops 

yi;ircls tire intersection n-Me the other searches areas 10. 11. alid 12. This met hod 

of scarcliiiig prevents the  robber from slipping past the cops into an area that lias 

cili-eiidy bcen scarched. Herice if the robber appeiirs on the sur~eillance and then 

clisappcars before the cops are able to  apprehend iiii~i. the cops cari si~nply resiinie 

t lie scarchirig strate,q)-. 

Siippasc the robber appears on ci street belon- the cops. The cops n-il1 not change 

t lwir strategy until one of the cops is on the same street as the robber. The other 



cop will be waiting on a n  intersection. The cops then adopt the blockading s t r a t e s  

n.1iic.h will result in the capture of the robber. 

Siippose t hc robber appears on u street above the cops. The cop on the intersection 

is csitctly one street belon- t lie robber and can block hini from crossing this avenue n-ith 

Iin s~irvttilliiiice. This cuts the grid along the avenue and restricts the area available 

for pla>-. If t hc robbcr is on the side of the g i d  \vit h no unn-atched aveniie. t hen t n-O 

cops n-il1 iiffice to catch the robber. The cop on the intersectio~ is already using tlic 

blockirig strategi- to prevent thc robber fi-om crossing the unwatclied avenue. The 

sxoricl cop also adopts the blockirig strate=. and rhe capture of the robber results. 

\\C riote that if the robber mo\-es ont0 a street n-ith no .;urveilIcince. the cops can 

,isi;iiiiie thkit lie is niovirip away from theni along tliis street. ancl hence the blocking 

i;tr;itcgy cari continue. If the robber is on the other side of t lie grid. then thcrc are 

tu-O iio~ic'oris~c~it ive streets and one avenue u-it h rio siirveillance. and there are tu-O 

tops ?i\-iiiliiblc for play. Froni Theorem 2.4. it is knon-rz t hat the copr; have a wirining 

st ratcgy in this sitiiat ion. Herice t hree copa arc siifficient to capture the robber. 

Txo tops are riot able to cnsure t hat the robbcr is caiight in this case. To see 

t 1ii.i. coii..;icler t lie cycle coiiiposcd ent irely of port ions of st  reets arid avenues not undcr 

ciin-cillaiicc. It is a 4-cyc-le. arid it is knowi t hat two cops are riecessary to  capt lire 

a rothcr or1 u 4-cycle. Son- n-hile the cops are nioving on this 4-cj-cle. thc robber is 

ablc ro hidc in tlic otlicr imwxtcheci portions of the strccts and avenues. If the cops 

choosc to search tliese othcr areas and movc off of the 4-cycle. the robber is able to 

r ~ \ x c l c ~  t h  cops on thc 4-c>-cle. Hence three cops are rieccssary to capture the robbcr. 

This r c d t  is geiieralized iii tlie follon-irig theoreiii. 

Theorein 2.8 I j  k streets. no t x o  of d i c h  arc consecutire. and two noncorzsecut~re 

nr.r rlues arc rzot under surceillance. then k + 1 cops suffice to catch the robher. 

Proof. The proof of t his tlieorem procceds sirnilarly to  tliat of the previous t heoreni. 

I f  t tic robbcr is not i-isible on the simeillance. the initial search occiirs in the order 



Figiirc 2.9: Tn-o ~ioncorisecuti\-e avenues arici k streets. no tivo of which are consecri- 
t  il-e. riot uiicler surveillance. 

i~i(lic.iitetf II>- Figure 2.9. The sliacled circles represent vertices u-here w cop niust remairi 

oricc: r l i v  sca-cl1 has reciclied tliat point. This pre\-ents the robber froni nlo\+irig p s t  

rlic caps iriro ari arca that has been searcheci previous1~-. 

OIW COI) is tieetied for eacli of t h  first k - 1 strccrs with no siirveillarice. Tn-o 

;iddit ioiial cops are reqiiired t o  cornplete the seurch for a total of k + 1. 

I t  slioiilti also be notcd t hat Theorern 2.5 is iised in the proof of this tlieoretri 

n--licri~ Tlieorcni 2.4 wc~s iised previoiisly 

This rc-;iilt ma>- not be the best possible. To see this. considcr a cop c, locctted on 

i i i i>-  positiori iriclicated by ii shücled circle in F igue  2.9. Once ii cop cl-,  is positiotiect 

o t i  a11 i~itcrwction belon- this one on the sanie avenue. cop c, is no longer rccluirccl 

to i i iwi i i t i i i~ l  liis position in order to ensure that the robber does not movc into a 

pci-ioiisly starchcd arca. However. the proof does riot makc use of t h  olxenation 

aiid so a hctter resiilt may b t  possible. 



Chapter 3 

Cops and Robber with Traps 

111 t l i is cliaptcr. a variation of the game of Cops and Robber is co~isidered. The cops 

lia\-e u iiiiriiher of traps at their disposa1 to aid iri the apprehension of the robber on a 

grnpli CI. The traps are placcd on vertices of G. Once the robber rnoves onto a vertes 

n-itti a trap. lie is detainecf anci the  game is over ivith a win for the cops. Suppose a 

giirric is plit~-ed n-ith n cops: and m tïaps. If the cops have a ivinriing 5trateg'-. then 

G' ir; refcrrcd to as ( n .  nt)-\vin. LÏsing this notation. a çopn-in graph is (1.0)-wiri. Our 

iitt~iitioii will be largelj- fociised on (1.m)-\vin graphs. As in the original version. the 

gaine is plciyd n'ith perfect information. 

Tlieorem 3.1 For- di n .  there exists n grclph G, such that c(G,) = 2 but  one cop 

w / f h  rl  t r a p s  cioes not su@ce. 

Proof. T h  p t p l i  Ii,,,2.,,,1! is xiot copn-in as there are man>- cycles prcsent or1 ivIiicli 

t h  rot)t>rr c.iiii move and evade the cop. To show that the g a p h  lias a copnrirnbcr of 

2. it inilsr be shon-n t hat two cops have a winning strateg!.. Suppose the cops position 

t liciiiscl\-es oii one 1-ei'tes in eacIi set of the bipartition. This is a tloniinat ing set so 

t l i c b  roblm- is cither caught ctlread!- or wili be caught on the cops' first move. 

The r1 t raps can be placed on an? of t he  3n + 4 vert iccs. Hoivever. t hcre is aln-ays 

a ~iihgïiiph fi2.? re~naining which does not receive traps. and on u-hidi the robber can 

rrio\-e aiid c v d e  the cop. 



Hciic-e it liiis been sholvn tllat t1-o cops cannot alw-ays be replaced by a single cop 

with ii fiiiitc riilinber of t riips. 0 

Corollary 3.1 Let  G be n graph.  ,\+ou: c(G) = 2 is not equtcalent to G being (1.1)- 

l l ' l r l .  

Pr-oof. Ç i r p p o s e  R 1s: ii retnicr of a (1.1)-\\-in graph G. urid lct f bc an ccige-preservirig 

i1iiiI) frorri Cf '  t o  R siich thut the restriction of f to R is the identity map on R. Since 

G i..; , i  ( 1.1 )-n-in p tp l i .  tlie cop has a n-inning s trates-  on G. Through the rnap f .  

tlik srr;trfhS>- c-an be trarisluted to R. The cop n-ill play this n-inning strategy on R. 

Son- r l i t .  i-ol)l)c.r is pla>-irig or1 R. However. the cop n-il1 consider the robber's nioves 

;i' l)c>iiig pltiy~d U N  C; evm tlmugl~ the'- riex-er take place outside the subgmph R. It 

;110111~1 1 ~ '  1 1 o r c d  rliat ciri>- ccige used 11'- t h  cop in G' n-il1 be present i r i  R sirice f is 

- r i  Sirriilarl>-. silice f is the ideritity niap on R. any edge used by the 

r< ,I  )I>(>r i>  il I > I - P S C I ~ ~  - g 

Corollary 3.2 If R i.s ( I  r-cfr-nct of an ( r l .  rn)-rrtri gr-aph G then R is al.so ( n .  rn)-tuin. 

Tlicb proof o f  tire ~orolliir>- is ornittecl sincc it is identical ro rhat of the riiaiii 

t l l ( v , l - r l ~ ~ i .  SOU- t hat it ha+ been ~1ion.n that the clàss of (1.1)-n-in graplis is closcd 

riiirlvi- rctriic-ri. it  is iiatural t o  a& if this class is a variet?. C-iifortunàtel~-. this is riot 

t l i v  cii..;c. Tlik i i  t  lie sihjcct of t hc riest remit . 

Theorein 3.3 Tire d n s s  of (1.1)-u:ln g r n p h s  rs not u ~*nr ie ty .  

Proof. i\-e show the class of ( 1.1)-[vin graphs is riot a lariet? by slion-irig that this 

class of grwptis is not closecl iinder prodiicts. Consider the prodtict of u (1.1)-\vin 

gmph aiid ii copn-in g a p h  shown in Figim 3.1. 

The resiilting graph is not (1.1)-n-in- This n-il1 be shonn by presenting a s trates-  

tliat cari be iised by the robber to e v d e  the cop. The vertices of the graph \-il1 be 

considered to  be partitioned into t hree 4-cycles ((i .  O).  (i. 1) .  (i. '2). (i. 3)) .  i = 1.2.3. 



I I I  I I I 

F i -  1 Tlie strorig product of a ( 1.1)-win g a p h  (CI) and a copn-in grapli (I<:& 
Tlirce colisccut ive segrnerit s betn-een adjacent subgraphs indicate t lia t every vertes 
ir i  oric sirhgraph is adjacent to every vertes in the other. 



Tliis ic- sinipl'. to aid iri the description of the s t ratea.  -1s n-ell. the vertes on each 

of t hcsc q-cles tliat is Earthest from the cop's position d l  be said to be diagonally 

opposite to the cop as shown in Figure 3.2. 

Figure 3.2: The vertices indicrited by double circles are said to be diagonally opposite 
to t h  large diadcd vertes. ,Again. three consecutive segments betiveen adjacent 
siibgraplis indicate that e\-ery vertes in one stibgraph is adjacent to  every vertes in 
tlic otlier. 

Tlie cop eventually la?-s the trap on a \-ertes in one of the three 4-cycles silice 

t1ic trap is riot of use to the cop if it is carried cfuriiig the entire gaim. The robbcr 

clocs riot n'arit to movc ont0 the cycle that contai~is thc trap. So the robber chooses 

a \-crtcs ir i  orle of t lie reniairiing two 4-cycles. The robber will ocçiipy the vertes 

on t h . -  cb~-c.lc that is diagonally oppositc to the position of tllc cop. .As long as the 

c-op stiiJ.5 o n  the siirrie cycle. the robber al50 stays on the sàme q-cle. movirig 50 as 

t n  riiiiiiitairi liis position diagonally opposite t h  cop. Siniilurl>-. if t hc cop inovcs to 

ariothcr c.!-c+lc. the robbcr continues to  niove so as to remain dictgonall>- opposite the 

('op. pisirig whcn riecessar? In this n-q-. the robber is able to e\-acic the cop. arid so 

t hic;  griipli prodrict is riot ( 1.1)-win. 

=\ siri&:, c a p  playing on the graph prodiict ciescribect i r i  the previous tlieorem 

rrqiiircs t h c c  traps to enriurc the capture of the robber. one for each of tlie thrce 

4-c-!-clcs clcsc~rit~cd abovc. In general. a cop playing oii the gruph i<, El C.I rccpires 

r~ t r a p  to \vin. Hence. it is not e\-en possible to place a bound on the nimber of 

trkips ~ieecled. Thus. we can conclude that (1.n)-n-in graphs do not forrn a variety for 



il fisecl T I .  

Thc licst resiilt is an estension of CoroLlary 1.1. 

Theorerii 3.4 Let G bc a n  (n i .  mi)-u*zn grnph. let H be a retract of G with c ( H )  5 

r , , ) .  nrid I r /  G ' H be (n- .  ni2)-uvzn. Then m l  5 rnî and ni  < rnax{rio. ri? i 1). 

Proof. Suppose no rops are pla>*ing on a retract H of G. TIiroiigh the retraction 

I i i i i I )  f : G' - H. the cops can consider the robber-s rnoyernents on G as bcirig tnadc 

oii Fi. -4Ercr it firiire riirmbcr of molas. the no cops are able ro capture the robber-s 

iiiiagii 0x1 H. Once tliis is accoinplished. one of the cops Inoves so as to stay with the 

i~iiiigv of tlic rot-)ber. Since f is the identity fiinction on H .  the robber is irnniediately 

.ipprc~liriiclcd if lie ever nioves ont0 H. Hence the robber is restrictect to G \ H. It is 

kiton-ii t Iii i t  112 cops aiici m2 trc1ps are recpired to n in  on C j H .  Hence rri 1 < [ri?. 

Thcw arc: rio - I cops available to  move ont0 G \  H and aici in capturing the robber 

r licwb. >-on. if T I , ,  - 1 > r l -  t lieri no cops are abIe to capture the robber on C. Otheruise. 

I I ,  211-iL iicc~lcd to c~ipt  w c  t tic robber on G ' H arid one more cop is needed to ,.;ta?- 

u - i r  l i  r l i r a  rolhcr's imiige 011 H for a total of n2 - 1. Since n? >_ no - 1 or ec~iii~ilciitly 

I I '  - 1 2 I I , , .  t l i i i  riiimbcr of tops is also able to apprehenci the ilnage of ïIie robber 

I ) I I  II. Ht.ii<-r rlic iiiiiiil)c.r of îops required on G \ H is at niost rrias{no. 11- - l}. 2 

Proof. Siippnse tliar c,.s(G) - 1 traps arc a\-ailable for rise the cop. T h  liricar 

lii>-Oilt n-ti idi reitlizcs r-s(G) is fornied. Suppose there is a 1-ertical h i e  ~cparating this 

liiiciir la?-out into tn-O pieccs. Frirther suppose t h  this \.errical line iiiovcs frorri Ieft 

to  ri& aloiig the l i i~out.  

Siippose t h t  a11 biit one of the available traps are placcd to the left of t h  vertical 

linc. B>- the definition of yertcs sepciration riilniber. it is possible to place rhcrc traps 

or1 vcrticcs siich t h  no otlier vertes Iyiiig to t1ie Ieft of the line is adjacent to a vertes 

tc, the riglit. 



. l t  this stage. there is one additional trap that has not been iitilized b>- the cop. 

This trap is placed on the first \-ertex to the right of the line. Sow imagine moving 

the h ie  to the right past a single vertes so that al1 c.s(G) + 1 traps lie to  the left of 

the Iirie. 

Son. i i i i ~ -  vertes to the riglit of the vertical line can only be adjacent to vertices 

to the left thi-it are occripied by traps. This is becaiise any vertes to the right of the 

lixic is acljaccrit either to the vertes imrnediately to the left of the line (rhe vertes 

prel-ioiisly to the ri& of t fie old vertical line) n-hiçh has a trap or to  a vertes to the 

lcft of bot11 the old and nen- \-ert ical lines n-hich has a trap. 

Oril'- r.s(G) traps are iieeded to prevent the robber from moving O\-er the vertical 

lirie fi-oril the ri&. Sirice there are u.s(G) + 1 traps to the left of the line. one of the 

t rapi  is uririecessar>. aiid cal1 be mo\*ed by the cop to the vertes imrnediately to the 

rizlit of t h  ilen- line. This process is repeated. 

Thereforc w t  rnost L'.s(G) t 1 t raps are needcd by a single cop t O search the graph 

Cr'. 

Definition 3.1 Let G he n yraph .  Suppose G has isometric cycles of lerzyth thrce and  

four or,ly: tliut r s .  ecery cycle of length greater than or- qua1  t o  fi~.e has a shortcut. 

Tirer1 G' I S  .wid to be an H - g m p h .  

Definition 3.2 -4 handle H of a graph G is cornposeci of tfie rertices X C1 { b )  and 

rs churncter-[:cd by the folloicing pr-operties: 

1. t h e  ~ . e r t e r  b i.5 adjacent to at least one certex s f X. 

2. tirer6 er;i.its n rertex r which dominates -\*[b] exciopt possibly for some of X. 

.I. there exrsts a rertes u such that a 2s the bottleneck for A-: that is. (I is adjacent 

to .r E S .  and ~t i s  knourn that any  rTertex that is adjacent to  1' E A- is also 

aii~rrcent to c. 

4 .  tliere ex-i.st.s a subgraph Y C - \-(O) C X U Y U  ( c )  such that Vy E Y .  y dominates 

.r f -Y except f o ~  a .  



-1 liaiidle S U (b} of an H-graph is shown in Figure 3.3. 

a C 

Y 

X 

F i p w  3.3: , ln H-graph. The trap is indicated by a rectangular bos. 

Theore in  3.6 Let G bc u n  H-graph and let H be a handle in G. If the robber. is 

f o r . r . r  r i  !O  rr,oi.c onto  H .  cr uWr rr for- tire cop uill rc.sult. 

Proof. Lot C; bc an  H-grapli and let H be a l i a ide  in G as s1ion-n iri Figim 3.3. 

Co~i.-;iclcr u -L i t  occ.urs i f  the robber is forced to move ont0 H. Suppose the robbcr 

11icn-~.c; o~iro \-cirtcx b. If the cop is 0 x 1  c. then the cop \vins on  his nest mol-e. Suppose 

r tic cop   ri oves oiito c. The rother can pass ancf stay 0x1 6. mol-e ont0 ,Y. or inove orito 

l* .  If the robber passes. the cop n-ins on his nest niove since there is an edge betn-een 

\-ertices 0 arid c. If the robber mol-es ont0 kc. the cop also 11-ins becaiise c domiriates 

.\-[hl (cscept for some of .Y). If the robber moves ont0 'i the cop \vil1 mow to a and 

la>- the trap there. This n-il1 prevent the robber from being able to esit the ha~idle 

tlii-oiigh a.  The cop thexi moves back onto c. Betn-eeri these moves. the robber rila'- 

have choscn to mol-e back onto b or Y. or to  remairi in A-. and it is the robber's inove. 

After tliis niow. the robber n-il1 be on a vertes in {c} U { b }  U Y U S. If he is on c. 

the cop has won. If be is on b or E Y. the cop ~ i n s  on the nest move. Siippose the 



robber is on 1 t. A-. The cop rnoves ont0 I/ E Y. Since y dominates x. the cop [vins 

oi! tlic ncst move. 

Frorri this anal'-sis. n-e conclude that the robber will not mow orito the Ilandle 

i d e s  lie is forced to do 50. Hence it is not useful for the cop to play there unless the 

robber is forced to  play there. in \\-hich case the cop has been shon-n to \vin. Therefore. 

n-c niiist dctcrniirie if the cop can force the robber to  niove onto tlic handle. To do 

t k .  WF' reinove t his iiànclle froni tlie graph and plq- on the resultirig sribgraph. The 

iicsr tticoreni tells ils that this siibgraph \vil1 be (1.1)-n-in if the  original graph is 

( 1.1)-n-in. 

Theorem 3.7 Let H be a subgraph of an H-graph G a n d  let H be a handle. Let  

G' = G \ H .  Therc G' i s  (1.1)-u5n il-G is (1.1)-win. 

Proof. Suppose the H-,srilph G is (1.1)-win. Let H be a hantlle of G. The grapli 

G" = G \ H is a retract of G ~ i t h  tlic niapping f defined as follon-s: f (A-) = f (b)  = c 

aiicl Y[- E \ -(Cl). f ( L ' )  = 1.. By Thtorerri 3.2. G' is (1.1)-wiii. 

Tlieoreni 3.8 Let G' be a n  f i -gruph.  If there extsts (1 harrdle H thcrr G \ H is a n  

H - g m p f ) .  

Proof. Lct G be a graph anci let H bc a handle of G. Suppose G \ H is not an 

H-grapli. Tlic~i there esists an  isorrietric c>-clc of length 2 5 n-liich lias a shortcut 

t Iirougli b. -4-. Tkrcre are four cases to consider. 

( 1) T h  diortciit incliides 6 uritl at lccist one 1-ertes froin the subgraph .y. say .L. ,Uso. 

.r i i i d  h arc iiri~rietliately preccclecl by a vertes from Y- u { a  ) and irriinediately folfo\ved 

I)?. i t  \-ertm froiii Y U {c}. 

Srippose tlie stiortcut inclucles the path 91 x 6 fi n-here yl  and !fi are vertices froni 

1- .  Thc patii gl c g2 cotild be uscd iristead. If the shortcut incliicies the path a .r 6 

gl. t heii t lie pat h u c gl could be usecl instead. If the shortcut includes the path y, s 

h c.  tlic path ,yi c coiild be used iristead. F i i ia l l~  if the shortcut includes the path a 

.r II r.. the path cl c coirld be used iristead. 



Fiame 3.4: Case 1. 

( 2 )  Tlir sliorrciit inclrides at  least one vertes from ,Y but not 6. -4s with the first case. 

( .  ( ï i i i  I,c iiscrt i n  the shortcrit. The vertices from 3- are replaced by c in the path. 

Figure 3.5: Case '2. 

Figure 3.6: Case 3. 

Hence d l  shortciits through b. X can be reroiited through c. This is a contradic- 

tion. Tlicrefore. G \ H is a n  H-graph. 



Thc previoiis two theorems tell us that if G is an H-graph n-ith a handle H and G 

is ( 1.1 )-n-in. t lien G \ H is an H-graph a~icl G \ H is (1.1)-\vin. Hence the successive 

rcriioval of liariclles and corners froni a (1.1)-\vin H-graph G will result in a single 

t-ertex. 

It  \vils hopeci that if such a remord of handles and corners from a (1.1)-\-in H- 

graph C resulted in a single vertes. then it could be concliided that G is (1.1)-\-in. 

Howevcr. this is not the case because a different trap may be needed for evev handle 

in  C;. This is stioivn in the nest esample. 

Exaniple: Consider the H-graph G sholvn in Figure 3.- 

Figirr 3.7: -4 (1.2)-n-in gap t i  G. The \-ertes labels indicate the seqtience of nioves 
il>- t h  cap (C').  robber (R) and trap (T). 

Sirppc,i;c the trap is on Tl .  the robber is oii Ri.  and the cop rnol-es ont0 Ci. Since 

RI u { h l  } is a tiiindle of G \, {RL. b 2 } .  the cop can \vin on the sobgrapli G \ {RI. hi} 

n-itli a single trap bj- Theorem 3.6. Ho~verer. ii second handle RI u { b - }  is also present 

i ~ i  G. Suppose t lie robber drops clown to R-. There cire cyclcs present on n-hich the 



robbcr cari inove and el-ade the cop. Therefore. the cop must retrieve the trap if he 

i i  to capture t lie robber on the handle R2 ü { b 2 ) .  The cop moves to Tt and retrieves 

t h  trap. Suppose the robber nioves ont0 R3. The cop moves to R1 and drops the 

trup.  Tlic robber is then able to mo\-e to  R.! and escape from the handle. Hence one 

cop m c l  a single trap cannot ensiire the capture of a robber on au H-graph G from 

n-hicfi haiiclles can be siiccessi~ely remo\-ed. 

It 1iii.i bec11 shown tliat if t he  successive rernonl of hanclles anci coriiers from ari 

H-griiph G residts in a single vertes . it is not necessarily true that G is (1.1)-n-in. 

Hon-ci-cr. if X- tianciles are renia\-ed. a single cop playing on G can ivin n-ith at  most 

k t rw ps. oiie for each of the handles. 

Theoreiii 3.9 Let G' be an H-graph .  Suppose there ~s a n  ordering S = 

{SI .  S I . .  . . . Sr,) such that for each i < n.  S, is a handle o r  a corner rn the sirbgraph 

rrirlucd h y  the r-ertices I J L  the set {S,.S,-l.... . Sn). If I{S: : S, is a hnnd1e)l = k .  

f hcr~  one cop pluy'ng on  G r-equires at most k traps to win. 

Proof. Let G bc an H-grziph. It hus  been shon-n in Theoi-crn 3.5 that if H is a 

liitlldle of C;. thcri G \ H is also an H - s a p h .  It bas been shon-n in Theorern 3.6 t h  

if tlic r o b h -  is foi-ced to rnove ont0 the handle K .  the cop caii ivin if lie has a trap 

iit l i i ~  d i s p o d  Therefore once the cop leaves a trap on eacli of tlie liardles of G'. the 

oritconie of the gaine can be deterniiiied by considering the iriduced subgraph that 

rt-2siilts froiii reniovirig t hese hi-inclles. I t  ivas shou-n in Theorer~i 1.2 that a siinilas 

r twl t  holtls for corners. Inducti\-ely if k hundles c m  be remoi-ed from G'. a s  wcll as a 

fiiiitc niiiribcr o f  corners. and the residt is a single vertes. tben thc cop can guarantee 

a iviii ~isiiig at iiiost k traps. one for each haiidle. 

Son- suppose grciphs G n-ith isometïic c ~ c l e s  of length at least fi\-e are consiclercd. 

Tlie clcfiiiition of a liandle must be espanded to inclucle a siibgraph Z as shonn in 

Figure 3.8. This siibgraph Z is à copu-in s a p h  with the property t liwt tliere is sonie 

top-in orcleriiig {zl. z2.  . . . . z,  } such t hat :\S (2,) 3 X  (3) for j < i. 



Figure 3.S: -4 hancile X U ( b )  iinder the espanded definition. Tlie trap is indicated 
1 ) ~ -  a rcctaiigtthi.  OS. 

Hiiiitllcs -1' U { b )  defined in this n-a? together with the subgraphs 1- and 2. are 

top-iii graplis- Tlie idea of handles is geiieralized in the remairider of this chapter. 

111 l>lii~c of lii-tridles. wc corisider a copn-in graph Ii. The adjacent verrices n and c in 

r lie lia~iclle defiiiit ion arc outside of 1;. 

Definition 3.3 Let Ii be a copwin graph.  and let (cl. cl.. . . . c,) be a copuin  o r d e n n g  

of Ii. The rer-tes c, xtll be referred to  as the start vertex of t h t s  ordering. 

Tlic 1-ertcs c, is callcd a start vertes because this is the vertes ori n-hich the cop 

1)cgiiis 111s n-iiiiiiiig strate,-- LIS ciescribed in Section 1.1.5- 

Lct [< hc ti  copn-iri graph. aiid k t  C = {(cl. c-. . . . . c,) : (cl. C?. . . . . c, ,)  i~ 8 C O ~ X ~ I ~  

S I - i  O } Lcr A C C. Define .-L,(A) = {s : r = c,  in some copu-in ordcriiig in 

cl) for 1 = 1.2 . . . .  .n. 

Definition 3.4 Let f i  be a copwin .sz~bgraph of CL graph G. and [ e t  c and  n be adjacent 

~~:r.ttcé.s of G outslde 1;. Let A be the set o f  copwm o r d e n n g s  of I< w h ~ h  e n d  1 ~ 1 t h  a 

sturt c c r t e ~  r r ~  ,Y(c). Then (IC. c. a )  is said to De covered if 

2 f o r  J E 4 ,  and E ;l,-i. .\-F(g) C -YK(x). 

( r  r) .\>(.-\ L. -A2. . . . . -4, ) C .v(a) and 



It  is said tliat the robber is forced ont0 K if the robber is on a 1-ertes L. E -Y(c) 

; i r i c i  1110~~s into i< n-hen the robber moves ont0 c. 

Theorem 3.10 Let ( f i .  c. a )  be cocered. If the robber is forced to moce into Ii- then 

(1 rrin for. t fw  rop r-e.suit.s. 

Proof. Siippose ( I ï .  c. a )  is co\.ered. and suppose the robber is forced to move irito 

I ï .  If rlic robhcr mot-es orito x E I ï  n ,\-(c). Lie will be caiight on the cop's nest rnove 

1 )c~-aiisc t kie cop is on \-crtes c. Hence. suppose the robber moves into I< \ -Y(c). 

Tlirx top nio\*er: to ci ii1ic1 clrops the trap. Son- the robber cannot niove outside I< 

l)c~.;iiisc ~ i l ~ L i  1-crtcs s n-ithin distance two of c lias -Yx(.r) C -\-(a). This is because 

i fi. (.. (1 ) is cm-~retl (part (ii)). 

Tlitl c.op rctilrris to r.  The robber is on some \-ertes x. He is uiiitble to nia\-e 

i , ~ i r + i ( i < >  I< ar tl1i.c tinw because d(.r. c) 5 4 and -\;;(x) C -Y(c) bj- the definition of 

( Y  ) \ - ( X I - ( Y ~  ( 1)iirt (i i i)  ) - 

T h  c.op mm-c.5 to H srart vertes c,. It is iiotecl that c, E -4, (A). The robber 

c.ii11110t moi-c to a \-cstex 2 outside Ii. This is because the robber is oii sorne vertes x 

i r 1 c . h  r I i i i r  .r E .-L,(A). 1 < n .  BJ- thc definition of covered (part ( i ) ) .  .\*K(r) E .\I;.(c,). 

S o  the robbcr iiio\-CS to il vertes in I<. 

Rrciirïivc~ly. tlic cop uses a copn-in ordering to clioose a vertes cl E -4, (A). The 

i-obber is ori a \-erres s E ,&(A). Sow bj- Theorerri 1.8. the copwiri ordering does not 

it!lo\~ t lie robl~cr t O tisc an>- of the vert ices cl - 1 -  . . . . c, previously used by t lie cop. 

Hciicc k < j -  By the definition of col-ered (part(i)). .\',(x) C .\'r(cj). Herice the 

robber niiist niove n-ithiri Iï. Xlso bj- Theoreni 1.8. the robber caiinot mol-e to any 

of (;.c,-~ . . . .  . r ,>.  

Hericc aftcr a finite nuniber of moves. the robber niust niove ont0 n or be appre- 

lie~idccl by the cop. Therefore if (1;. c. a )  is col-ered and the robber is forced to move 

iiito IC. a n-iri for the cop resiilts. 



Suppose an alternate definition of the robber beiiig forced into K is used: that is. 

t tic robber is forced to remain in A- if the robber is in I ï  when t lie cop rnoves onto c. 

The prel-ious theoreni holds under this nen- defiiiition. This is stated as a coro l l a~ .  

Corollary 3.3 Let (1C.c. a )  be cocered. and suppose the robber is forced into K in 

the .c'EIlSe that  the robher is in li lichen the cop mores ont0 c. Then a win for the cop 

r-f c; Il~t.5. 

As \vas t hc case n-it h handles. if the successive renio~al of k covered. copu-in graphs 

Ii. as n-el1 HS à finite number of corners. frorn a graph G results in a single vertes. 

thcil a single cop plqirig on G can capture the robber using at most k traps. 



Chapter 4 

Probability Searching Problems 

Ir1 tliis cliupter. n-e present sel-eral probleins formulatecl in terms of searchers. aiid 

slccpirig babies anci lost clogs. These problems are extensions of the searching game 

n-itli the exception that it is known there is sonieone to find. Also. the bah>- or dog 

1 ~ s  finite speed. Both the bab~-  or ciog and the searchers require oiie unit of time 

t u  irio\-e betn-een adjacent vertices. Since the bab-  or clog is unaware of the efforts 

o f  t hc sciirc-liers to find hini. lie niakes no effort to evacle the searchers. It is for tliis 

wasoii t h  tliese probleiiil; are riot presentcd in ternis of cops and robbers. 

Altcr~iately. ive coultl forr~iuli-ite these problenis in terins of a rescue at sea. .A 

~x~sc.iic Ijoitt becoiiies tlic searclier. and ii iiiissiiig person takes the place of the lost 

l>iil>y or rlog. This natiirally n-ould have us consider 2-dimensional grids. However. 

hcrc n'c reatrict ourselves to paths. 

\\é look at these problenis from the pcrspectivc of deterniinhg a strategy aiid a 

plticc ro begin the çearch t hat wil1 miiiimize the espectcci tinie reqiiired. Therc is a 

riatiiral progrcssiori of problerns. \\é begin in Section 4.1 by considering a searcli of 

a patli of lengtli rt for a baby n-ho has ~vendered off and is sleeping sorneivhere dong 

t hc pat ti. \\é assume that it is eclually likely that the haby will be found on cach 

of t lie L-ert ices. It is shon-n iri Corollan 4.1 that the time espectcd for a search is 

r~iiniriiized if the search begins at one of the end vertices of the path. 

In Section 4.2. the baby is replacecl by a dog in the forniulation of the problem. 



This is becaiise a more active participant is required. \\é assrirrie that the dog has been 

lest aiid frce to wander along the path for some tirne. This alters the probabilities 

of tlie <log bcing foiind at each of the vertices. \\ë also assume that the dog falls 

i t~Ice~> jiist before the search begins. This prevents the dog from coming up behind 

r lie .-;carcher and nia\-ing ont0 a vertes t hat has already beeii searched. Even t hou& 

t hc r~nrlcrlyirig probability distribution has changed. it is shon-n in CorolIary 4.2 t hat 

t lic cspectecf t ime for a search is still minimizetl by stiirting a t  an cnd \vertex. 

S~~ppose  n-e rerriove t lie restriction that the dog fdls asleep before the search 

h g i ~ i s .  aiid therefore. the dog is able to move np behind the searcher. Clearly- the 

cspcctrbcl tiriie n-il1 be niinimized if the search begiiis or1 ail end \-ertes as this \vil1 

p . \ -mi t  \-errices froni IiaL-ing to be searched a secorid tirne. 

111 S ~ c t  ion 4.3. sin alterniire way to prevent the dog frorn nioving iip beliind the 

icl;irc.tier i i  i~itrodiiceci. \\> iillon- the searclier to use a map'. If the dog and the trap 

o ( x U i i p -  t lie siiiie vertes. the dog is detained and the search is over. Once the trap is 

hici. t h ,  ccài-ch iiiiist proccecl on an adjacent vertes. 

Tn-O itratcgies are preseiited. The first straregy considcreci has the searcher pIace 

r l i c b  t rap aiid proceed in the direction of the nearest lcaf. 111 Coiiject iire 4.1. we propose 

t liat tlic ospectcd t i~ne  to coiiip1ete a search is niiniinizcd n-lien the trap is placecf on 

o i i ~  of tlic Icavcs. Son- if the trap is placed on one of the leaves. this is eclui\-alent to 

lwgiiiriiig the searcli or1 a leiif n-ithout using the trap. In t hi.; case. the trap is of rio 

t1ciicfit. 

Tlic alterriate striitegj- lias the searcher place the trap ancl proceed in the direction 

of r lie hrthest leaf. \Ise propose in Conjectiire 4.2 thar the espected time for a searcli 

is rriiiiiiiiizcd iisirig this strategJ- when the trap is placeci on a \-ertes adjacent to one 

of r hc Ica\-es. 

T h s e  ru-O strategies arc comparcd. and Conjecture 4.:3 proposes t hat the especteri 

tiiiic to coniplete a searcil is rniriimized n-lien the alternate s t r a t e s  is uoed and the 

trap i:, placet1 on a vertes adjacent to one of the 1eaL.e~. 

111 the final section. we change the graph on n-hich the search takes place froin a 



p t h  n-ith n vertices to a cycle nith n vertices. As before. the searcher has a single 

t rap to aicl in the search. It is proven ir i  Theorein 4.7 that the time espected for a 

searcti does iiot depend on the vertes on n-hich the trap is placed. 

4.1 Sleeping Baby Problem 

Cniisirler a path P,, witli n \*ertices: that iu. b7(P,) = { 1.2. . . . . n )  and E( P,,) = 

{ ( 1 .  I t 1 ) : i = 1.2. . . . . rl - 1). Suppose t Lat a baby lias n-andered off and is now 

sleepirig on sonie vertes dong the path. i ië wish to miniinize the longest time and 

t hc cspected tirne required for a search to locate the bah>-. 
\\-e twgiri by presenting the s trates-  that n-il1 be used to search for the bab~.. It 

will be .;lion-rl t hat this s t r a t e s  is the most efficient method of searching in t hc sense 

t h t  riie niiint~er of edges tral-ersecl diiring a searcfi using this strate= is less than 

t lic r i t i i i ~ t m -  1-eqiiired using an alternate strategy. 

Strategy. Suppose the aearch originatcs at vertes i. i E (1.2.. . . . n ) .  The searcli 

pro<-wcli iii thc direction in n-hich the distance to an endpoint is shortest. Once 

r Ili5 cbrirlpoirit has been reached. the search continues in the opposite directiori. The 

i ~ s t  icc.; iirc searclied in the ordcr the'- cippear. 

Proof. To see t h t  this strategj- is tlie niost efficient. corisider t fie alterriate strwtegy. 

S~ipposr t Iic srarch originates at vertes i. i E { 1.2. . . . . n }. Siippose tlic searchcr 

1-kirs n I  vci-tices in one clircction. then reverses direction ancl searches nz verticcs in 

t lie ot fior direct ion. 11- > rl1.  Flirt her suppose that the searcfi continues in t his n-ay. 

Tlic iccirclier 1-isits n, vertices in one direction. tlien reverses clirection and searches 

, vortirrs in the other direction. nl-l > n,. Let the ri, vert iccs searcliecl diiring 

t h  t itric bctwen two changes of direction 1% the çearcher be u puth p,. The pat h p, 

lias eiiclpoiiits L; and (;-i. \\e note tliat cl = i. This is diown in Figure 4.1. 

Coiisicicr the pat hs p,- l .  p, . and p,, 1. The vert ices in the pat h pl - 1 are searcheci 

t tircc tiincs d~iring this portion of the search. The efficiency of the search is irnproved 

II- rrinoviiig t lie patli p,-1 and the portion of the path pl between vertices c, and 
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> 

Figure -4.1 : Sciirchiiig strates-. 

Let-.-; first consider the longest tirrie recliiired for a sccirch. \\k ilote that the ra lues  

dong the path are symmetric: thrit is. the h g t h  of the !ongcit path for vertes i is 

t h  sanie as that for 1-ertes 11 - i - 1- The valiies for the lorigest paths tor each of 

the \-ert ices are shon-n in Figure 4.2. Clearly. the longest tinic is niinimizcd n-heu the 

scarch bcgins at either the first or the last 1-ertes arid n - 1 ilnits of tirne are recliiiretf. 

Lct ' s  rioik- consider the minirnuni espected tinie. \\C assume that the probability 

of the baby being located àt  1-ertes i is thc sanie for al1 i. narriely l / n .  Becsiuse of 

synlrnetr!.. we need only finci the espected times for \ d u e s  of i such that I 5 i 5 $ - 



n vertices 

Figure 4.2: Longest times for a search of a path of length ri. 

foi- n el-cri or 1  5 i 5 for n odd. - 

Tlieorem 4.1 The expected tlme rrquired to find a baby sleeping sornewhere alorig a 

p a f h  of lcrrgtll rr /f the search origrnate.~ at vertex i .  1 5 i 5 $ - for n eren and  1 5 i 5 

for 1, odd. a n d  o n t i r ~ u e s  i n  the dirpctzon of the nearest leaf is "n-i-L' -+ 7. n-3 - - 

Proof. Suppose the search begiris at L-ertes i. The espected value of the tirrie needed 

for a icarrh is gil-en b>- i ( O )  + ( 1) i - - - +- i (i - 1) + i ( 2 i -  l ) - ~ ( Z i ) f ~  ( 2z-i  - 1) t 
... - : r + i - 2 )  Clearly the t ime is O if the ba- is sleeping at vertes i. 1 if t lie 

h b ? -  iz; ~Iecpiiig at  vertes i - 1. and siniilàrly i - I if the baby is sleeping at vertes 1. 

C'o~isicicr non- n-Liat happeris if the bal]'- is sitiiated at  vertes i  + 1. The rime required 

br tlic sctircli is the tirne to  search the 1-ert ires betn-een i and 1. ret urri to i alid t hen 

mircl1 i - 1. The tirrie recltiired is '2i - 1 iinirs. -4s the ot her vertices to the right of i 

tir(. corisicltwrt. t his proceciiire is repeatcd addiug t hc riecessarl- irnits of t iine t hat are 

icqiiired iiiice the bah-  is locatcd f~irtlicr to the right. Finally. if the babl- ic; sleeping 

iit vcrtes r l .  i - 1 iinits of tinie are needed to searcti betn-ceii verticei i and 1. and 

tlicii rr  - 1 iiiiits of timc are needed to reach vertes n for a total of n +- i - 2. The 
LI -'> 

rsprcssioii giveii above simplifies to ;(c;;: j + C;=,,--, j )  which simplifies to the 

csprcssioii gii-eii in the statenierit of the t heorem. 

Corollary 4.1 The shortest expected time required to  find the sleeping baby is "-' 2 

a r ~ d  occurc u:hcrc the search begins on either of the tu10 leaves. 



4.2 Lost Dog Problem 

Coiisidcr a patli P, n-itii n vertices. Suppose u-e n-ish to Find a dog that is lost 

soiiicln-lierc alorig rhis path. \\é 11-ish to determine the rime espected to cornplete this 

warcli iiotiiig that the dog has been free to rvander dong the path. \\é aIso assume 

r l i i t t  the clog lias fiilleri asleep just before the search begins. 

\\i. I ~ I L I ~  dctcrriiiric the probabilities tliat the dog will be found ar each of the 

1-cbr-ti(-es. \\c firit consider the transitionid probabiliries. If the clog is iociit~d a t  one 

oi t l i ~  two cric1 vertices. the probability tliat it stays there is 1/2 and the probability 

t h a t  i t  I~IO\-CS t o  the neighboring vertes is 1/2. If the dog is located at a n -  of the 

o r  lier vcrriccs. rile probability that it stays there is 1/3 \\-hile the probability that it 

I ~ I O \ - ( ~ S  10 ritlier of the rieighboring vertices is 1/3 for each neighbor. .A11 other events 

Lii-(1 psol,iibilir?- O. Hcrice the niatris of transitional probabilities is SJ-rninetric and 

Son- limitirig distributions are usecl to determine the probabilit ies t hat t lie dog 

11.-iIl be fooiicl at each of the vertices along the path given that the dog has been lost 

aiitl frer ro tnow about for some rinie. The probabilities are given by the follou-ing 





CL2 = a g = - . . -  - a,-l = -. 
3n - 2 

This is slion-n in Figure 4.3. 

n vertices 

Figure 4-3: Probabilities of finding the Iost dog on each of the n vertirea. 

Son. tkiiit the distribution of probabilities has been deterininecl. the espected time 

cari be calciilar cd. 

Theorem 4.2 Suppose a doy hns been lost and free to roam d o n g  a puth of lmy th  n 

fi)r .wmc ttine. Fu7-ther. sz~ppose that if the do9 conzea to one of tlie twfi  end  rertices. 

rt 1-efnirrs i t s  positiorl u:ith probability 1/2 and morés tu the only rreiyhborlng certex 

ir:itl~ pr.obnbility I/2. Sirnilnrly. if the dog is locnted on u n y  of the other n - 2 certices. 

rt rctill r-ttain its position or .mou=! to d h e r  of the tulo neighboRng rertices each with 

pmhbility 1/:3. Finally suppose that the dog fnlls asleep just before the scnrch begirzs. 

Thr: cxpcsrted tirrzc to firrd the doy if the search orlg~inaiies at c e d e x  i .  1 5 i 5 - for  n 

rivrr nrrd 1 5 i 5 for ri odd. and continues in the direction of tlir rlfarrst leaf is - 
(3i(, i  - i + $ )  i $(3n - - 1 1 )  + 3 ) / ( 3 n  - 2 ) .  

Proof. Suppose tlie sei-trch begins at vertes i. The espected time necded for a searcli 
3 3 n + i - 3  . is givm by &(i - 1) +, ~ f l t  j+ ,x,=,,-, J + &(n + i - 2). Clearly the 

prot~abilit?- - coiiies into play only if the do$ is located on eitlier the first or the last 

1-crtes in the patli. Tbc times required for these searclies are i - 1 and n + i - 2 units 



of t i~iie r e s p e c t i ~ e .  Al1 other searches are associated n-it h the  probability &. The 

mni  that incliides the values from 1 up to i - 2 accounts for the vertices to  the left 

of !-estes i. escept for the first vertes which has already been considered. S imi l a r l~  

rlic suni that incliides the values from 2i - 1 to n + i - 3 àccounts for the vertices to 

the right of \Fertes i with the esception of the nth vertes. This espression simplifies 
R-1-3 

t o  -(?ri + 4i - (i + 3 x:$ j + 3 x,=,,-, j )  which is equivalent to  rliat given in the 

stiitct~ie~lt of the theoreni. 

Corollary 4.2 The shortest eqected  time needrd for such a search cs a n d  occurs 

u h é n  the search begms c l t  e ~ t h e r  of the tzco leaces. 

This is the sanie concliisiori as n-as drawn in Corollary 4.1 e1.m t hottgh the un- 

dcrlj-ing probability distribitt ions are different. Suppose a n  alternate probabilit~. dis- 

t riliit ion is considered. .in iriteresting question is if the t irne is minimized ~ h e n  the 

irsrc-li bcgiiis on a leaf and if this minimum espected time is q. - 

4.3 Lost Dog Problem with Traps 

C'oiisiclcr a path P,, with ri 1-ertices. Again WC wisti to find a ciog that  has beeri lost 

r i ~ i c l  fi-ce to u-ander alorig this path for somc tirrie. AL; before n-e xi11 assume that a t  

an>- tiriic. it is tqirally probable that the the dog will remain n-here it is or tnove to 

a iicig1ii)oririg \-ertcs. For t hc two lem-es. tliis iniplies that  the tlog n-il1 niove with 

pi'oliabiIit~- 1/2 und remain u-here it is with probabi1it'- 1/2. For any of the other 

\.rrtices. the dog will rnove to the left or right each with probability 113. anci will 

rvtii;iiii n-hcrc it is \vit h probability 1/3. Hence before the search begins. n-c assiinie 

t h a t  t h  probahilities tiiat the dog is on each of the vertices a re  $1-en by thc limiting 

c k t  ribut ion fouiid pre~iously und shon-n in Figure 1.3. 

Hou-evcr. n-c are no longer assuriiirig thàt the dog fd l s  asleep before the search 

hcgiris. Hericc. the dog is able t o  niove ont0 vertices that have already been searclied. 

Siipposc t  lie search begins at some vertes ot her tlian one of t he  leaves. Inilnediately 

iiftcï the searcher leaves t hat vertes. the dog can rno\.e u p  behind the searcher. This 



is truc for a11 of the vertices visiteci by the searcher until he reaches one of the leaves. 

The prci-ioiisly scarched vertices hm-e to be searched again. Cleiirly the searcher 

cari riiiniriiize the timc espected for a search bl- beginriing at  one of the end vertices. 

This n-il1 prci-cnt the dog froin nioving rip behind the searcher. and elirninate the 

ncwi to scarch some \-ertices more t han once. 

-Aiiorlicr n-\-a?- to prevent the searcher frorn ha\-ing to secircb some vertices more 

t i i m  ouce is to introdi~ce traps. 11.e allon- the searcher to have one trap. Once the 

tr;tp is ~ ~ l i ~ c c d  on a particulur i-ertes. the search continues on the neighboring vertes 

r ii t i t  is c.loc;cr;t to a leaf. \\e iissiinie. nit hoiit loss of generality. t hat the trap is pluced 

mi ~ r ~ r t ( ~ s  i n-liere 1 5 i 5 t - if rz is even and 1 5 i 5 - if n is odd. Hence the 

o;clwrc.li txgiiis un vertes i - 1. Fincilly. if the dog i~ caught in the trap. the searcher 

i' irli~litviiatd>- aw'arc tliat the ctog has been located and the search is over as the 

Tlic tirsr step is to calculare the probabilities that the dog is located at each of 

r I l ( '  r t  ~ - o r t  iws. Thesc probabilit ics are iipdated as t lie secirch proceeds. 

LN -4 l ) ( b  tlic cl-cm t h t  the dog is foirnd 0x1 vertes ii. 1 5 k < n .  Let B be the 

cbi-cbi ir  t l l i i t  the (log ia iiot foiiiid or1 vertes j .  1 < J 5 n - 1. lvhere j i~i the vertes 

\\+ i ~ o r  ici. r h t  P(BI.4) = 1: t h  is. n-c c m  S a y  with certaintj- that the dog n-il1 not 

hi foiiid ori i-crtes j if it ii- knon-n that the dog is fmind on vertes k .  Hencc. 

:3 \\É kiiow P(=l,) = u-here -4, is the et-ent t hiit the dog is foiirid or1 verres i. 

- '< i s r i -1 .  So 



Heiice. 

Tlic ot hcr condit ional probabilit i e  are caIculated ~irnilarly. 

Tlic fiïst vert ices to  be searclied are t hose from i - 1 to 1 inclusive. -As the search 

proccccl.; clown this part of the path. ive know that once a vertes has been searched. 

t tic probabi1it~- t liat the clog uiil be found a t  t hat vertes decreases t o  O. This is 

t)ccaiise the triip prel-ents the dog from coming up behind the searcher. Hence. the 

prchabilitics increase of hd i r i g  the dog at  any of the unsearched 1-ertices. Lïsing 

Biiyci;' Ride for conditional probabilities. n-e obtain the follon-ing probabilities n-here 

.qk is t h  event that tiie dog is fouxid on vertes k .  1 5 k < i - 1. 

Son- suppose the vert ices i - 1 t tiroiigh 1 have beeri searched ancl the dog has riot 

tmxi foiiiicl ririd lias riot been caiiglit iri the trap. The scarcher kriows t hat the  dog rriiist 

1 ~ .  Io~iit cc1 oii one of the vert ices from i + I t o  n incIusi1-e. ,411 ot her probabilities are 

rion- O. A s  wits t h  case wlieri t h  vertices to  the left of tlic trap w r e  beiiig searclied. 

o11w a vertex i ~ i  this part of the path has becn searched. the probabilitJ- of the clog 

k i n g  foii~icl on that \vertes cleci-eases to O. ,Again usina Bg-es' Rille. the conti1iuous1~- 

iipdatcrl probabilities for this part of the path are showri bclowt.. They are 

.> 



Thcic probabilities are s h o ~ m  in Figure 4.4 u-here the trap is represented b ~ -  a rect- 

1 - 7 3 ... i-1 i+ l  ... n-2 n-l n 

a - 
3 3 3 -.. 3 3 3 ... 3 - - -  - - 1 3 

3 - 1  5 1 - 3 1 4  3n-3i+7 3n-5 311-2 3n-3i-1 8 5 

continuously updated 
probabilities 

Figiirci 4.4: Co~ititiiio~isly updutecl probabilities of finding the lost dog on each of the n 
1-cwict.; assiiniiiig that the trap is placed on i-ertes i and the scarch continues towmi 
t l i c l  hrsr vertes. 

Thiw prolxibilit ies are t lie probabilit ies of finding the dog on each of t hc vert ices. 

Th>!- m. iiot rlic probabiliries of finding the dog after certain aniounts of tiine lia\-c 

[ ~ a s ~ c d .  This is 1)cciiiise the probabilities that the dog n-andcrs into the trap have iiot 

>-or 1)ccii c-orisicicred. 

S~ipposc j uliits of t inic have elapsed u-here 1 < j 5 'Zi - 2 .  At this tinie. the dog 

i? iiblc to ~vaiidcr into the trap froni vertes i + 1 becaiise no vertices b e ~ r i d  \-estes i 

Ii;ivr y ~ t  Lwcri searclied. Thc probability of this e\.ent is the probability thüt the dog 

"n-hcrc is locatcrl oii vertes i + 1 arid nioves to the left ont0 vertes i. 1ianiel~- J n - 4 J - 2  

k = 3 if  i j TI - 1 aiid C = 2 otlieru-ise. Hence tlic probability of the tlop wntlering 
1 iiiro the trap at  titne j is ," -,,-, . 

Suppose j uxiits of tirne ha\-e elapsed where j 2 2i - 1. T h  search has reachcd 

vcrtcs i + 1. and the probability of the ciog n-andering into the trap lias becoiiie 0. 

This is hecaiise al1 wrticcs from which the dog could niove into the trap have beeii 

searclied. 



Som- t lie probability p, t hat the dog is found at time j given that  the dog has not 

prc\-ioiisly been found is the suIn of the probability t hat the dog is located on the 

\-crtes being searched at ttiis time and the probability that the dog rnoves onto vertes 

i. Ir shoiild be riotecl that the the probabilitl- of the dog being found ou the vertes 

occupictl by the searcher at time j 11-here i 5 j 5 2i - 2 is O since this vertes has 

i\Ircacl~- beeri searchéci. .-\lso. the probability of the dog moving onto vertes i during 

the tiiilc 1-ertes k ir; beiiig searched is O if k 2 2i - 1. The probabilities p, for al1 

Fiiially. to determine the probabilit'. that the dog is fouiid at tinie j .  t h  probabil- 

itv that the clog has iiot bceii found iip to this tirne niust be iiicludecl. Let 1, clenotc 

t lie prohl~i l i t>-  t hat the rlog 11-il1 be located at t ime j .  The probubiliti- t hat t lie dog 

is l o ~ i r c d  i i r  this t i ~ n e  giveri that it hus not been found previous1~- i s  deilotecl y,. and 

r Iic prolxibi1it~- tliat the dog has riot been found prior to this tirne is denotecl a,. \té 

l e  i, = p u  It will b r  sliown that the recursive rclationship 1,- = p l ,  la,  ( 1  - p,) 

a150 110lcis. 

Leninia 4.1 Let !, be the probabrlitij that the  dog is fo i~nd  ut timr J und a ,  be the 

pr.ot~crt~~lrtg fllcrt the do9 has not been found p r i o ~  to t i n e  1. Gicen tfzat the dog has 

r~ot « I rmdy  been found. let p, be the prohability that the dog is formd a t  t i m e  j .  Then 

11-1 = P ] - l q ( l  - P,)- 

Proof. Coiisider the probability lJrl tliat the dog is found at time j + 1. It is known 

t liat 1,- = p,-, a,, i .  Let's consider the probability This is the probability tliat 



the dog has not been found prior to time j + 1. Xlternativelj-. this càn be thought 

of as the probabilit!. that the dog n-as not found prior to tinie j and \vas iiot found 

during t hat time. The probability t hat the dog n-as riot foiind prior to t inie j is a,. 

T h  probabilitj- t hat the dog n-as not found cluring time j is 1 - p, - Hence by the 

~iiiiltiplicative ride. the probability that the dog has not beeri fourid prior to time j i -  1 

caii I>e u-ritten a, (1 - p l ) :  t hat is. the relationship 1,- = p,- ,a, ( 1  - p, ) liolds. a 

TLicsc pprobabilities 1, are iised to calculate the espected t ime reqiiired for a search 

iisiiig tlic strateg~. describecl in this section. This is the subject of the nest theorem 

n-liich follou-s direct ly from t he de finit ion of espect at ion. 

Theorern 4.3 Suppose a dog has  been lost and free to wander d o n g  rr path of length 

I I .  Firr.t/rer- suppose that a searcher has u single trap to aid i n  the search- The eqec t ed  

f r r r l c =  to jïnd the dog gilien thut the  trup is laid on uertex i. 2 5 i 5 $ - if n is etien and  

' > < i < ~  "-' r f I I  is odd. and the search proceeds ln the direction of the nearest k a f  is - 

Proof. Suppose tliat the trap is placed 011 vertes i where 2 < i 5 - if n is everi arid 

-2 - 5 i < - if ri is odcl. Furt her suppose tliat the scarch proceeds in the direct ion of 

t hc first 1-ertcs. The espccted t ime reqiiired for siich a search is found mirltiplying 

a part iculiir t iine j bl- the probability t hat the dog is fourid at t hat t iiiie. and siiniining 



01-cr al1 possible fillues of j to  obtain 

Son- r i i i l  fwtor o, is espüncled inductively to obtain (1 - p l -  1 )  (1 - p l - ? )  - - - (1 - P O ) .  

r i  - 1  - 2  
Hoi iw  tlie S W I ~  C,=o jll ~ i~~ ip l i f i e s  to tlic cspression given iti the statement of the 

t h(~Or(~111. 

It  in (lesirable for the searclier to knon- the 1-ertes on which the trap shoulcl be 

~ > l i i < d  to iiiiiiiriiize the t h e  espectecl to complete a search for the iiiissing clog. Table 

4.1 gi1-es t h  cspected tiines to selirch a patli P,,. n E {4 .5 . .  . . 18) for cach vertes i 

oii u4iich tlie trap caii be placecl. The \-alues giveii in the table w r e  found usiiig the 

follolviiig codr in .\laplc. The values for ri  and i have t o  bc entered by tlie user. 

> i:= ; 

> p (O) : = 3/(3*n-2) ; 

> f o r  j from 1 by 1 t o  i-2 do p ( j ) : =  4/(3*n-3*j-2) od; 

> p( i -1)  := 3/(3*n-3*i+l) ; 



> for j from i by 1 t o  2*i-2 do p(j):= 1/(3*n-3*i-1) od; 

> for j from 2*i-1 by l t o  n+i-3 do p(j):= 3/(3*n+3*i-3*j-4) od; 

> p (n+i-2) : =l; 

> g := ç~m(~j*~(j)*(product(l-p(k), k=O..j-l))', >j'=l..n+i-2); 

> evalf (g) ; 

Ta tdc 4.1: Espec-ted t inies for a searcii of P, for eacli possible ntliie of i. the \vertes 
or1 n-tiicli t lie trap is place& 

11-e conclucle t his section by coiisiclering t iic case iiot incliided in t lie prel-ioiis 

a~itil>*sis;. Suppose ttic trap is plciced on the first vertes rather than the i th vertes. 

The probiihilit ies t liat the clog is located on cach of the n vert ices are slion-n in Figure 

4.5. 

111 this case. ir is irnpossibk for the clog to  wander into the trap. Hence the 

protahilit ies pl arc as sliown iii Figure 1.3. The probabilit- 1, of finding the dog ar 

a particular tiiiie j is foiind using rhe recursh-e relationship 1, = p,a, n-here a, = 

ri, -, ( 1 - pl- 1 ) .  These probabilities I ,  are used to determine the espected tinie. 



1 2 3 ... i - l  I i+l . . . n-2 n-1 n 

continuously updated 
probabilities 

Figure 4..5: Coritiriirously ripctated probabilities of fiiidirig the lost ciog or1 cach of the 
r ,  \-ertices d i e n  the trap is phced on the first vertes. 

Theorern 4.4 Suppose a dog has been lost and free to wander along a pnth oflength 

r , .  Furfher suppose that  a searcher has a single trap to aid in the search and  that the 

t r n p  r s  lald on the first certex. The expected time to find the dog is e. - 

Proof. Suppose t hat t hc trap is placed on the first vertes and the search begixis on 

the sccotid vertes. Tlie expected time is found rnirltip1~-ing a particular rinie j 

\,y t lie probability t hat the clog is found at t hat t iine. and sumrnirig over al1 possible 

\-aliles of j to obtaiti ~~~~ jl, wiiere 1, = a,p,. CL, = n u , - ~ ( 1  - pj-1)  and 

Son- t h e  factor a, is espaiided inductively to  obtain (1 - p , _ ~ ) ( l  - p l - ? )  - - - (1 - p i ) ( l  - 

po).  i 1 1 1 ~ 1  50 this Sun1 simplifies to 

Son- considcr the first n - 2 ternis in this sim. Eàdi sudi terni can be espanded 

to obtain 



n-liicli cari be sirnplied to obtain 

n-hicli car1 be siniplieci to  obtairi 

2 ( 3 n  - 2) 

Siiiiilar1~-. t he  last term i r i  the suin ( j  = r i  - I )  cari be espaiided to obtaiii 

This expression cari bc siniplied to 



j!, = 3n'-911-6 Zn-  1) 
~ ( 3 n - 2 )  + 

This is t lic espression given in the statement of t lie theoreni. 

It  iippcars that n-lien iising the s t r a t e s  described in this section. the espected 

tinic for a scarch is minirriized 1-hen the trap is placed on the first vertes for r2 # 5 .  

Tliis is statcd as a conjectiire. and is tested for some large \-dues of rz .  The results 

arc dion-ri in Table 4.2. 

Colijecture 4.1 Suppose a do9 has been lost and free to z a n d e r  d o n g  a path of 

I r  r,gtir r,. Furtfier- SUPPOSE that  a searcher hns a single trap to aid in the search. arld 

tlrcrf t f ~ e  sc-ar-cl! pr-oceeds i r r  the direction of the rrearest leuf. The expected time to Jind 

f i i r  dry girrri that the trap is laid on c e d e x  i. 1 5 i 5 $ i f  n 1s  eren  and  1 < i 5 - - 
; f r l  1.z odd. 1s rnlr~ln~ltetl clreri i = I for n + 5. 

I t  is kiion-ii t liat Coiijcct ure 4.1 is true for values of n < 2.50. 

Table 4.2: Cornpiirison of espectcrl tirries for i = 1. 2.  arid r:]. - 

C'orisidcr the strateg>- presented here n-hen the trap is placed on the first vertes. 

It is eqiiii-alent to the search beginning on the first vertes n-hen no trup is availabk. 

Hmce if rr # 5 .  it is not to the searcl~er's benefit to use a trap. 



4.4 Lost Dog Problem with Traps - The Alternate 

Strategy 

Ili tliis ~iectiori. an alternate strate= that can be used by a searcher with a single trap 

i i  iritrdiiced. Rather than placing the trap on some vertes i and then proceeding to 

,.;carch iii the dircctiori of the necirest of the two leaves. the searcher places the trap 

oii t l i c ~  c;cc.orid vertes and proceeds to sesch  iu the direction of the fart hest leaf. This 

ir; hc.cx~isc the  probability ttiat the dog is on the first vertes is small in cornparison 

to  the p-olmbilit~- that it is on some vertes to the right of the trap. and if the dog 

ir; h a t e d  on t h  first \-ertes. the probability is one hdf  that the dog n-il1 \vander 

iiito t tic t rap rat lier than rernain on the first vertes. Hence. the probability that the 

stiirclier n-il1 tiiive to retrace his steps riear the end of the searcti and search the first 

i-crtrxs i.; s11ial1. The espected tirnc for a search using this s t r a t e 3  will be conlpared 

n-itli tlw t i i m  espected rising the stratcgies presented in the previous section. 

Thcl prchihilities that the dog is located on each of the n vertices are shon-n in 

Figlirti 4.6. T1ic~- are calcrilatcd usixig Bayes' Rule in Section 4.3. 

continuously updated 
probabilities 

Figiirc 4.6: Continuotisl>- iipdated probabilities of finding the Iost dog on each of the 
TI  vcrticcs if the trap is plàceci on the second vertes and the alternate strategy is beiiig 
iisrct. 

Son. coiisider the probability pj  t liat t tie clog is found at  a purticitlar t ime j giveii 

tliat t h  clog hrid iiot been fotind prior to that time. This probability is found bj- 



iitlclirig the probability that t hc dog is found on the vertes being seürched at that 

t imc to t hc probabilitj- that the dog ~vaiiderç into the trap. Consider the probability 

that the clog n-anders into the trap. Son- at  time j. tlie probability that the dog is 

lorarccl on tlie first vertes is 3n-iJ-2 and the probability that the dog mo\-es to the 
1 riglit is 1/2. Hence the probability of the dog moving into the trap is :,n-3, -., - . 

It slioiild be noted that duritig the times from 1 to  n - '2 inclusive. give:i that the 

rlog is st il1 rriissing. t lie probability of the dog being foiind incliicies contributions from 

i)oth i lie probability that the dog is on the l-ertes being searched at this time and 

the probabilit~. that the dog wanders iiito the trap. During the tinics from rr - 1 to 

Zr! - 4. t lie probability t hat the dog is located on the vertes being searched is O since 

t lie \.crticcs beirig searched ciuring these tinies have already been searched. Herice the 

[IL-obtibiliry p, depends solely on the probability that the dog wanders into the trap. 

-At t iriic 2n - 3. given that the dog has not been found. the  probabiiity of the dog 

bciiig on tlie first vertes is 1. These probabilities pl are 

Heiicr the probabiliti- [, of finciing the dog at a particilla- rime j is foiriid iising 

r lic x-(~ciirsivc relationship !, = p,aJ w-liere a, = a,-, (1 - pJ-  1 ). Tlicse probabilities 1, 

arc iiscct to cletermirie the espected tiiiie. 

Theorein 4.5 Suppose n dog Iras b e m  lost and free to wander d o n g  a path of  lertyth 

r t .  Fur.tf~.cr. suppose t fzat  a sear-cher ha.- a single trap to  aid in t f le  search. T h e  expected 

ttnlr- t o  j n d  the dog giren that the t m p  is laid o n  t f le  second certex and the search 

pr.occed.s in the direction of the  ri th uer-tex is 

2n-3  



Proof. Siipposc r hat  the trap is placed on the second vertes and the search continues 

or1 t lie t liircl. The espected time is found by multiplyirig a particiilar tirne j by the 

prohability t h  the clog is found at  that time. and siimming over al1 possible \ d u e s  

of j to ohai i i  ~:li"j!, n-here ', = a1pJ and nJ = 0,-l(l - p,-,). The factor a, is 

csparidcd iiic1octivel~- as before to obtain (1 - pl- ) ( 1 - pj -?) - - ( 1 - pl )( 1 - p o ) .  and 

50 tliis wxn simplies to the one given in the statement of the theorem. 

lluple n-as iised to  conipute the espected tinies for a search of the path P, for 

various valiies of n usiiig the s t r a t e s  preseriteci in t his sectiori. Tliese \.dues are di\-eu 

i r i  Table 4.:j. The llaple code used to obtain these values is incliidccl. 

> n:= ; 

> p(0) : =3/(3n-2) ; 

> f o r  j from 1 by 1 t o  n-3 do p ( j ) : =  4/(3*n-3*j-2) od; 

> p(n-2) := 3/4; 

> f o r  j from a-1 by 1 t o  2*n-4 do p(j):=1/2 od; 

> p (2*n-3) : = 1 ; 

> g := sum('j*p(j)*(product(l-p(k), k=O..j-l))', 'j'=1..2*n-3); 

> evalf (g); 

\ l e  coiicliirk this section by consideriiig a more general form of the s t ra tes -  pre- 

aeiitetl licrc. Suppose tliut instcüd of placing t h e  t rap on the second vertes and 

procccdirig in the direction of the n th  vertes. the searcher places the trap on the i th  



Espect ed Time 
1.1313 

Table -4.3: Esperteci t inles for a search using tlie altcrriate strates-. 

1-chi-tc~ aiid proceeds in the direction of the rzth vertes. ivhere 3 < i 5 + - if n is evcn 

i i l i < l  3 5 I 5 "1 if R is odd. - 
Givcii t liat the dog hiis not been foiind pra-ioi1s1'-. t lie probabilit ics t hat the dog 

i..; loc.atcc1 on cadi of the ri verticcs are shown i i i  Figure 4.7. They arc ciilcirlated using 

Bai-es' Rule as iii Section 4.3. 

Tlic probabilit>- p, that t lie tlog is found at a partictilar tiiiie j giveen t kiat the do:, 

ilas iiot hecn foiind prior to that timc is found by addirig the probability t hat the dog 

is on tlic 1-ertes being searcheci at that time to  that probability t h  the dog n-anders 

iiito thc trap. The probability t hat the dog ~vanders in the trap at tinie j is caiculated 
1 as bcforc. If 1 5 j 4 R - i. the probübility of the dog niol~ing iiito the trap is -,, -?. 



conrinuously updated 
probabilities 

Figiirc 1.7: Cont iriuously updated probabilities of finding the lost dog on each of t hc 
r i  \-crtices if the t rap is placed on vertes i and the alternate strategy is being used. 

I f  ri - i t I 5 j 5 2n - Z. this probability is A- Othern-ise. the probability is O 

si~icc t lie vert ices adjacent to  the trap have been seàrched. The probabilities pl are 

Hclice the probability 1, of fincling the don at a particulm tiiiie J is foiind iiçiiig 

t lie reciirsi\.c rc1;it ioiisliip l1 = plal wliere a, = CL, -1  ( 1 - pl-  1 ). Tlicse prohabilitics 1, 

tir(' I I S C C ~  r O rietermine t lie espected tinie. 

Tlieorem 4.6 Suppose  a dog h a s  k e n  lost and free t o  u a n d ~ r  u lor~y  a path of length 

r l .  Fur-ther suppo.se t h a t  a sc-ar-cher ha.s a single t rap t o  aid in the search. The êxpected 

ttnic to  jirid the doq giren tha t  the  trap is laid or1 r e r t e z  i. 3 5 i 5 if ri 2.5 euen and - 
3 5 / 5 9 1f rt is odd. a n d  the  search proceeds in t h e  directzon of thc rith certex is - 



Proof. Suppose that  the trap is placed on vertes i. 3 5 i 5 if n is even and - 
< - i 5 if n is ocld. and the search continues on vertes i + 1. The espected rinie - 

ic; fouiid by riiulripl!-ing a part icular time j by the probability that the dog is foiind 
Z n - r - 1  . 

i i r  t hat t iiiir. aiid siitnmirig over al1 possible values of j to  obtain Cj,, JI, u-here 

1, = u,p, aiid ri, = a,- ( 1  - pl- 1) .  The factor al is espanded indoctively as before t o  

ot , t ; r i r i  ( 1  - JI , -~)(L - pl-?)  - - - (1 - p L ) ( l  - po) .  and so this sum simplies t o  the one 

gi\-ciii in t lie statement of the t heorern. O 

llaplc was uçed to  corripute the espected times for a search of the path P,, for 

\>tl-i0115 \.illues of n aricf i uàing rhe s t r a t e s -  preserited above- Thesc values arc gi\-en 

iii Ttiblc -1.4. The ,\laple code is included. 

> n:= ; 

> i:= ; 

> p (O) : = 3/(3*n-2) ; 

> f o r  j fxom 1 by 1 to n-i-1 do p(j):= 4/(3*n-3*j-2) od; 

> p(n-i) : = 3/(3*i-2) ; 

> for j from n-i+l by 1 to 2*n-2*i do p(j):= i/(3*i-4) od; 

> f o r  j from 2*n-2*i+l by 1 to 2*n-i-2 do p ( j )  := 3/(6*n-3*i-3*j-1) od; 

> p(2*n-i-1) :=l; 

> g := çum('j*p(j)*(product(l-p(k), k=O.. j-II)', 'j'=i. .2*n-1-11; 

> evalf (g); 



Table 4.4: Espected tinies for a search when the trap is laid on vertes i arid the 
seiirdi proccecls on vertes i f 1. 

It  appcars thàt idicri iising the s t r a t e s  describecl in this section. the espectcd 

riiiic for- H search is rniriiiriized n-heri the trup is laid ori the second vertes. This is 

stiitcd as a corijectiirc. Table 4.5 compares the espected tinies n-hen i = '3. 3. iirid 

i:] for soiiie large V ~ U C S  of R .  

Talile 4.5: Cornparison of espected times using the alterriate stratcgy. 

Conjecture 4.2 Suppose a dog has been lost and free to .wnnder along a path of 

Iéngth T I .  Furthel- suppose that a searcher has n single trap to aid in the search. The 



crpected tirne to f ind the dog giaen that the trap is laid on  uertex i. '3 5 i 5 $ - if n is 

c c*e ri and  2 5 i 5 if n is odd. and the search proceeds o B vertex i + 1 is min irnked - 
uherr i = 2. 

Ir is krion-n t h t  Conjecture 4.2 is true for values of n 5 250. 

4.5 Lost Dog Problem with Traps: Most Efficient 

Strategy 

The prcvioiis sections have presented two strategies for searching for a lost dog on a 

p i t i i  Pr, of lcrigth n when the dog has been lost and free to n-ailder for sorne time. 

m r i  a trap is a \ d a b l e  to aid in the search. Conjectures have beeri made about the 

vc~tcs  or1 n-hich the trap shoiild be placed t O minimize the espectecl tinie for a search 

ushg ~ i \ ~ . h  of tliese strategies. 

If rlic trap is laid on vertes i. 1 5 i 5 $ - if n is e ~ e n  and 1 5 i 5 if ri is - 
o c l d .  m c I  the sei~rch procecds ton-arci the first vertes. it has been conjectiireci that the 

( ~ s p < ~ t c d  tiirie is niirii~nized whcii i = 1. If the trap is laid on l r r tes  i. 2 5 i 5 4 if ri 

is rvlii aiitl 1 < i 5 - if r ,  is odd. aiid the searcli proceeds tau-ürd the rith vertes. 

it lias hceri conjcctiirecl t h t  the espected time iij niinimized ~v,\-tien i = '2. 

III  tliis sectioii. these two strategies are conipared for large valiles of n to detcrniine 

the strate%'- n-liich rniiiiriiizes t l i e  time espected to complete a search for the 11iissi1ig 

rcsiilts arc showii in Table 4.6. 

Table -4.6: Cornparison of the espected tirnes when using the tu-O most efficient strate- 



lt appears that it is more efficient to place the trap on the second vertes and 

proceecl in the direction of the nth vertes. This is stated as a conjecture. 

Conjecture 4.3 Suppose a do9 has been lost and free to wander along a path of 

lt.ugt/l R .  Furthel- suppose that a searcher has a single trap to  aid in the search. T f ~ e  

c q w t e d  t ime  for the search IS minirnzzed if the searcher places the frap on the second 

i . r . r - t f . r  c l r d  tflen proceed.5 to search i n  the direction of the ntfl rertex. 

4.6 Lost Dog Problem on a Cycle 

C'o~isitlcr a ci-cle C, with n vertices. Suppose a dog has beeri lost and free to wander 

oii C',, for soine tinie. 11-e assume that the probabilities of the dog moving to the left 

or ri& or staj-ing still are e q u d  Suppose that the searcher has one trap to aid in 

r l i ~  i c i i ï~h  aricl the tmp is laicl on \-erres i. Sow the search mtist begin on one of 

r l i t .  \-i:rt ices adjacent to vertes i. Ii'ithout loss of geiierality. assrinle thut the seiirch 

kgiiis mi vertes i + 1. -4s before. the probabilities are coriti~iuoirsly upduted as the 

>wI-c11 COIlt i11~1~5. 

The firsr stcp is to dcterinirie the probabilities thar the dog is on each of the 

\-c.rrir.c..; bcfore t h  aearch starts. Clearlj-. these probabilities arc itll cqiial sincc thc 

clog is ccltially likely to ino\-e to the left or right or to sta5- still. Hence. for each of 

r lie 1-crticw tliere is a l , /n  cliiirice that the dog \vil1 bc fotrnd therc. 

Son- consider n-hat huppens oncc the trcrp is laid. If the dog is located on the ith 

vc~tcs .  it will be foiind d i e n  the searcher goes to  that vertes to lay the trap. If the 

(log is iior foiriid there. the scarciier uses t hat information to updatc the probabilities. 

T h  prolmbiliti- that the clog is located on the i th  \-ertes becomes O and t he remaiiiing 

probabilities bcconie 1/(n - 1). This is intuitive and can be easili- verifieri using Bayes' 

Riilc for condit ional probabilit ies. 

Similar1~-. as the search continues the probabilit ies t hat t lie dog is located on any of 

t hc prcvioiisly rearchcd vertices become 0. and the probabilities that the dog is located 



on an? of t lie other vertices increase. These cont inuoirsly updated probabilities are 

represeiited b- the forinulae which follou- ahere .;?, is the event that tlie dog is found 

on \-mes j .  j E {l. '7.. . . . n} .  

T h e  probabilit ies are shown in Fi,we 4.8. 

Figiirc -1.S: Loritirii~ously updated probabilities of finding tlic lost dog on each of the 
rl  1-crt iccs of the q*cie $\-en t h  the dog lias riot bccii fouiici prior to the tirne t hese 
1-crt ic-es i1i.c searclied. 

Ir  shoiild bc iioted here t liat t hcse continuously updated probabilities are not the 

1)rohi bilit ies that the dog n-il1 be found while a search of t hese vertices is proceeding. 

This is bccausc the prohability thcit the dog w-iinders into the trap lias not beeii 

iric-liidcci. 

Suppose j ii~iits of time ha\-e piissed. The probabilit'. that the clog \variders irito 

t lie t rap is '. the probability t h  t lie dog is on vertes i - 1. miilt iplid by 1/3. the 
"-1 

probability tbat the dog mows ont0 vertes i. Hence tlie probability of this event is 



Sotv pl is the probability t hat the dog is found üfter j units of time given that it 

lias iiot been found previously These probabilities p, are 

Let 1, I,e the probability tliat the dog is found after j iinits of tirne. As sliown 

p i  1 = p t e r  , = a -  (1 - p l  ) These are the probabilities used to 

dcrerrriiric t lie cspected t iirie recjuired for siich a search. 

Theorem 4.7 Suppose a dog has been lost and free to wander  nlong a q c l e  of length 

r r .  nrrd that the do9 1.s equullg likelg to moue to the right or left or to retnin its position. 

Fur-tlrer- suppose that the searcher hns a single trap. that the sear-ch continues o n  a 

i.i:r-tc.~ adjacent to the one on uhich the trap is placed. and that the search ends if the 

doy 1.s foi1 nt1 byl the searcher- or  becontes caught by the trap. T h e  expected tirne required 

for- cr ..;cm-ch t o  find the dog does [lot deperd on the location of the trap nrid is girwen 

Proof. Assimie that the trap is pIacec1 on vertes i and the searcli coritiriues on 

vcrtcx i + i. The espected tinic is foi id by niult iplyiiig a pwrticiilar t ime j by the 

pro1xhilit~- t liat t lie dog is found k i t  t hat t ime. and suriinliiig O\-ci- al1 ~al i ies  of j ro 

obtaiii c;:; ,LiJ ivhcre 1, = o,p,  and a, = a,- l ( l  - p ,  ) Tlic factor a, is espanded 

iis 1)efot-c ro obtain (1  JI,,_^)(^ - p, - - )  - - - (1 - pl) ( l  - p o ) .  and so this sum simplifies 

to t lic expression given in the statenicnt of the theoreni. The given expression clearly 

cloc.-; iiot dcpend on i. the vertes on which the trap \vas placed. 
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